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EXECUTIVE SUMMARY 

The Forging Inspection Development task started in June 1999 with the primary objective of 
advancing the state of the art in ultrasonic forging inspection sensitivity from #1 flat-bottom hole 
(FBH) (1/64″ diameter) to #1/2 FBH (1/128″ diameter), increasing the sensitivity by a factor of 
four.  The improvement was achieved and demonstrated with the use of a phased array 
inspection system at the Iowa State University phased array test bed.  Significant development 
work was performed to establish ultrasonic beam parameters that would do the high-sensitivity 
inspection in forged titanium rotors.  Attempts were made to use both fixed-focus, single-
element transducers and a phased array approach for the desired focus at various zone depths.  
After it was determined that the fixed-focus transducers could not be manufactured at the 
required diameters and frequency, the team concentrated on the phased array approach using a 
segmented annular array.  The improved sensitivity was demonstrated by inspecting samples of 
Ti-6-4 forgings with #1/2 FBHs drilled to the depths of the inspection zones and by scanning 
several forgings with the high sensitivity setting to see if the ultrasonic noise caused 
unacceptable false calls. 

In earlier efforts, ultrasonic grain noise was thoroughly studied.  The original equipment 
manufacturers (OEM) supplied representative disks and coupons from those disks so that the 
ultrasonic noise characteristics, which is the primary factor in sensitivity limitations, could be 
used to design the high sensitivity inspection.  From the coupons that were previously made, the 
highest-noise coupons from each OEM disk were used to provide empirical tests as development 
occurred.  Also, a disk was fabricated containing synthetic inclusions to use in evaluating the 
inspection.  This synthetic inclusion disk (SID) has the potential to be used for future probability 
of detection work when required. 

Based on the noise characteristics that were observed for the various Ti-6-4 samples, it was 
determined that a 10-MHz beam with a focused spot diameter of 0.045″ and 60% bandwidth 
would be required to reach the #1/2 sensitivity.  Attempts were first made to produce single-
element, fixed-focus transducers to these design standards.  However, the transducer diameters 
of 1″, 2″, and 3″ that are required to reach all depths in the forgings of interest are currently too 
large to be consistently manufactured with a 10-MHz center frequency.  The team then 
concentrated on a phased array approach, since the multiple element design that is inherent to 
phased array transducers allows for fabrication at 10 MHz.  A relatively complex transducer was 
designed and then fabricated to specifications on the first attempt.  Its feasibility and capability 
were demonstrated to Federal Aviation Administration and industry representatives on flat 
surfaces of SID disk with the approximate reflectivity of a #1/2 FBH.   

Besides the development required to establish the necessary ultrasonic beam characteristics, 
other technical aspects were studied during the program.  These included a study of surface 
finish requirements, an evaluation of area amplitude comparison at #1 and #1/2 FBH sizes, a 
means of correcting for surface geometry using curved mirrors, and a means of evaluating 
signal-to-noise levels with the forging C-scan data.  

Other technical aspects such as dynamic depth focusing (DDF), elimination of blind zones at the 
edges of the forging, curved surfaces, generic tools, setup and calibration procedures, and 
automated analysis software need to be fully developed and tested in order to make the #1/2 
sensitivity inspection a robust, factory implementable procedure. 
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1.  INTRODUCTION. 

1.1  PURPOSE. 

To increase flight safety, higher sensitivity inspections are sought for rotating parts.  Increased 
sensitivity can be applied at the billet stage, the forging stage, or both.  Inspection of the forging 
geometry affords the opportunity to apply the highest sensitivity due to the shorter material paths 
when compared to those required for billet inspections.  The accommodating geometry often has 
flat sound entry surfaces.  It is assumed that by applying a four-fold increase in sensitivity, 
namely, inspecting to a flat-bottom hole (FBH) sensitivity of 1/128″ diameter as opposed to the 
current capability of 1/64″ diameter, that sensitivity to hard alpha defects will also be increased.  
While hard alpha defects typically have a much larger dimension than 1/128″, it is likely that the 
tighter focus that is generated to reduce signal noise and achieve #1/2 FBH sensitivity will also 
provide sensitivity to the weakly reflecting hard alpha defects, even though they are typically 
larger than the beam that is focused to 0.045″.  Sensitivity can also be increased to voids that can 
be associated with the hard alpha defect. 
 
1.2  BACKGROUND. 

Forging inspection is typically performed for titanium (Ti) rotating parts with immersion 
inspection and fixed-focus, single-element transducers.  #1 FBH inspection sensitivity is 
achieved by using calibration standards with 1/64″ diameter holes at several material paths.  A 
distance amplitude correction (DAC) is made that applies gain as required through the inspection 
depth to maintain #1 sensitivity throughout the volume.  Increased gain is required with depth 
because the ultrasonic (UT) beam attenuates with distance and diverges beyond the focus 
position that is placed near the surface.  The higher gain that is applied with depth has the effect 
of increasing the UT noise with depth.  In some cases, where material thickness exceeds 2″ or so, 
the noise becomes too great because so much gain has to be applied.  In such cases, a second 
zone inspection is applied, whereby the transducer beam focus is moved further into the part, 
either by moving the transducer closer to the surface or using a different transducer that has 
different focusing characteristics.  A second scan is then made with an inspection gate on the 
deeper region.  In this program, a method is applied where the focus is maintained as a tight 
beam that is moved through the depth of the part, effectively making several zones.  The UT 
noise is managed by having a small beam diameter that samples fewer grains at a given time in 
the inspection volume. 
 
Over the last several years, many inspection facilities have replaced older immersion inspection 
equipment with computer-controlled systems that include digital data collection in the form of 
C-scans.  Prior to the computer-controlled systems, inspections were performed in a stop-on-
defect mode where signals that occurred higher than a certain threshold value caused the 
scanning to stop.  The operator would then relocate the indication that caused the signal and 
evaluate it.  The newer systems with digital C-scans afford the opportunity for some degree of 
automated data analysis, including the application of signal-to noise-rejection, which is presented 
in this report. 
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1.3  PROGRAM OBJECTIVES. 

The program objectives were as follows: 
 
• To develop a high sensitivity UT inspection of Ti forgings using a #1/2 FBH (1/128″) 

calibration target, digital C-scan image acquisition, and a signal-to-noise rejection criteria 
without significant cost increase. 

• To demonstrate the new technique in a production environment over an extended period 
of time to determine its feasibility (in both cost and readiness) as a production inspection. 

When it became apparent that single-element, fixed-focus transducers could not be fabricated, it 
was realized that the second objective could not be achieved.  Existing production facilities are 
not yet equipped to perform inspections with phased array systems.  During a program review 
with the Federal Aviation Administration (FAA) in April 2003, it was agreed that fixed focus 
work would cease and demonstration in a production environment would not be performed.  
Instead, a laboratory demonstration using phased array would be performed with industry and 
FAA representatives invited to review the inspection capability. 
 
2.  RESULTS AND DISCUSSION. 

2.1  FOCUSING REQUIREMENTS FOR ACHIEVING #1/2 FBH SENSITIVITY. 

A key goal of the Engine Titanium Consortium (ETC) Phase II team was to investigate the 
fundamental UT properties of representative Ti-6-4 engine forgings and to use that data to 
determine how forging inspections could be improved.  In particular, a four-fold improvement in 
detection amplitude was sought, from the current #1 FBH level to a #1/2 FBH level.  Since 
backscattered grain noise is primarily responsible for determining defect detection limits, 
emphasis was placed on grain noise measurement and analysis.  The UT properties of Ti-6-4 
forgings and their use in determining beam focal requirements to meet the #1/2 FBH sensitivity 
target are discussed at length in a companion report [1].  That report concluded that a 10-MHz 
forging inspection capable of meeting the sensitivity target likely requires a beam diameter no 
larger than 45 mils at any depth within a given inspection zone.  Here, the research work that led 
to that conclusion is briefly summarize.  Interested readers are referred to reference 1 for further 
details. 
 
2.2  RELATIONSHIP BETWEEN SNR AND ULTRASONIC PULSE VOLUME. 

UT grain noise is present in forging inspections and can act to mask the echoes from small or 
subtle defects in the metal.  As indicated in figures 1 and 2, this noise arises from the scattering 
of sound waves by the metal microstructure.  Ti-6-4 forgings exhibit internal structure on several 
length scales.  On the smallest scale are individual micrograins, i.e., single crystals of metal with 
atoms arranged in a regular lattice.  Neighboring micrograins with aligned or partially aligned 
lattices can form larger entities, such as platelets, colonies, or macrograins [2].  The largest 
structures, macrograins, are often visible without magnification when polished metal surfaces are 
properly etched, for example in flow line photos like those shown in figure 2. 
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Figure 1.  (a) Small-Scale and (b) Large-Scale Microstructure Seen in 
a Ti-6-4 Engine Forging Supplied by Pratt & Whitney 
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Figure 2.  Scattering of Sound Waves by Microstructural Boundaries Results in Grain Noise 
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The general appearance of grain noise during an UT inspection is illustrated in figure 3.  
Consider a UT A-scan depicting received signal amplitude versus arrival time for a fixed 
transducer location above a forging.  As shown in figure 3, grain noise appears as a complex 
hash following the front-wall echo.  The detailed appearance of the hash changes rapidly when 
the transducer is scanned laterally.  Most forging inspections make use of one or more time gates 
(depth zones), like that depicted in red in   figure 3.  A UT C-scan image is created by displaying 
the largest peak-to-peak or rectified peak amplitude that is seen within the gate during a two-
dimensional scan of the transducer above the forging.  Such a C-scan is shown in figure 3.  
There, the grain noise appears as a mottled pattern whose average amplitude varies from left to 
right, reflecting changes in the gross properties of the underlying microstructure.  
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Figure 3.  Typical Appearance of UT Grain Noise in (a) A-Scans and (b) C-Scans 

(To emphasize the noise, the amplification level has been set higher than typically used in a 
forging inspection.) 
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The severity of grain noise is usually quantified using a so-called signal-to-noise ratio (SNR).  
For example, figure 4 shows a C-scan of a forging specimen containing a reference reflector 
(#1 FBH).  The peak amplitude in the sonic image of the reflector itself is one quantity of 
interest.  The competing grain noise in the vicinity of the reflector can be analyzed to determine 
various attributes, such as the average noise amplitude and the peak noise amplitude.  The SNR 
quantifies the relative sizes of the reflector signal and the competing noise.  Different original 
equipment manufacturers (OEM) often use different definitions of the SNR.  Two of the more 
common definitions are (1) the simple ratio of the peak amplitudes of the reference signal and 
the noise and (2) the average noise background has been subtracted, so that the numerator and 
denominator each describe how much the respective peak amplitude exceeds the average 
background level.  In this section, the first definition will generally be used, unless specifically 
stated otherwise. 
 
 
 
 
 
 A
 
 
 
 
 
 
 
 
 
 

Figure 4.  Two Definitions of SNR Based on a UT C-Scan Containing an Indication in the 
Presence of Noise 

 
If a metal defect is small in lateral extent and if its SNR is too low, e.g., near or below unity, then 
it is unlikely to be detected by examining a C-scan image.  Ensuring adequate SNR for critical 
defects is thus of key importance when designing an UT inspection protocol. 
 
In many cases of practical interest, the SNR for a given reflector embedded in a particular 
microstructure can be related to the volume of the UT pulse that is incident on the reflector.  An 
UT transducer, whether of the fixed-focus or phased array type, can be regarded as injecting a 
sonic pulse into the metal component under inspection.  As illustrated in figure 5, this pulse 
changes its shape as it propagates due to beam focusing and diffraction.  At any given depth, the 
pulse will occupy a volume of space determined by its length in the propagation direction and its 
cross-sectional area.  The pulse volume will tend to be smallest in the focal zone where the beam 
intensity is largest.  When the pulse impinges on a reflector, sonic echoes are reflected back 
toward the transducer by the reflector itself and by the metal grains that surround it.  If the 
reflector is smaller than the beam cross section and the pulse volume encompasses many grains, 
then it can be argued that the SNR will increase as the pulse volume decreases.  This is because 
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(1) the reflectivity of a given grain compared to that of the embedded reflector is relatively 
independent of the pulse volume if both are insonified by the pulse and (2) when the pulse 
volume is reduced, fewer grains are insonified, which can produce echoes arriving at the same 
time as the echo from the reflector.   
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Figure 5.  (a) As a Sonic Pulse Propagates (From Left to Right), the Volume That it Occupies 
Varies and (b) a Smaller Pulse Volume Interacts With Fewer Grains Near a Defect, Usually 

Leading to a Higher SNR 
 
A landmark experimental study establishing the relationship between SNRs and UT pulse 
volume was conducted by Howard and Gilmore in 1995 [3].  The authors made measurements on 
three rectangular Ti alloy forging specimens using nine different circular, spherically focused 
transducers that had nominal center frequencies ranging from 5 to 10 MHz.  The pulse volume of 
each transducer in its focal zone was determined in two steps:  (1) by measuring the time 
duration of a back-wall echo and translating that into a pulse length and (2) by measuring the 
lateral area of the focal spot.  The latter was done by scanning the transducer over a #1 FBH in a 
reference block and analyzing the resulting C-scan image.  Backscattered gated-peak grain noise 
C-scan images were then obtained for scans over each forging specimen using each of the nine 
transducers.  The grain noise C-scans used a time gate centered at the focal plane, and measured 
noise attributes were normalized to the peak echo from the #1 FBH reference.  The normalized 
noise attributes were then plotted versus the measured pulse volume.  The results for one noise 
attribute, namely the average gated-peak noise (GPN) amplitude, are shown in figure 6 
(as presented in the original reference).  The values plotted on the vertical axis are essentially 
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noise-to-signal ratios since each noise amplitude has been measured relative to that of a #1 FBH 
reference reflector.  It is clear that for each of the three Ti alloy specimens, the noise-to-signal 
ratio tends to systematically increase as the pulse volume rises. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 6.  Howard-Gilmore Grain Noise Study (a) Measurement Setups, (b) Measured Average 
Grain Noise Amplitude Versus Pulse Volume, (c) Predictions Made Using Iowa State University 

Models, and (d) a Replotting of Panel (b) Using the Square Root of Pulse Volume for the 
Horizontal Axis 

 
During ETC Phase I, grain noise models developed at Iowa State University (ISU) were refined 
and used to critique inspections of Ti alloys.  (A synopsis of model approaches and 
developments can be found in appendix B of reference 2.)  As part of that work, the noise models 
were used to simulate the various forging inspections carried out in the Howard-Gilmore 
experiments [4].  As shown in figure 6, the grain noise models accurately predicted the manner 
in which the noise-to-signal ratio depended on the sonic pulse volume. 
 
Many factors influence the absolute grain noise level seen during an inspection and the absolute 
amplitude of an echo from a reference reflector or a defect.  However, when SNRs are 
considered, some of the factors approximately cancel.  For example, material attenuation acts to 
decrease the defect echo and echoes from nearby metal grains in much the same fashion and thus 
largely cancels when SNR is computed.  In the analysis of the Howard-Gilmore experiments 
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using ISU models, it was found that a fairly simple rule of thumb for the dependence of SNR on 
pulse volume could be developed by making a series of reasonable approximations to the full 
model formalism.  That rule of thumb is summarized in figure 7.  It essentially says that for a 
fixed inspection frequency, SNR is proportional to 1 over the square root of the sonic pulse 
volume at the flaw depth.  The constant of proportionality depends on the inherent noisiness of 
the microstructure (as quantified by the so-called figure of merit (FOM) value [2, 4, and 5]) and 
on the reflectivity of the defect (as quantified by the scattering amplitude Aflaw [6]).  The rule is 
specifically for signal to noise computed using the peak (on axis) defect amplitude and the so-
called root mean square (rms) average grain noise level [2, 4, and 5].  However, other commonly 
used measures of noise, such as the average gated-peak noise amplitude or the maximum gated-
peak noise amplitude within a specified scan area, are roughly proportional to the rms noise 
level.  Thus, the general form of the rule of thumb applies for those other noise measures as well.  
If the probe center frequency changes, it is likely that the pulse volume, flaw scattering 
amplitude, and microstructural FOM will also change.  However, for a small FBH defect in 
Ti engine alloys, both the FOM and the flaw scattering amplitude are approximately proportional 
to frequency [2].  Thus, Aflaw/FOM is roughly independent of frequency and it can be argued that 
the SNR remains roughly proportional to 1/square root of pulse volume, even for situations 
where the frequency changes (so long as the microstructure and defect particulars remain fixed).  
This was the case in the Howard-Gilmore experiments. 
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Figure 7.  Rule of Thumb for the Dependence of SNR on Pulse Volume 
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The rule of thumb indicates that if noise-to-signal ratios for a given defect in a given 
microstructure are plotted versus pulse volume, then the data should fall along a straight line (to 
within some statistical uncertainty).  In figure 6, the data from the Howard-Gilmore experiments 
were replotted in this fashion.  One sees that the data for each of the three forging specimens 
approximately lie along a line.  The slope of that line is different for each forging, reflecting the 
difference in the inherent noise capacities (FOM values) of the three microstructures. 
 
The pulse volume rule of thumb can be used to help design forging inspections to meet specific 
detection sensitivity targets.  One first locates the highest-noise region of a forging, where the 
SNR for any defects will tend to be smallest.  Using an embedded reference reflector (such as an 
FBH), one then measures SNRs (or noise-to-signal) for several choices of the pulse volume to 
establish the linear dependency between noise-to-signal and the square root of the pulse volume.  
From that dependency, the largest pulse volume that can be tolerated to keep noise-to-signal 
sufficiently small can be determined. 
 
For typical Ti-6-4 engine forgings, the goal of ETC Phase II was to design and demonstrate UT 
pulse/echo inspections that could reliably detect defects whose reflected amplitude equals or 
exceeds that of a #1/2 FBH (1/128″ diameter).  This was specifically taken to mean that within 
each inspection zone, the peak noise seen in a C-scan image should be at least 3 dB below the 
peak response from a #1/2 FBH located in that zone.  This corresponds to a minimum SNR of 
approximately 1.41. 
 
2.3  GRAIN NOISE STUDIES. 

To obtain specimens for study, each of the three OEMs was asked to supply a Ti-6-4 forging 
whose microstructure was representative of the latest generation of engine forgings.  The three 
forgings that were supplied each measured about 2 feet in diameter.  Their basic shapes are 
shown in figure 8. 
 
In total, 26 coupons were cut from high-noise regions of these forgings.  These coupons, which 
are referred to as either property measurement or forging flow line specimens, were used to 
measure fundamental UT properties (velocity, attenuation, and backscattered grain noise).  The 
majority of the property measurement coupons were rectangular blocks oriented with one face 
perpendicular to the beam propagation direction for a standard, normal incident, longitudinal-
wave disk inspection.  Most of these blocks measured 1.25″ x 1.25″ x 2.0″, with the 2.0″ 
dimension parallel to the local hoop direction in the forging. 
 
The sites from which the coupons were cut were based on four factors:  disk geometry, flow line 
information, model simulations of forging strain patterns, and backscattered ultrasonic noise C-
scans.  Flow line geometry was revealed by macroetch photographs like those shown in figure 9.  
Forging strain patterns were predicted using DEFORM, a commercial software package 
produced by Scientific Forming Technologies Corporation, Columbus, Ohio.  An example of a 
DEFORM calculation is shown in figure 10 for the Honeywell (HW) forging.  The macroetch 
and DEFORM data were used to choose locations in the radial-axial plane of each forging, which 
spanned the largest possible range of microstructures.  Coupon locations for the Pratt & 
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Whitney (P&W) and HW forgings are shown in figures 9 and 10, where they have been 
superimposed on the macroetch photograph and DEFORM strain map, respectively.   
 

Figure 8.  General Appearances of the Three Ti-6-4 Forgings Used for UT Property 

 

Figure 9.  Macroetch of a Radial-Axial Cross Section of the P&W Forged Disk, With the 
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Figure 10.  (a) Deform Simulation of Metal Strain During Forging and (b) Coupon Locations in 

The Radial-Axial Plane Superimposed on the Deform Strain Map 
 
UT pulse/echo inspections using focused transducers were performed through the usual 
inspection surfaces of each forging.  The resulting C-scan images, like those shown in figure 11, 
typically revealed noise banding patterns with alternating regions of high and low backscattered 
grain noise in the circumferential (hoop) direction.  The property measurement coupons were cut 
from the high-noise regions of such bands.  One set of coupons is shown in figure 12, namely, 
those from the HW forging. 
 
Measurements of UT longitudinal-wave velocity, attenuation, and backscattered noise were 
performed on the coupons.  In addition, certain predictive models were developed to better 
understand the property data.  That work is fully documented in reference 1 and the grain noise 
measurements are briefly summarized here. 
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Figure 11.  Backscattered Grain Noise C-Scan Acquired Through One Surface (F) of the HW 
Forging, Showing Evidence of Noise Banding 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 12.  Ten Property Measurement Coupons Cut From the HW Forging 
 
The measurement setup used for backscattered grain noise studies is shown in figure 13.  The 
transducer used was a 15-MHz broadband probe with a nominal diameter of 0.5″ and a nominal 
focal length of 90 mm (3.5″).  The transducer was characterized by beam-mapping experiments 
in water and found to have an effective diameter of 0.48″ and an effective geometric focal length 
of 3.80″.  Since absolute grain noise levels tend to increase with inspection frequency, a 15-MHz 
probe was chosen rather than one of the 10-MHz transducers traditionally used for forging 
inspections.  For each measurement trial, the beam was focused one-quarter of the way between 
the front and back surfaces, and gated-peak noise data were then gathered from one-half of the 
coupon volume (the half nearest the transducer).  The setup was used to examine the dependence 
of backscattered grain noise on position and inspection direction for rectangular coupons from 
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Ti-6-4 forgings.  For normalization purposes, noise amplitudes were compared to the echo from 
a #1 FBH located 0.5″ deep in a fine-grained IN100 step block using the same inspection water 
path as that employed for the noise measurements.  That reference measurement was later used 
to infer the amplitude of a more appropriate reference signal, namely, from a #1 FBH at the focal 
depth in generic Ti-6-4 alloy [1]. 
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Figure 13.  Experimental Setup Used to Examine the Backscattered Grain Noise for Rectangular 

Coupons From Ti-6-4 Forgings 
 
Four C-scans were performed on each rectangular coupon, one through each of the four surfaces 
having a normal vector lying in the radial-axial plane.  Results for a typical case are shown in 
figure 14.  In the upper portion of figure 14, each C-scan is displayed at the gain setting actually 
used during data acquisition.  In the bottom portion, the C-scans have been rescaled to a common 
gain setting to facilitate visual comparison of the noise levels.  Note that, in this case, noise 
levels are significantly higher for inspection in the radial direction than in the axial direction.  It 
was found that noise levels were quite sensitive to the orientation between the beam propagation 
direction and the local macrograin elongation direction.  Generally speaking, the backscattered 
noise level was largest for beam propagation perpendicular to macrograin elongation [1]. 
 
For the suite of property measurement coupons as a whole, the C-scan images generally showed 
little variability in the hoop direction (i.e., from top to bottom in figure 14).  However, some 
coupons showed significant variability in the axial and/or radial direction (i.e., from left to right 
in figure 14).  For this reason, when noise statistics were tabulated, each image was split into its 
left and right halves and average and peak noise amplitudes were computed for each half 
separately.  Because there were four inspection directions and two half-images per inspection 
direction, this yielded eight sets of (average, peak) noise amplitudes for each coupon. 
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 Backscattered Noise C-scans for Ti 6-4 Coupon PW6 (Mid-Radius, Bottom)
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Figure 14.  Backscattered Grain Noise C-Scans Through Four 
Surfaces of Coupon 6 From the P&W Forging 

 
For example, figure 15 displays measured gated peak grain noise levels for coupons from the 
P&W forging, relative to the amplitude from a (hypothetical) #1 FBH in fine-grained Ti-6-4 at 
the same average depth.  The upper set of bars (red) in figure 15 indicates peak noise levels, 
while the lower set (blue) indicates average noise levels.  The eight sets of (average, peak) noise 
amplitudes for each coupon have been enumerated as 1 through 8 using the numbering scheme 
shown in the lower portion of the figure.  A wide range of noise values was observed within each 
forging, with the noise amplitudes strongly dependent on coupon location and inspection 
direction.  However, overall average noise levels were quite similar for the three forgings 
studied.  This is clearly shown in table 1.  There, the first two columns list the average and 
maximum values for a given forging, averaged over all coupons, inspection directions, and 
analysis quadrants.  The last two columns list the ranges of measured values for average and 
peak noise in each forging. 
 
Although all of the property measurement coupons were cut from high-noise bands of their 
respective forgings, some coupons naturally had higher noise levels than others.  Based on the C-
scan noise measurements, the highest-noise coupon from each forging was identified.  The 
locations of these coupons within their respective forgings and the inspection directions 
producing the highest grain noise levels are illustrated in figure 16. 
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Figure 15.  Measured Peak and Average Noise Levels for Coupons Cut From the P&W Forging 

 
Table 1.  Comparison of Average and Maximum Gated-Peak Noise Voltages Seen in the Suites 

of Coupons From the Three Forgings 

 <Average> <Peak> Range of Average Range of Peak 
General Electric 0.81% 2.03% 0.2%-1.9% 0.5%-6.1% 
Pratt & Whitney 0.83% 2.31% 0.4%-1.8% 0.7%-5.5% 
Honeywell 0.88% 2.36% 0.4%-2.5% 0.6%-6.9% 

(#1 FBH in Ti-6-4 = 100%)
 
To determine the pulse volume requirement needed to achieve #1/2 FBH sensitivity for the 
representative Ti-6-4 forgings, the pulse volume rule of thumb was used.  Several #1 FBH 
reflectors were drilled to a common depth into each of the three high-noise coupons.  These 
holes were drilled approximately 0.15″ deep into the noisiest faces of the coupons, resulting in an 
inspection depth of about 1.1″ when insonified through the opposite face.  The coupons were 
then repeatedly scanned using four different 10-MHz focused transducers and up to three water 
paths per transducer.  This led to a wide range of pulse volumes at the FBH depth.  The 
transducers used had F-numbers (focal length to diameter ratios) of F5, F6, F7 and F8, 
respectively.  Their nominal diameters and focal lengths were (diameter, focal) = (1.2″, 6″), 
(1.0″, 6″), (1.0″, 7″), and (0.75″, 6″).   
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Figure 16.  Location and Inspection Direction for the Property Measurement Coupon Having the 

Largest Peak Grain Noise Amplitude in Each Forging 
 
The pulse volume for each case was measured in much the same way as in the Howard-Gilmore 
experiments, although this study team preferred using the echo from one of the #1 FBH reference 
holes for both the pulse length and the cross-sectional area measurements.  The pulse volume 
measurement is illustrated for one case in figures 17 and 18.  There, the transducer was the 
so-called F6 probe, and the water path was chosen to focus the sound beam at the depth of the 
FBHs.  First, the -6 dB beam diameter at the FBH depth was determined from a fine increment 
C-scan of one of the FBH reference holes.  Figure 17 illustrates the beam diameter determination 
for this example, leading to a value of 39.4 mils.  Second, as illustrated in figure 18, the pulse 
duration was measured by finding the -6 dB points for the envelope function of the rectified FBH 
echo.  This duration was translated into a pulse length in metal.  For the case shown, the pulse 
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length was 36.7 mils, leading to a measured pulse volume of (π/4)*(39.4 mils)2*(36.7 mils) = 
44,600 cubic mils. 
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Figure 17.  Determination of Sonic Beam Cross-Sectional Area for 

F6 Transducer Focused at the FBH Depth 
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Figure 18.  Determination of Sonic Pulse Length for F6 Transducer Focused at the FBH Depth 
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Examples of gated-peak noise C-scans acquired as part of the noise versus pulse volume study 
are shown in figure 19.  The results shown are for two of the nine measurement trials conducted 
on the highest-noise coupon from the General Electric (GE) forging.  The pulse volumes are 
significantly different for the two trials shown.  In each case, the inspection gain was set so that 
the response from the #1 FBH reference hole would be at 320% full screen height (FSH), or 
equivalently, that the response from a #1/2 FBH would be approximately 80% FSH (based on the 
standard area amplitude rule).  Then, at that gain setting, the peak noise amplitude in the area 
surrounding the FBH array was measured.  Note that the FBH amplitudes in each panel of figure 
19 are essentially equal (although saturated in these images), but the mean and peak noise levels 
are clearly higher for the weaker focusing case.  This directly illustrates the improvement in SNR 
that occurs when the sonic pulse volume is reduced.   
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Figure 19.  Gated-Peak C-Scans of the Highest-Noise Coupon From the GE Forging for Two 
Different Focal Conditions 

 
Similar determinations of sonic pulse volumes and peak noise amplitudes and were made for the 
nine measurement configurations (transducer and water path combinations).  Peak noise 
amplitudes were then plotted versus the square root of the measured pulse volume.  Such a plot is 
shown in figure 20 for the highest-noise coupon from the GE forging.  Since the noise 
amplitudes were always measured relative to a #1 FBH at 320% FSH, the noise amplitudes may 
be regarded as noise-to-signal ratios that are expected to rise like the square root of the pulse 
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volume.  This is seen to be approximately the case in figure 20, with some statistical scatter 
about the trend line. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 20.  Relationship Between Peak Noise Amplitude and Pulse Volume for Measurements 
Made on the Highest-Noise Coupon From The GE Forging 
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The scale of figure 20 is such that an echo from a #1/2 FBH would appear at approximately 80% 
FSH, i.e., at the top of the graph.  The target inspection sensitivity is indicated by the horizontal 
red line in figure 20, which, at 56.6%, is 3 dB below 80%.  For the GE high-noise coupon, the 
trend line intersects the target level at a pulse volume of approximately (290)2 cubic mils.  
Ignoring statistical scatter, sonic pulse volumes below this level would, thus, meet the inspection 
sensitivity target. 

Similar analyses were performed for the highest-noise coupons from the P&W and HW forgings.  
Details can be found in reference 1.  There are two competing criteria that come into play when 
one designs a zoned forging inspection using traditional fixed-focus transducers.  On one hand, 
when the sonic pulse volume is made smaller, the detection sensitivity increases.  On the other 
hand, a smaller sonic pulse volume usually results in a shallower depth of field and, hence, 
requires more inspection zones.  The general consensus of the team was that the square root of 
the pulse volume should be limited to about 250 (mils)3/2 when designing an inspection scheme 
to demonstrate #1/2 FBH detection sensitivity.  This pulse volume was small enough that it 
would likely ensure that peak noise would be at least 3 dB below a #1/2 FBH amplitude for 
most, if not all, of the inspected volumes of the three representative forgings.  In addition, 
demonstrated below, an inspection based on this pulse volume value could be designed that uses, 
at most, nine inspection zones and three different 10-MHz transducers.  Thus, the team agreed to 
set the pulse volume target at (250)2 mil3. 

It is important to bear in mind that the (250)2 mil3 pulse volume limit cannot absolutely 
guarantee #1/2 FBH detection sensitivity (at the 3 dB SNR level) throughout the three 
representative Ti-6-4 forgings.  There are a number of reasons for this.  First, recall that efforts 
were made to preferentially cut the property measurement coupons from high-noise regions of 
each forging.  However, it is possible that for some combination of location and inspection 
direction, another coupon site could have been found that would have yielded higher noise levels 
than those of the coupons in figure 16.  Second, the (250)2 mil3 pulse volume consensus was 
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based largely on data trend lines, like those shown in figure 20, with no allowance for statistical 
variations about those trend lines.  An alternative analysis of the data is shown in figure 21.  
There, each trend line is shown together with upper and lower bounds indicating the 95% 
confidence level.  That is, 95 percent of the time, a given combined measurement of peak noise 
and pulse volume would be expected to yield a plotted point lying between the bounds shown.  If 
the pulse volume limit for forging inspections was based on the upper 95% confidence bound, 
then that limit would be (267)2, (250)2, and (172)2 mil3, respectively, for the highest-noise 
coupons from the P&W, GE, and HW forgings.  Thus, the consensus value of (250)2 mil3 
appears more appropriate for the P&W and GE forgings than for the HW forging. 
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Figure 21.  Trend Lines and 95% Confidence Bounds for Measurements of Normalized Peak 
Noise in the Highest-Noise Forging Coupons 
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Third, measured gated-peak noise statistics (and, hence, SNR) will depend to some extent on 
details of the forging inspection, such as the inspection zone width, the scan area in the vicinity 
of an indication that is used for noise evaluation, and whether or not a DAC is applied.  The 
specific measurements on which figures 21 and 22 are based on used time gates of 1.6 μsec 
duration, scan areas of approximately 2.5 square inches, and a constant receiver gain (no DAC).  
Inspections using longer time gates or larger noise analysis areas will tend to yield higher peak 
noise amplitudes (smaller SNR) since there will be more opportunities to observe a large noise 
amplitude.  Conversely, using time gates smaller than 1.6 μ-sec and/or noise analysis areas 
smaller than 2.5 square inches will tend to improve signal-to-peak-noise ratios.   
 

Figure 22.  (a) Description of DAC Within a Focal Zone and  

 
 addition, as illustrated in figure 22, the application of a DAC will alter the noise-versus-depth 

A
bs

ol
ut

e 
N

oi
se

 L
ev

el

Noise 
with DACNoise 

w/o DAC

Depth, Z

Amplitude from reflector
located at depth ZP

ZP

water

metal

P

P

A
bs

ol
ut

e 
N

oi
se

 L
ev

el

Depth, Z

ZP

Amplitude from reflector
located at depth ZP

A
bs

ol
ut

e 
N

oi
se

 L
ev

el

Noise 
with DACNoise 

w/o DAC

Depth, Z

Amplitude from reflector
located at depth ZP

ZP

A
bs

ol
ut

e 
N

oi
se

 L
ev

el

Noise 
with DACNoise 

w/o DAC

Depth, Z

Amplitude from reflector
located at depth ZP

ZPZP

water

metal

P

water

metal

P

PP

A
bs

ol
ut

e 
N

oi
se

 L
ev

el

Depth, Z

ZP

Amplitude from reflector
located at depth ZP

A
bs

ol
ut

e 
N

oi
se

 L
ev

el

Depth, Z

ZPA
bs

ol
ut

e 
N

oi
se

 L
ev

el

Depth, Z

ZPZP

Amplitude from reflector
located at depth ZP

(b) 

(a) 

 

(b) Effect of DAC on Noise Levels in Zones 

In
profile within an inspection zone, and will consequently modify the statistics of gated-peak 
noise.  Consider, for example, a reflector located at point P near the focal plane of the transducer 
in figure 22, if no DAC is applied and if the microstructure is uniform with depth, the grain noise 
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level will tend to be the largest near the focal plane [2 and 5].  Then, the peak noise amplitude 
observed during a scan is most likely to arise near depth ZP, i.e., from the same depth where the 
defect is located.  Conversely, if a DAC is applied to equalize the amplitude of a reference 
reflector throughout the inspection zone, then the added gain will be largest near the zone ends, 
as will the absolute noise levels.  Then, for a defect located at depth ZP, the peak noise amplitude 
that contributes to the SNR will likely arise near one or the other of the zone ends.  That peak 
noise amplitude will generally be larger than that seen for the fixed gain inspection, thus 
lowering the SNR for the defect in question. 
 
Such effects of DAC on SNR will, of course, be the greatest for cases in which large gain 

he recommended (250)2 mil3 pulse volume limit can be translated into a limitation on the beam 

 summary, the (250)  mil  pulse volume limit (or 45-mil beam diameter limit) was a reasonable 

.4  BEAM SHAPE REQUIREMENTS AND ZONE CALCULATIONS FOR #1/2 FBH 

corrections are required across a zone, i.e., wide inspection zones using transducers with small 
depths of field.  If such cases arose and proved problematic in actual inspections, the team felt 
that a simple fix was available.  Namely, the single zone in question could be partitioned into 
two or more subzones as diagrammed in the lower region of figure 22, with the beam refocused 
into each subzone in turn (perhaps by a water path change), and a separate C-scan generated for 
each subzone.  Then, within a given subzone, the inspection gain would be relatively constant, 
even with DAC applied.  Moreover, the average pulse volume within an inspection zone would 
also be reduced since the (smaller) subzone would span a smaller portion of the transducer’s 
depth of field.   
 
T
diameter.  For the nine combinations of transducer choice and water path leading to figures 20 
and 21, cross-sectional areas of the sonic pulses varied considerably.  However, the pulse length 
was relatively constant for all cases, having a mean value of 37 mils.  This was expected since 
the transducers had similar center frequencies and produced sonic pulses with a similar number 
of cycles.  Assuming that the pulse length in Ti-6-4 for a typical 10-MHz, 60% bandwidth 
transducer is equal to 37 mils and the pulse volume is (250)2 mil3, then the associated beam 
diameter is found to be about 45 mils.  Thus, the pulse volume limitation requires a beam 
diameter that does not exceed 45 mils at any depth within a given inspection zone.   
 

2 3In
starting point for designing a forging inspection scheme capable of demonstrating #1/2 FBH 
sensitivity.  If, in practice, the inspection design led to undesirably high noise in some regions of 
the representative forgings, a contingency plan was in place.  Those regions could simply be 
reinspected by partitioning the zone(s) in question and refocusing the beam within each subzone 
in turn, using either the same transducer or one with a smaller focal spot.  The design of forging 
inspection schemes based on the 45-mil beam diameter limit is the subject of the next section. 
 
2
SENSITIVITY. 

Having determined the pulse volume that is required to achieve #1/2 FBH sensitivity for the 

onventional inspections that are currently performed on Ti-6-4 forging sonic shapes are 
performed at #1 FBH sensitivity and generally employ two zones.  The first zone covers from 

noise conditions expected in Ti-6-4 forgings, the next step is to identify the zones, the fixed 
focus, and the phased array approaches to achieving those zones. 
 
C
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surface to 2″ and the second zone covers from 1.5″ to 4″.  However, there is significant beam 
spread when employing such large zones, as shown for the first zone in figure 23.  The typical 
10-MHz F8 transducer has a beam diameter of 0.2″ (radius=0.1″) at a 2″ depth.  This example of 
a two-zone inspection to achieve #1 FBH sensitivity helps illustrate the approach of reducing the 
zone size to maintain the desired beam diameter.  The #1/2 FBH area is four times smaller than 
the #1 FBH, so it is reasonable to expect that the required beam diameter will have to be four 
times smaller.  This observation is in line with the requirements defined above for achieving #1/2 
FBH sensitivity whereby the maximum beam diameter of 0.045″ is required throughout the 
inspection zone. 

 
Figure 23.  B
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To determine the required focus for # , all zones must have the same size.  

tarting with a zone size of 1″, a probe diameter and focal length were determined that generate 

shows characteristics of probes using a water path of 3″ for the first six zones, resulting 
om the computational procedure described above.  It covers the depth of 2.6″, which was the 

1/2 FBH sensitivity
S
minimal beam size over that zone.  Ten-MHz spherical focus transducers with 60% bandwidth 
were considered.  Also, it was initially required that each transducer be used with a 3″ water 
path.  The Gaussian-Hermite beam model [10] was employed for beam profile predictions and a 
minimization process was used to determine the maximum beam diameter that would occur 
within the zone.  If the maximum beam diameter happened to be larger than 0.045″, then the 
zone size was reduced by 1/16″ and a minimization procedure was repeated again.  The zone size 
reduction was repeated until the maximum beam diameter for each zone was smaller than 
0.045″. 
 
Table 2 
fr
maximum required inspection depth in the GE and P&W forgings selected for this program.  
Table 2 shows that the probes have an approximate F-number (probe focal length divided by the 
probe diameter) of F6.  The HW forging was identified shortly after this design of a six-zone 
inspection, and it was then determined that the inspection depth had to reach 3.2″.  This 
requirement simply called for more zones while maintaining an F6 focus, i.e., as the focal length 
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increased to reach further into the forging, the probe diameter had to increase accordingly.  To 
accomplish inspection through 4″ of material, nine zones were identified that would be required 
to maintain a beam diameter of 0.045″ or less. 
 

Table 2.  Probe Parameters Required for Six Zones to Achieve #1/2 Sensitivity to a 2.6″ Depth 

7/16″ Zone Size Design 

Zone 
From 
(in.) 

To 
(in.) 

Probe 
Diameter Diame

Probe Probe 
Radius of 
Curvature 

Maximum 
Beam Diameter 
W e 

F-Number (in.) 

Probe 
ter

Radius of 
Curvature 

(cm) (in.) (cm) 
ithin the Zon

(in.) 
1 0.  6.32 0.0000 4375 0.60 1.52 3.79 9.63 0.050 
2 0  0    .4375 .8750 0.92 2.34 5.77 14.66 0.045 6.27 
3 0.8750 1.3125 1.27 3.23 7.56 19.20 0.044 5.95 
4 1.3125 1.7500 1.58 4.01 9.39 23.85 0.044 5.94 
5 1.7500 2.1875 1.88 4.78 11.22 28.50 0.044 5.97 
6 2.1875 2.6250 2.19 5.56 13.05 33.15 0.044 5.96 

 
In the next section, a description is given on how to ons to the use of fixed-

cus transducers and how to acquire the necessary transducers. 

Y

 adapt the zone definiti
fo
 
3.  FIXED-FOCUS APPROACH TO ACHIEVING SENSITIVIT . 

hat shape, the next step was 
to acquire transducers to produce these ultrasonic beams.  The first attempts concentrated on 

CER DESCRIPTIONS FOR NINE ZONES

Having defined the beam shape and the zones required to maintain t

using fixed-focus, single-element transducers for all the flat entry surfaces.  At the initiation of 
the program, it was expected that fixed-focus transducers would be capable of flat entry 
inspections and that phased array transducers may be needed for curved entry surfaces.  The next 
sections describe attempts at acquiring the fixed-focus transducers and a description of the 
phased array approach follows. 
 
3.1  FIXED-FOCUS TRANSDU . 

tivity through a 4″ 
depth of Ti-6-4.  A fixed-focus approach would then require nine transducers with specific 

at can accomplish the nine zones are described in table 4.  By assuming these probe 
arameters and the water paths described in table 3, one can calculate the beam profile through 

As described above, nine zones are required with F6 focusing to achieve sensi

diameters and focal lengths.  It was determined, however, that by dropping the restriction of 
using a 3″ water path for each zone inspection, that a given transducer could be used for more 
than one zone.  It would still require that each zone be scanned separately, but there would not be 
a need to produce nine unique probes.  As shown in table 3, three transducers could be made to 
cover all nine zones by changing the water path that effectively shifts the focus position within 
the forging. 
 
The probes th
p
the depth of each zone.  The profiles in figure 24 show signal amplitude with depth.  It is 
apparent that the F6 focus causes the highest amplitude to be at the center of each zone with 
significantly less amplitude at the beginning and end.  A DAC is required to maintain sensitivity 
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for all parts of the zone.  The effects of applying a DAC when demonstrating sensitivity are 
described in section 5.3. 
 

Table 3.  Water Paths Required to Cover all Nine Zones With Three Transducers 

7/16″ Zone Size, Three-Transducer Inspection, 4″ Coverage 

Zone 
From
(in.) (in.) No. 

Water Water Maximum Beam 
hin the Zone To Transducer Path Path Diameter Wit

(in.) (cm) (in.) 
1 0.0000 0.   4375 1 4.8 12.19 0.046 
2 0  0.8750 0.045 .4375 1 3.0 7.62 
3 0.8750 1.3125 1 1.2 3.05 0.045 
4 1.3125 1.7500 2 4.8 12.19 0.045 
5 1.7500 2.1875 2 3.0 7.62 0.044 
6 2.1875 2.6250 2 1.2 3.05 0.044 
7 2.6250 3.0625 3 4.8 12.19 0.045 
8 3.0625 3.5000 3 3.0 7.62 0.044 
9 3.5000 3.9375 3 1.2 3.05 0.044 

 
bl ters fo hree T

Inspection of Ti-6-4 

Transducer 
No. 

Probe 
Diameter Diameter 

e Radius 
of Curvature  

Probe Radius 
of Curvature  

Ta e 4.  Probe Parame r T ransducers That can be Used for Nine-Zone  

Probe Prob

(in.) (cm) (in.) (cm) 
1 0.92 2.34 5.77 14.66 
2 1.88 4.78 11.22 28.50 
3 2.80 7.11 16.70 42.42 

 
 

 Figure 24.  Modeled Amplitude Profiles for the Nine Zones Designed to
Accomplish #1/2 FBH Sensitivity 
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The final transducer design incorporated a couple of simplifying steps, namely, the diameters of 
the probes were rounded to 1″, 2″, and 3″ and the zone depths were changed from 7/16″ to 0.45″.  
Table 5 shows the final list of zones to be covered with three transducers. 
 

Table 5.  Final Determination of Zones to be Used for the Fixed-Focus Inspection to be 
Accomplished With Three Transducers 

Zone Start End Middle Transducer 
1 0.075 0.45 0.20 
2 0.45 0.90 0.70 
3 0.90 1.35 1.15 

F6-1 

4 1.35 1.80 1.60 
5 1.80 2.25 2.05 
6 2.25 2.70 2.50 

F6-2 

7 2.70 3.15 2.95 
8 3.15 3.60 3.40 
9 3.60 4.05 3.85 

F6-3 

 
3.2  FIXED-FOCUS TRANSDUCER FABRICATION AND CHARACTERIZATION. 

A test bed was established at the GE Quality Technical Center (QTC) to carryout the evaluation 
of #1/2 FBH sensitivity using fixed focus transducers.  The first test bed activities used an 
existing 1″ diameter transducer that was owned by an OEM to perform initial evaluations of F6 
focusing on the high-noise blocks.  The required beam diameter (less than 0.045″) and pulse 
volume (less than 62,500 mil3) was achieved with this transducer.  The next task was to 
demonstrate the sensitivity goals by purchasing the three transducers described in the previous 
section and evaluating them on the OEM forging specimens.  This would also establish a viable 
commercial supplier of these transducers.  A schematic of the transducers and zones is shown in 
figure 25. 
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Figure 25.  Inspection Coverage Accomplished by Three Transducers, Each Operated at Three 
Different Water Paths 
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With the transducer characteristics established, requisitions were sent to several commercial 
transducer suppliers, both domestic and international.  Responses to the request indicated that the 
2″ and 3″ diameter transducers at that frequency were not standard production transducers and 
that fabrication of the units would be on a best effort basis.  Some responses addressed high 
development costs and uncertain delivery dates.  Ultimately, purchase orders were placed with 
two transducer manufacturers.  The specifications for all transducers were that the central 
frequency be 10 MHz ±0.5 MHz with a 60% or greater bandwidth and focal lengths within 
±0.5″.  Both piezo-composite and polyvinylidene difluoride (PVDF) transducer designs were 
ordered. 
 
After several months of effort, one manufacturer indicated it would be unable to fabricate the 
transducers, so the order was cancelled.  The cancellation of that order included an additional 1″ 
diameter transducers to replace the 1″ diameter OEM-owned transducer that was being used in 
the program.  The intent had been to purchase a full set of three transducers that could be used in 
test bed and factory evaluations.  The other manufacturer delivered both 2″ and 3″ diameter 
transducers in a composite design.  Figure 26 shows a set of three transducers that includes the 
1″ OEM-owned transducer. 
 

Figure 26.  Three F6 Transducers 
 

ubsequent characterization of the delivered composite transducers revealed that the frequency 

s stated above, the 1″ transducer that was used for initial tests of F6 focusing met requirements 

shown in figure 28 using the 1″ diameter transducer. 

3 inch diameter
18 inch  spherical focus
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12 inch  spherical focus
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6 inch  spherical focus

3 inch diameter
18 inch  spherical focus

2 inch diameter
12 inch  spherical focus

1 inch diameter
6 inch  spherical focus

 1″ diameter 2″ diameter 3″ diameter 
 6″ spherical focus 12″ spherical focus 18″ spherical focus 

S
specification fell short of the desired 10-MHz frequency and that it would adversely affect the 
pulse volume requirement.  Both manufacturers indicated that the large diameter monolithic 
elements at 10 MHz are difficult to manufacture due to the very thin elements and because 
additional transducer development would be required to successfully produce such transducer 
characteristics.  Because extensive transducer development effort was out of the scope of the 
program and because part of the goal of this task was to identify a commercial source for these 
transducers, pursuit of the monolithic element transducers was stopped. 
 
A
for frequency, focus, and bandwidth.  This transducer would be appropriate for inspection of the 
first three zones with possible limitations on near-surface resolution.  Figure 27 shows the 
spectrum for this transducer, and figure 28 illustrates the characterization method used to 
evaluate the transducers.  Namely, the spectrum is determined by applying a Fast Fourier 
Transform (FFT) algorithm to a waveform obtained for a back-wall reflection, and the beam 
diameter is determined from scans of an FBH.  The scans of the high-noise coupons are also 

27 



Following delivery of the 2″ and 3″ diameter transducers, their performance was measured 
against the design criteria.  The focal length, frequency, and bandwidth were documented, 

Volume Requirement 
 

including a practical evaluation of the # 1/2 FBH forging blocks.  Some of the evaluation took 
place at the GE-QTC facility and additional work was conducted at the ISU laboratories. 
 
 
 
 
 
 

Central Freq.  9.57 MHz
Peak Freq.    10.1 MHz
Band Width   65%

Central Freq.  9.57 MHz
Peak Freq.    10.1 MHz
Band Width   65%

 
 
 
 
 
 
 
 
 
 

Figure 27.  Characteristics of 1″ Diameter 10-MHz F6 Transducer Used to Establish the Pulse 
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Figure 28.  Characterization of a 1″ Diameter Transducer 

For the 2″ and 3″ tr s determined from 
 maximum echo response from a front surface reflector in water.  The frequency and bandwidth 

 
ansducers, the focal lengths measured well within ±0.5″, a

a
values for the 2″ transducer were measured using the back-wall reflections from powder 
calibration blocks at water paths similar to the expected production operation.  This procedure 
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reduced the loss of higher-frequency components in the sound beam that would be attenuated by 
long water paths.  The screen presentations in figure 29 for the 2″ diameter transducer indicate 
the effects of changing water path in combination with increasing metal travel on the frequency 
and spectrum components. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 29.  Evaluation of a 2″ Diameter Transducer 
 
Analysis of spectrum d requency fell short of 

e purchase specifications by at least 2 MHz and the bandwidth was somewhat less than the 
ata for the 2″ and 3″ transducers indicated that the f

th
60%.  Additional evaluations were performed on the set of forging blocks containing # 1/2 FBHs 
at depths corresponding to the different zones.  These blocks of Ti-6-4 were machined from a 
HW forging disk and represent the structure and attenuation more so than the low-noise powder 
Ti-6-4 blocks.  These also contain actual # 1/2 FBHs.  Some difficulties in using these specimens 
is that they do not represent the highest noise expected in the forging and the area surrounding 
the hole does not permit adequate noise assessment.  Because of machining limitations, the #1/2 
FBHs can only be drilled 0.1″ deep, and a shortened gate must be used.  Figure 30 shows the Ti-
6-4 forging blocks that HW machined from one of their forgings. 
 

 
 

Figure 30.  Honeywell # 1/2 FBH Ti-6-4 Forging Blocks
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block.  The C-scans do not contain a full gate, and there is no DAC applied.  These images do, 
however, show the response of the targets relative to the surrounding material. 
 

#1/2 FBH ID 1 2 3 4 5 6 7 8 9 10
FBH depth 
(inches in Ti64) 0.4375 0.8750 1.3125 1.7500 2.1875 2.6250 3.0625 3.5000 3.7185 3.9375
block thickness 
(inches) 0.517 0.953 1.389 1.828 2.268 2.726 3.143 3.578 3.798 4.014
Block 4

FW BW

target

1.75” deep FBH

Freq. 8.3 MHZ
BW 47%

Block 5

FW BW

target

2.187” deep FBH

Freq. 8.0 MHZ
BW 51%

#1/2 FBH ID 1 2 3 4 5 6 7 8 9 10
FBH depth 
(inches in Ti64) 0.4375 0.8750 1.3125 1.7500 2.1875 2.6250 3.0625 3.5000 3.7185 3.9375
block thickness 
(inches) 0.517 0.953 1.389 1.828 2.268 2.726 3.143 3.578 3.798 4.014
Block 4

FW BW

target

1.75” deep FBH

Freq. 8.3 MHZ
BW 47%

Block 4

FW BW

target

1.75” deep FBH

Freq. 8.3 MHZ
BW 47%

Block 5

FW BW

target

2.187” deep FBH

Freq. 8.0 MHZ
BW 51%

Block 5

FW BW

target

2.187” deep FBH

Freq. 8.0 MHZ
BW 51%

 
 
Figure 31.  Table of # 1/2 FBH Depths in HW Ti-6-4 Forging Blocks and C-Scans of Blocks at 

Two Depths Without DAC 
 
Finally a C-scan was made with the 2″ diameter transducer on the OEM high-noise coupons.  
The transducer was operated at approximately a 7″ water path and focused on the 1″ deep #1 
FBHs.  Calibration was on the P&W block at 80% plus 12 dB to simulate # 1/2 FBH sensitivity.  
The C-scans were made without a DAC.  Figure 32 shows the results with the peak noise from 
the HW specimen at 64% or about 1.9 dB from 80% calibration sensitivity.  The application of a 
DAC would have increased this noise.  This was another indication that the 2″ transducer would 
not meet the target sensitivity of peak noise being 3 dB below calibration level. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 32.  Original Equipment Manufacturer High-Noise Coupons Scanned With 2″ Diameter 

F6 Transducer Without DAC 

PW8 HW5 GE6

Reference #1 FBH

max noise 64%
-1.9 dB from 80%

Calibration +12 dB

PW8 HW5 GE6

Reference #1 FBH

max noise 64%
-1.9 dB from 80%

Calibration +12 dB
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The 2″ and 3″ transducers and the forging blocks were sent to ISU for additional evaluations.  
This time, the DAC was applied across the inspection zone, and a full zone inspection gate was 
used to evaluate the sensitivity relative to the surrounding material noise.  This was 
accomplished by scanning the three holes in the zone one at a time to create the DAC, then 
scanning a thick block independently using a full gate.  The FBH images were then cut and 
pasted on the full gate C-scan to demonstrate how the structure noise compared to the calibration 
amplitude.  Figures 33 and 34 show composite C-scans using the above procedure.  For the 2″ 
diameter transducer, this procedure was performed for zone 5 and for the 3″ diameter transducer, 
zone 7.  
 

Noise without DAC Noise with DAC Composite C-scan

1.8” 2.05” 2.25”

1.8” FBH 2.05” FBH 2.25” FBH

Noise without DAC Noise with DAC Composite C-scan

1.8” 2.05” 2.25”

1.8” FBH 2.05” FBH 2.25” FBH 
 
 
 
 
 
 
 
 
 
 

Figure 33.  Individual FBHs for Zone 5 Using a 2″ Diameter F6 Transducer to Establish DAC 
Followed by a Composite C-Scan With DAC on the P&W Forging Blocks 

 
 

Noise without DAC Noise with DAC Composite C-scan

2.625” 3.0625”

2.625” FBH 3.0625” FBH

Noise without DAC Noise with DAC Composite C-scan

2.625” 3.0625”

2.625” FBH 3.0625” FBH 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 34.  Individual FBHs for Zone 7 Using a 3″ Diameter F6 Transducer to Establish DAC 
Followed by a Composite C-Scan With DAC on the P&W Forging Blocks 
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To calculate the pulse volume, the 6-dB beam diameters were measured from the C-scans and 
used with the theoretical pulse widths from the frequency measurements to calculate the pulse 
volume.  Table 6 gives the results of these calculations and how they compare to the target pulse 
volume of 62,500 mils3. 
 

Table 6.  Summary of Pulse Volume Values for the Fixed-Focus 1″, 2″, and 3″ 
Diameter Transducers 

Transducer 
x 

(mil) 
y 

(mil) 
Mean  
(mil) 

Area  
(mil2) 

Pulse Volume 
(mil3) 

1-inch transducer 
Near hole 
Mid hole 
Far hole 

 
48.0 
39.0 
48.0 

 
48.0 
39.0 
48.0 

 
48.0 
39.0 
48.0 

 
1809 
1195 
1809 

 
66,900 
44,200 
66,900 

2-inch transducer 
Near hole 
Mid hole 
Far hole 

 
43.4 
30.8 
47.8 

 
41.6 
33.9 
58.6 

 
42.5 
32.5 
53.2 

 
5701 
822 

2223 

 
262,000 
38,000 

102,000 
3-inch transducer 
Near hole 
Far hole 

 
43.2 
69.5 

 
43.2 
40.1 

 
43.2 
54.8 

 
1465 
2358 

 
89,000 

144,000 
 
The composite images shown in figures 33 and 34 would indicate that there is very low 
surrounding noise and that the 3 dB signal-to-noise criteria would be met.  It is important to keep 
in mind, however, that the forging blocks do not represent the highest noise material identified 
by the original high noise coupons. 
 
The conclusion from these transducer evaluations is indicated that the large diameter monolithic 
transducers at the 10-MHz frequency are currently beyond the present manufacturing capability 
of the industry and that significant transducer development is needed to achieve the # 1/2 FBH 
sensitivity goal to a depth of 4″. 
 
4.  PHASED ARRAY APPROACH TO ACHIEVING SENSITIVITY. 

4.1  DESIGN OF THE PHASED ARRAY TRANSDUCER. 

The fundamental requirement of the phased array transducer is that it be capable of maintaining 
at least an F6 focus to a depth of 3.25″ in Ti.  Constraints on the design are imposed by the 
capabilities of the R/D Tech’s Tomoscan FOCUS ultrasonic instrument, which is used to operate 
the phased array transducer. 
 
The F6 focusing requirement states that the transducer must be capable of simulating a spherical-
radiating element with a variable radius of curvature and aperture diameter, so as to focus 
anywhere between a specified minimum and maximum focal depth, with a ratio of focal length 
to aperture diameter no greater than 6.  A water path of 3″ was chosen to allow a comfortable 
operating distance and isolation of reverberations between the front surface and the transducer.  
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A minimum focal distance of 0.05″ in Ti was assumed, corresponding to a distance of 3.2″ in 
water.  The maximum focal distance of 3.25″ corresponds to a distance of 16.5″ in water.  The 
aperture diameter must, therefore, vary from 0.533″ when focused at 3.2″, to 2.66″ when focused 
at 16.5″. 
 
The Tomoscan FOCUS, manufactured by R/D Tech of Quebec, Canada, was used to operate the 
phased array transducer is capable of generating 32 time delays on transmission and applying 32 
time delays on reception.  Each of these time delays can be applied up to four transmit and 
receive channels.  Therefore, a total of 128 transducer elements can be driven by the instrument, 
with elements arranged in groups of four, with each group given a specified time delay on 
reception and transmission.  This interconnection shown in figure 35 requires that the design not 
use more than 128 elements and that the elements be arranged so that the same time delay can be 
applied to multiple elements as needed. 
 

P u lse r 1

 
Figure 35.  Interconnection (a) Transmit and (b) Receive Configuration of Tomoscan FOCUS 
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It was emphasized by the instrument manufacturer that the transducer elements should all be of 
comparable size to ensure uniform transmit and receive sensitivity.  To illustrate, an element 
having a four times greater area might vibrate with one-fourth less amplitude for a given driving 
current.  For optimum performance, a constraint was placed on the design that all elements 
should have equal area.  Note that since the time the design was performed, differing opinions 
have been expressed by instrument manufacturers as to the need for this requirement.  If this 
requirement could be relaxed, the design could be implemented with far fewer elements.   

Phased array beam formation works by approximating a desired radiating aperture through a 
patchwork of discrete elements.  To illustrate, assume that what was wanted was a uniform 
amplitude wavefield emerging from a flat circular aperture that focuses to a depth F on the 
symmetry axis of the aperture.  The phase front of this wavefield has a spherical geometry.  The 
phase θ of this wavefield varies continuously over the aperture according to the formula 

 )( 22 rFFc −−= ωθ  

where ω is the circular frequency, c is the wave velocity, and r is the distance from the center of 
the circular aperture.  A plot of this phase variation is shown in figure 36 for an F6 aperture 
focusing at 10″ in water.  A phased array system will approximate this phase variation with an 
array of elements having constant phase.  Clearly, using more elements to approximate the 
desired phase variation yields a better approximation of the desired focused beam.  The number 
of elements required to approximate the desired radiating aperture hinges on what constitutes an 
acceptable error in the resulting focused beam.  A widely accepted criterion for a negligible 
approximation error in beam formation is that the total phase variation over each element not 
exceed π/4 or, equivalently, 1/8 of the UT wavelength.  For practical purposes, it was found that 
this is an unnecessarily conservative criterion and that acceptable beam formation can be 
achieved by allowing phase variations over each element of π/3 or, equivalently, 1/6 of the UT 
wavelength.  On-axis beam profiles are compared in figure 37 for phased array transducers 
constructed as annular arrays on a flat circular aperture when generating an F6 spherical focus at 
10″ in water.  The results are shown for designs using λ/8 (requiring 48 annular elements), λ/6 
(requiring 36 annular elements), and λ/3 (requiring 18 annular elements) phase error criteria, 
where λ is the UT wavelength.  Based on the errors seen in the results, such as shown in figure 
37, the λ/6 phase error criterion was adopted for the design reported here. 
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Figure 36.  Phase Variation for Spherically Focused Circular Aperture Compared With Six Ring 
Annular Phased Array Approximation 
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It is noted that in the results shown in figure 37, if the transducer surface was prescribed to be a 
spherical section with a 10″ radius of curvature rather than flat, only one array element would be 
needed to form the desired focused beam.  This seemingly trivial observation illustrates the point 
that the number of elements required in beam formation can be reduced by making the geometry 
of the transducer surface as close as possible to the geometry of the wave front to be generated 
by the array.  This idea, in turn, suggests specifying the curvature of the transducer surface to be 
some intermediate value within the range of wave front curvatures over which the transducer is 
to operate. 
 

 
Figure 37.  Comparison of Axis Beam Profiles for F6 Focus in Water Using Phased Array 

Designed Using L/8, L/6, and L/3 Total Phase Variation Over Each Element 
 
The determination of the UT focusing requirements reported earlier considered only specimens 
having a flat entry surface.  In making this determination, it was assumed that the transducer was 
a circular aperture spherical radiator.  The values of the aperture diameter and element curvature 
were then determined, which provided an acceptable focal zone geometry, i.e., beam width and 
focal depth.  The distortion of the wave front geometry due to refraction at the planar surface was 
implicitly included in this determination.  The goal in designing the phased array transducer is, 
therefore, to obtain a transducer capable of behaving as a circular aperture spherical radiator with 
variable aperture diameter and focal length.  When inspecting through conical forging entry 
surfaces, however, the effects of refraction will differ substantially from those of the flat surface 
entry.  It is theoretically possible to compensate for the effects of surface curvature by adjusting 
the phasing of a phased array transducer.  However, the number of elements required in a 
transducer capable of performing this compensation would far exceed the 128-element limit of 
the R/D Tech controlling instrument.  It was a substantial challenge designing a transducer 
capable of maintaining an F6 focus to 3.25″ when entering through a flat surface using less than 
128 elements.  It is impossible to design a transducer to provide this focusing capability with the 
additional capability of compensating for the range of surface curvatures found in the OEM 
forgings used in this study with less than 128-elements.  The alternative method for surface 
curvature compensation used in this study is to use a mirror having a surface curvature that 
negates the wave front distortion caused by refraction at the curved entry surface.  The design 
and implementation of the mirror surface curvature compensation is discussed in section 5.6. 
 
An array of elements having an annular ring geometry was selected due to the radial symmetry 
of the wave field generated by a circular aperture spherical radiator.  An annular array is shown 
in figure 38.  As mentioned above, two factors constrain the width of the annular rings:  a 
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requirement of equal element area and a requirement that the phase variation over the element 
not exceed π/3.  Note that the phase variation constraint is equivalent to requiring that the 
distance from all points of desired focus to all points on the element not exceed λ/6, as shown in 
figure 38. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 38.  Total Phase Variation (a) Annular Array Geometry and (b) Difference in Path  
Length to Inner and Outer Annular Element Radii 
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The initial attempt at phased array design sought to use a spherical transducer surface onto which 
the array elements would be arranged.  It was found that there was no spherical radius that would 
allow the prescription of an array transducer capable of the specified focusing performance using 
128 elements or less.  To overcome this problem, the outer rings of the array are only used at the 
deeper focusing depths.  Using the idea that the element curvature should be an intermediate 
value of the wave front curvatures over the range of element operation, it was evident that fewer 
elements would be needed if the outer region of the aperture had a different curvature than the 
inner region.  To illustrate, the center element of the transducer is to be used over the entire range 
of 3.2″ to 16.5″ when focusing in water.  A curvature somewhere in this range would yield the 
largest element possible to cover the entire range with less than a λ/6 phase error.  The actual 
optimum value will be less than the median of the range—somewhere around 6″.  However, an 
element toward the outer radius of the transducer may only have to operate from 12″ to 16.5″, 
since focusing at shallower depths requires a smaller diameter aperture.  The optimum curvature 
for this range of operation may be closer to 13″.  This observation was exploited by reducing the 
number of elements needed to achieve the desired performance.  An attempt was made to use a 
bispherical surface, consisting of an inner spherical surface surrounded by a concentric ring 
having a larger spherical curvature than the center surface.  Optimization efforts determined that 
it was still not possible to meet the design criteria using 128 elements or fewer.  A compound 
spherical surface was adopted, consisting of three concentric spherical sections.  Using this 
configuration, it was possible to meet the design constraints. 
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The compound spherical surface used for the transducer design is specified by six parameters:  
the diameters and radii of curvature of the inner, middle, and outer spherical sections.  The 
procedure used to determine these parameters, and subsequently the geometry of the array 
layout, is based on the considerations depicted in figure 39.  When laying out the elements, 
parameters were sought that resulted in a π/3 phase error on the innermost element on each 
spherical section when focusing at the minimum range of operation, while at the same time, 
resulting in a π/3 phase error on the outermost element of each spherical section when focusing 
at the maximum range of operation.  It happens that the area of the array elements is determined 
by the center element of the array.  The area of the center element is determined by the π/6 phase 
error condition when focusing at the minimum focal depth.  Concentric rings of equal area are 
then prescribed on the inner spherical section.  Because of the above design procedure, phase 
variation over the rings will be less than π/3, out to the outermost ring on that spherical section, 
for which the phase error is π/3 by specification. 
 

Figure 39.  Phase Error Conditions Used to Determine Compound Spherical Transducer  

 
qual area rings are likewise prescribed on the middle and outer sections of the array.  As with 

center element: 60 degree error focused to minimum use 
last ring section A: 60 degree error focused to maximum 

last ring section B: 60 degree error focused to maximum  

first ring section C: 60 degree error focused to  
minimum use 

last ring section B: 60 degree error  

(d)
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Surface Dimensions 

E
the inner spherical section, rings are prescribed on the middle spherical section having an area 
equal to that of the center element.  Note that the width of the rings becomes smaller as the radial 
position of the ring increases due to the need to maintain a constant element area.  Generally 
speaking, the ring width is less than that required to meet the phase error constraint, i.e., it is the 
need to maintain a constant element area that is determining the ring widths, not the phase error.  
At a sufficiently large radial position, it is noted that the ring width required to meet the phase 
error constraint is over twice that of the ring width needed to maintain a constant element area.  
At this point, it is possible to combine the two rings into one segmented ring having two 
circumferential segments.  Each segment has an area equal to that of the center element.  It is 
necessary to perform this segmentation, otherwise the ring width would become too small to 
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reliably manufacture.  The narrowest ring that can be reliably manufactured is about 0.2 mm.  By 
segmenting the annular rings, it is possible to maintain ring widths above this limit.  Yet, at a 
larger radial position, it is noted that the ring width required to meet the phase error constraint is 
over four times that of the ring width needed to maintain a constant element area.  At this point, 
it is possible to combine four annular rings into one segmented ring having four circumferential 
segments.  As before, each segment has an area equal to that of the center element.  In the design 
implemented here, it was found that the rings at the outermost radial position of the middle 
spherical section could be segmented into four circumferential segments.  The width of this 
segmented annular ring is four times the width of a full annular ring having an area equal to the 
center element.  The radius of curvature of the middle spherical section was determined so that 
the phase variation over the innermost ring on that section will be π/3 when focusing to the 
minimum depth for which that ring will be used when obtaining an F6 focus, and the phase 
variation over the outermost four-segment ring will be π/3 when focusing at the maximum depth 
of focus. 
 
Element layout of the outer spherical section follows the procedure described for the middle 

he aperture radii of the spherical sections were determined to minimize the phase variation of 

he procedure to meet the various constraints of the design was highly iterative and numerous 

ollowing numerous iterations, the design was finalized using the specifications presented in 

section.  Starting at the innermost radius, segmented rings having four circumferential segments 
are laid out with increasing radial position.  At sufficiently large radii, it is found that the rings 
can be segmented into eight, then 12 circumferential segments.  As before, the radius of 
curvature of the outer spherical section was determined so that the phase variation over the 
innermost ring on that section would be π/3 when focusing to the minimum depth for which that 
ring will be used when obtaining an F6 focus, and the phase variation over the outermost 12-
segment ring will be π/3 when focusing at the maximum depth of focus. 
 
T
the entire operating surface, thereby maximizing the amount of circumferential segmentation 
available. 
 
T
compromises were implemented to address various practical concerns.  For example, the R/D 
Tech Tomoscan FOCUS used to operate the array can manipulate 32 annular rings at one time, 
provided there are no more than four segments in each ring.  Embodied in this fact is the ability 
to acquire a focused response in one instrument firing.  It was determined that, although a probe 
could be designed to implement the performance specifications using 128 elements or less, it was 
not possible to implement the design using 32 or less rings having four or less segments.  This 
means that beyond some depth of focus, the instrument has to fire three times to form one 
focused response, with waveforms from each firing retained and combined in postprocessing.  It 
was, therefore, desirable to design the transducer to focus as deeply as possible using the inner 
32 rings, with a segmentation of four or less.  As a result, the design was adjusted to 
accommodate this feature. 
 
F
table 7.  The aperture radii of the inner, middle, and outer spherical sections were decided to be 
0.934″, 1.82″, and 2.76″, respectively.  The spherical radii of the inner, middle, and outer 
spherical sections were decided to be 5.39″, 11.17″, and 16.48″, respectively.  Annular rings 1 
through 12 lie on the inner spherical section, and annular rings 13 through 26 lie on the middle 
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spherical section, and annular rings 27 through 36 lie on the outer spherical section.  Rings 1 
through 16 consist of one segment, i.e., full annular rings without segmentation; rings 17 through 
21 are divided into two segments; rings 22 through 32 are divided into four segments; rings 33 
and 34 are divided into eight segments; and rings 35 and 36 are divided into 12 segments.  The 
layout of the element geometry is shown in figure 40. 
 

Table 7.  Dimensions and Focal Lengths of Segmented Annular Array 
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Figure 40.  Element Geometry of Segmented Annular Array 
 
The array will focus to 2.5″ in Ti (13.44″ in water) using the inner 32 elements of the transducer.  
Therefore, when used with the Tomoscan FOCUS unit, the transducer can perform single-shot 
data acquisitions to a depth of 2.5″ in Ti.  To obtain an F6 focus beyond this depth, the 
transducer has to be fired multiple times, waveforms recorded, and data combined in 
postprocessing.  It was mentioned that as new phased array instrumentation comes onto the 
market, the number of available delay generators will likely be greater than 32, thus eliminating 
the need for the multiple firing data acquisition at depths beyond 2.5″.  Hence, the compromise 
that was realized in this design was to develop a capability to inspect to 2.5″ at data acquisition 
rates compatible with production inspections and a capability to inspect from 2.5″ to 3.25″ in a 
research demonstration mode.  Future procurement of phased array instrumentation having an 
expanded number of delay channels will enable the entire inspection to 3.25″ to be performed at 
production rates.  It was mentioned that the dominant constraint on the design of the transducer 
is the requirement that all elements have equal area.  If this was not deemed necessary, it is 
conceivable that new designs could be obtained that would enable the full inspection to 3.25″ in 
a single-shot production mode using the existing phased array instrumentation. 
 
Segmentation of the annular rings was introduced into the design to maintain a ring width larger 
than the minimum manufacturability limit.  Additionally, segmentation has the potential to 
improve performance when inspecting through conical entry surfaces using curved mirrors.  
Section 5.6 discusses how the surface-curvature compensating mirrors provide optimum 
correction at a targeted design depth and that performance drops off as depth of focus moves 
away from this design depth.  The errors in curvature correction at neighboring depths occur due 
to small phase errors in the circumferential direction about the annular rings, which are most 
pronounced at the outermost annular rings.  Because the outermost rings are segmented, it might 
be possible to correct for these focusing errors by applying circumferentially varying phase 
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delays to the segments of the annular ring.  It is conceivable that such corrections could 
substantially extend the range of focal depth when using a particular mirror on a conical entry 
surface.  This feature will be explored in future work.  It is noted that such a correction would 
require a substantially greater number of delay generators than the 32 currently available for a 
one-shot acquisition.  This feature would find applicability on future instruments having an 
appropriately extended capability. 
 
In looking to potential future use of the annular segmentation to correct for mirror aberrations, a 
special treatment was given to those annular rings that are divided into two segments, i.e., rings 
17 through 21.  The phase errors, due to mirror aberration, will vary as cos(2θ) in the 
circumferential direction.  It is noted that having only two segments provides no utility in 
applying a phase delay correction for such a phase error.  To address this issue, rings 17 through 
21 were physically divided into four equal area segments, with each segment having half the area 
of the center element, then opposing segments in each ring were physically wired together, as 
depicted in figure 41.  In this way, the total area being driven by the pulser-receiver is equal to 
that of the center element, thus providing the desired uniform piezoelectric sensitivity.  Using 
this wiring scheme, it is possible to apply different delay times to the horizontally opposed 
elements compared to the vertically opposed elements.  This feature enables a capability to 
correct for mirror focusing aberrations. 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 41.  Annular Rings Having Two Segments That Were Physically Divided Into Four 

Elements, With Opposing Elements Physically Wired Together 
 
An important feature of the inspection that was not addressed in the phased array design is near-
surface resolution.  Good near-surface resolution is obtained by engineering the transient 
response of the transducer element to make the response to reflection from the front surface of 
the forging as compact in time as possible.  A scan requiring good near-surface resolution 
generally employs a specially manufactured transducer for this purpose.  An established practice 
in combining good near-surface resolution with phased array variable depth focusing is to install 
a near-surface resolution transducer into a phased array transducer housing.  It was decided early 
on in the program that an approach along this line would be adopted at the time of production 
implementation and that research efforts would be directed entirely at the engineering of a 
phased array to obtain an F6 focus at depth.  Consequently, near-surface results presented in this 
report are generally presented with the caveat that near-surface data will largely be collected by 
another means in actual production. 
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4.2  CHARACTERIZATION OF THE PHASED ARRAY TRANSDUCER. 

Using the specifications given in table 7, a request for quotation was sent to multiple transducer 
manufacturers.  After considering the responses, an order was placed with Imasonic of Besancon, 
France, to fabricate the design.  The transducer is shown in figure 42.  Upon receipt, a 
performance test was conducted to determine if the transducer would focus as intended.  A 
simple verification of functioning was carried out in which each element was fired sequentially 
in pulse-echo mode with the transducer reflecting from a flat surface.  It was noted that all 
elements were operating and that response amplitudes were acceptably uniform.  Furthermore, 
when angulated to align the arrival time from circumferential segments on the outer annular 
rings, it was seen that differences in arrival times between segments on the same ring were an 
insignificant fraction of a wavelength.  This observation indicated that the transducer was 
fabricated with very high mechanical precision, yielding an axial symmetry within a fraction of 
an UT wavelength.  It was determined that the focused beams formed by the array were well 
focused, as intended. 
 

 
 

Figure 42.  Segmented Annular Array 
 
The performance specification required that the transducer be capable of focusing with an F6 or 
better to a depth of 3.25″ in titanium.  A 10-MHz F6 focused spherical radiator produces a 
focused beam having a 36-mil diameter at its focal plane.  A simple and sufficient verification 
that the transducer is focusing properly is simply to apply time delays to the array elements 
needed to focus to a particular depth and then measure the beam diameter at that depth to 
determine if it is 36-mils or smaller.  The time delays were computed from the specified 
dimensions of the array transducer.  If the transducer focuses with a 36-mil beam diameter or 
smaller, then it is adequate to perform the inspection at that depth and no further verification is 
needed.  In the results that follow, it is seen that the transducer met or exceeded this specification 
at all depths.  Had the transducer failed to focus acceptably, a further examination of probe 
characteristics would have been required to determine the source of the malfunction.   
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To verify focusing, C-scans were made in flat-entry surface calibration blocks containing #1/2 
FBHs.  The zoned inspection has zones centered at depths of 0.20″, 0.70″, 1.15, 1.60″, 2.05″, 
2.50″, and 2.95″.  Calibration specimens were available for zones up to 2.5″.  Although test 
blocks having FBHs at depths beyond 2.5″ were available, these blocks had 2″ wide entry 
surfaces.  It is noted that to focus at a depth of 2.95″, an entry surface of 2.04″ is required just to 
accommodate the beam footprint, as predicted by ray geometry.  Additional width is required to 
accommodate scanning of the footprint over the specimen surface for C-scan formation.  For this 
reason, test results are presented for the first six zones covering transducer operation up to 2.5″ 
in Ti. 
 
Using the specified geometry of the transducer, array element time delays were computed to 
focus to the center of the first six zones, and C-scans were performed on the corresponding test 
specimens using a 5-mil scanning resolution.  The C-scan obtained from zone 4, having an FBH 
depth of 1.6″, is shown in figure 43.  Horizontal and vertical line profiles through the FBH 
indication are presented, indicating the width of the beam profile.  It is seen that the widths in the 
horizontal and vertical directions are 32 and 33 mils, respectively, which is less than the 36 mil 
requirement of the F6 focus.  Following the procedure depicted in figure 43, beam profiles were 
measured for all six zones and are reported in table 8.  It is seen that beam sizes of 36 mils or less 
were obtained in all cases, which indicates that the transducer is focusing acceptably well to 
implement the zoned inspection. 
 
 

Zone 4 mid FBH
Line profiles taken 
horizontally and 
vertically through 
indication

6dB width = 32 mil 6dB width = 33 mil

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 43.  C-Scan Line Profiles Used to Determine Beam Diameter at Focal Plane 
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Table 8.  Measured 6 dB Beam Diameters for Zones 1 Through 6 

 
Zone 

x  
(mil) 

y  
(mil) 

mean  
(mil) 

1 
2 
3 
4 
5 
6 

31.0 
32.0 
32.0 
32 
33.6 
35.6 

29.3 
30.4 
30.4 
33 
36.8 
37.2 

30.2 
31.2 
31.2 
32.5 
35.1 
36.4 

 
5.  IMPLEMENTATION ISSUES. 

Besides the issues described above concerning the design of the required beam shape for #1/2 
FBH sensitivity and the fabrication of transducers, efforts were made to address other 
implementation issues that were felt to be significant for achieving a four-fold increase in UT 
sensitivity.  These additional issues were fabrication of setup standards for the desired zones, 
addressing attenuation compensation, determination of surface finish requirements for #1/2 FBH 
sensitivity, and addressing curvature corrections for conical surfaces, rims, and bores. 
 
5.1  DESCRIPTION OF SETUP STANDARDS REQUIRED FOR DESIRED ZONES. 

Experience from all three OEMs regarding inspection of Ti-6-4 forging material confirmed that 
sonic noise and attenuation can vary widely from one disk to another and within an individual 
disk.  FBHs drilled into this type of material for setup purposes result in wide variation in 
responses from the same size FBHs.  To reduce this expected response variation, the ETC 
decided to make the setup standards from powder Ti-6-4 and not from material processed similar 
to the actual forgings.  This material would then have a uniform grain structure with 
corresponding uniform noise level and attenuation. 
 
The first heat of powder produced, although having a fine grain and low noise, had a number of 
low-level porosity indications that might interfere and compete with the FBHs that would be 
drilled into the material.  Working with the supplier, a second heat of material was ordered.  This 
time, the supplier increased the hot isostatic pressing (HIP) temperature from 1840º to 1940ºF, 
ensuring closure of the porosity.  The material delivered did eliminate the porosity indications; 
however, the grain structure grew considerably larger.  Sonically, this increased the noise level 
by about 10 dB over the initial trials.  The noise level was uniform, however, and estimates for 
using the material indicated there would be sufficient signal to noise for #1 FBHs.  After 
consulting with the other ETC members, it was agreed to continue with plans to make this 
material into set-up standards.  Figure 44 shows micrographs from the supplier that document the 
change in structure related to the different mesh size and HIPping temperature. 
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conditions which  
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Figure 44.  Microstructure of Powder Ti-6-4 at Various Mesh Sizes and HIPping Temperatures 

(Forging standards were machined from the 140 mesh 1940°F material.) 
 
During the setup standard design phase, the zoning scheme and transducer F-number had not 
been finalized.  The only limiting parameter known at that time was that the total thickness to be 
inspected would be 4″.  Not knowing the ultimate zoning scheme, a decision was made to design 
a set of blocks that had enough FBHs at all depths that, regardless of how the final inspection 
zones would be defined, there would be FBHs at the beginning, middle, and end of each zone.  
The plan called for making a set of standards that would contain a #1 FBH every 0.050″ 
(50 mils) deep starting at 0.060″ depth then 0.1″ and continuing to 4″.  This large number of 
FBHs at fine depth increments should accommodate any possible zoning scenario.  The blocks 
would also be designed to provide adequate surface area for a large aperture transducer and be 
light enough to be handled by one person. 
 
Ultimately, four blocks would be made.  Each block would contain 21 #1 FBHs except, for the 
smallest block, which would contain 20 holes.  Each block would also cover 1″ of inspection 
depth with an overlapping FBH existing between blocks.  The final designs are shown in figure 
45.  The broken circle at the end of each drawing is the approximate diameter of the sound beam 
from an F6 transducer focused at the deepest target in each block. 
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(a) Forging Calibration Standard #1, 0.06″-1.0″ 
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(b) Forging Calibration Standard #2, 1.0″-2.0″ 
 

Figure 45.  Forging Setup Standard Design 
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(c) Forging Calibration Standard #3, 2.0″-3.0″ 
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(d) Forging Calibration Standard #4, 3.0″-4.0″ 
 

Figure 45.  Forging Setup Standard Design (Continued) 
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The outline dimensions of the standards were wire electrical discharge machined with the sound 
entry surface ground on each block.  The finished blocks are shown in figure 46. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 46.  Finished Ti-6-4 Powder Forging Standards Without Support Blocks 
(Sound entry surface is face down.) 

 
After the blocks were machined, they were used to create the DAC and calibration curves for the 
forging study.  During this evaluation, the specimens known as the high-noise coupons, as 
described in the grain noise section of this report, were used.  A number of #1 FBHs were drilled 
into each of the specimens.  It was found early on in the evaluation that the responses from the 
holes in the noise coupons significantly differed from the calibration standards.  Barring any 
differences in the size of the FBHs, the attenuation between the standards and high-noise 
coupons was measured using back-wall echoes.  It was found that the attenuation of the 
standards was much higher than the coupons and that the powder calibration standards did not 
represent the characteristics of the forging disks.  Procedures for correcting the attenuation 
differences between the powder and high-noise coupons are described in section 5.3.  These 
procedures can still be applied to the OEM forgings; however, it was decided to have some 
additional forging standards machined.  These would be cut from actual forgings and would have 
# 1/2 FBHs drilled for verification of inspection sensitivity.  One set of blocks was fabricated by 
both P&W and HW after the zoning scheme was established, so the FBHs correspond closely to 
the beginning, middle, and end of each of the nine zones.  The undesirable high attenuation of 
the powder Ti is most likely a consequence of the larger grains produced due to the elevated 
HIPping temperatures. 
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5.2  DESCRIPTION OF #1/2 VERSUS #1 FBH AMPLITUDES AND DISAGREEMENT 
WITH AREA AMPLITUDE RELATIONSHIP. 

As part of producing setup standards, a study was performed to determine if #1 rather than #1/2 
FBHs could be used by applying the theoretical gain difference of 12 dB based on the area 
amplitude relationship.  There are advantages to using #1 FBHs since they can be drilled deeper 
and provide separation between the back-wall signal and the signal from the FBH.  This was 
intended to be a rather quick study that would involve having holes drilled by two different 
suppliers and then making several UT measurements of those holes to determine if the area 
amplitude relationship was maintained, i.e., if the expected 12 dB difference in amplitude was 
measured, which represents an area difference of a factor of four.  The results of the UT 
measurements, however, indicated that 10.5 dB was consistently observed rather than 12 dB.  An 
investigation was launched to validate the hole sizes, which is a challenging effort for FBHs.  
The cause of the discrepancy was determined by modeling the interaction of the beam produced 
by the specific transducers used and the FBHs.  It was shown that interaction between the surface 
wave that is generated on the FBHs and the incident compression wave can have a constructive 
interference that raises the amplitude of the #1/2 FBH. 
 
FBHs were placed in adjacent sides of a 2″ cube by two different suppliers, as shown in 
figure 47.  On one side, supplier A placed six #1(0.0156″ diameter) and three #1/2 (0.0078″ 
diameter) FBHs.  On another side, supplier B placed six #1 FBHs and three FBHs of diameter 
0.01″.  Supplier B was not equipped to make the #1/2 FBHs.  The cube was made from powder 
Ti that was being evaluated as potential material from which to make the calibration standards.  
A sample C-scan that was used to acquire amplitude data is shown in figure 48. 
 

2″

side B 

side A 
 

Figure 47.  Flat-Bottom Holes Drilled by Two Suppliers 
(Side A was drilled with three 0.0078″ FBHs and six 0.0156″ FBHs.  Side B was 

drilled with three 0.010″ FBHs and six 0.0156″ FBHs.) 
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Figure 48.  Sample of C-Scans Produced to Evaluate FBH Amplitudes 
(Scanning was performed with 0.005″ increments.) 

 
Table 9 shows the amplitude data that were collected by each team member and the results of 
comparing the smaller FBH values to the #1 FBH values.  To compare the #1/2 to the #1 FBH 
amplitudes, as shown for side A in the table, there is clear correlation between facilities and 
measurement of 10.5 dB rather than the expected 12 dB.  To compare the 0.010″ holes to the #1 
FBH amplitudes, one set of data, P&W, was close to the expected 7.7 dB value, while the others 
averaged 6.3 dB. 
 
Several attempts to verify the hole dimensions were made.  Ultimately, cutups and transverse 
polishing were done to determine dimensions unequivocally.  Figure 49 shows an example of 
sectioning that was made for one of the FBHs.  The sectioning showed that not only were  
the holes drilled to the desired dimensions, but both suppliers produced essentially equivalent 
FBHs in the #1 size.  Other attempts to verify the hole sizes included replication and laser 
profilometry.  If successful, the laser profilometry could have eliminated the need for transverse 
polishing.  An example of the laser measurement output is shown in figure 50.  Unfortunately,  
the measurements could not be made close enough to the edge of the hole for complete 
characterization. 
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Table 9.  Amplitude Data Collected at Each Organization on the Drilled 2″ Block 

Laboratory GE GE P&W HW ISU 

Transducer 
9″ Focus 

1.125″ Dia. 
11″ Focus 
1.125″ Dia 

10″ Focus
1″ Dia 

11.5″ Focus 
0.75″ Dia 

9.8″ Focus 
1.5″ Dia 

Hole No. Side A Side A Side A Side A Side A 
1 43.8 71.3 23 0.237 54 
2 49.2 76.6 28 0.273 58 
3 48.3 73.4 26 0.263 52 
4 150.0 240.8 89 0.815 188 
5 150.0 240.8 88 0.829 188 
6 154.6 246.8 92 0.892 188 
7 151.6 246.8 82 0.829 182 
8 148.8 240.8 88 0.836 188 
9 156.2 246.8 88 0.891 186 

Avg. of 0.0078″ holes 47.1 73.8 25.7 0.3 54.7 
Avg. of 0.0156″ holes 151.9 243.8 87.8 0.8 186.7 
Difference (dB) 10.2 10.4 10.7 10.4 10.7 

Hole No. Side B Side B Side B Side B Side B 
1 70.3 109.4 31 0.417 88 
2 72.7 111 35 0.425 90 
3 71.9 109.4 32 0.432 90 
4 145.4 218.8 76 0.845 188 
5 139 193.6 79 0.818 176 
6 150 231.2 79 0.833 194 
7 148.4 224.8 79 0.853 196 
8 148.4 231.2 79 0.860 194 
9 151.6 237.6 79 0.883 198 

Avg. of 0.010″ holes 71.6 109.9 32.7 0.425 89.333 
Avg. of 0.0156″ holes 147.1 222.9 78.5 0.849 191.000 
Difference (dB) 6.3 6.1 7.6 6.0 6.6 
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Figure 49.  Sample of Sectioning Performed to Validate the Hole Size and Shape 
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Figure 50.  Example of Laser Profilometer Measurements on Two Holes 
(The vertical scale is greatly exaggerated in these images.) 

 
The physical measurements on the FBHs showed that the holes were drilled correctly and the 
observed discrepancy with the area amplitude relationship was caused by something else.  To 
this end, a closer examination was made of the physics underlying the area-amplitude 
relationship. 
 
The area-amplitude relationship is a consequence of using the Kirchhoff (also called physical 
optics) approximation when solving the equations governing ultrasound scattering by an FBH.  
This approximation assumes that the motion of the FBH surface when reflecting an ultrasound 
pulse is identical to the motion that would occur if the pulse were reflecting from an infinite 
planar surface.  A further assumption in obtaining the area-amplitude relationship is that the 
finite width ultrasound beam can be approximated as an infinite plane wave.  Under these 
assumptions, it is seen that the FBH surface motion will be independent of the size of the FBH.  
Auld’s reciprocity formula states that the voltage received from a void defect is the integral over 
the defect surface of the product of the traction generated by the incident pulse in the absence of 
the defect, multiplying the total surface motion of the defect in response to the incident pulse.  In 
the case of the FBH using the Kirchhoff approximation with an incident plane wave, it is readily 
seen that Auld’s formula predicts an output voltage in direct proportion to the area of the FBH, 
i.e., the area amplitude relationship. 
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A phenomenon that the Kirchhoff approximation fails to predict is the generation of diffracted 
waves at the corners of the FBH.  Figure 51 depicts the various diffraction phenomena that occur 
for a plane compressional wave at perpendicular incidence on the FBH.  It is seen that in addition 
to a reflected compressional wave, diffracted compressional and shear waves are generated, 
along with surface waves that propagate both down the bore of the FBH and across the top.  
Attention is directed to the surface waves propagating across the top of the FBH.  Upon reaching 
the opposing corner of the FBH surface, the surface wave undergoes a second diffraction, during 
which a small amplitude diffracted compressional wave emerges from the FBH corner.  Part of 
this secondary diffracted wave travels up to the transducer, slightly behind the primary 
compressional wave reflection from the FBH surface, as depicted in figure 52, and is received as 
a small signal trailing the main reflection, as depicted in figure 53.  The time delay between these 
two waves is given by the product of the FBH diameter and the surface wave velocity.  If the 
time delay between these two signals is sufficiently small, an interaction could take place that 
would enhance or reduce the total signal amplitude through a constructive or destructive 
interference.  Such an interaction might be the underlying cause of the deviation from the area-
amplitude relation seen in experiments when looking at small reflectors. 
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Figure 51.  Wave Modes Generated When a Compressional L-Wave is Incident on an FBH 
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Figure 52.  Refracted L-Wave Following the Reflected L-Wave 
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Figure 53.  Two Signals Returned to the Transducer 
(As the hole size decreases, so does Δt.) 

 
The challenge in determining the significance of the surface wave interaction is quantitatively 
determining the amplitudes of the diffracted signals.  For this purpose, a computer model was 
employed that used a boundary element method (BEM) formulation to solve the equations 
governing the surface wave diffraction phenomena on the FBH.  The boundary element 
formulation uses a high-frequency computational ansatz based on an asymptotic analysis of the 
diffraction problem.  Rather than using the asymptotic solution outright, this method uses the 
asymptotic result as a starting point, then seeks to find corrections to the asymptotic solution to 
obtain an exact numerical solution.  The boundary elements are, therefore, used to compute 
corrections to the asymptotic solution, rather than represent the entire solution.  Consequently, 
extremely large problems can be treated with practical computational efficiency.  Boundary 
elements are prescribed over the top and sides of the FBH.  The FBH is assumed infinitely long, 
and the medium is prescribed to have a small ultrasonic attenuation, so that the wave field 
effectively decays to zero after some distance along the FBH.  This attenuation is made just 
small enough so that its presence is not noticed in the computed transducer response signals.  
However, its presence plays a significant role in allowing the truncation of the computation 
domain without introducing truncation artifacts. 
 
Using the boundary element formulation, the surface motions are computed on the FBH for a 
very high frequency, very broadband plane wave.  The signals from one such computation can be 
used to predict the response for any signal with a center frequency within the bandpass of the 
computation, or equivalently, for any size FBH for an incident pulse of a given frequency, 
through appropriate filtering and scaling.  The surface motions for a 25 MHz, 100% bandwidth 
signal incident on a #1 FBH are shown in figure 54.  These images show the surface 
displacements in the radial and axial directions on the top and sides of the FBH as a function of 
time.  It is particularly interesting to note the propagation of the diffracted surface waves over the 
top and along the sides of the FBH.  From these results, it is possible to predict the transducer 
response of a 10-MHz compressional wave from FBHs of varying sizes.   
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Surface Displacement as Function of Time
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Figure 54.  The 25-MHz, 100% Bandwidth Wave Motions on the Surface of an FBH 
 
Figure 55 compares signals for #2.5, #1, and #1/2 FBHs.  It is seen that as the hole becomes 
smaller, the time delay between the two received signal components decreases.  In the case of the 
#1/2 FBH, the two signals are overlapping.  The interaction between the two signals will depend 
on signal bandwidth:  the narrower the bandwidth, the more significant the interaction.  The 
effect of bandwidth on the interaction between the two received signals is summarized in 
figure 56.  This plot presents the ratio of the actual signal amplitude divided by the amplitude 
predicted by the simple area-amplitude relationship as a function of FBH size for bandwidths of 
20%, 60%, and 100%.  It is seen that the maximum interaction between the direct reflection from 
the FBH surface and the diffracted surface wave occurs in close vicinity to a # 1/2 FBH size and 
the interaction is more pronounced for the narrower signal bandwidths.  The result plotted in 
figure 56 indicates that the difference between a #1 and a #1/2 FBH signal of 60% bandwidth is 
10.8 dB.  This is in good agreement with the experimentally observed result of 10.5 dB.  This 
agreement lends plausibility to this surface wave diffraction phenomenon as the cause for the 
observed deviation from the simple area-amplitude relation when comparing signals from #1 and 
#1/2 FBHs. 
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Figure 55.  Interaction of the Diffracted Surface Wave and the Reflected L-Wave  
for Three Hole Sizes 
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Figure 56.  Deviation From Area-Amplitude Relationship (Kirchoff Approximation)  
With Complex Signal (BEM) 

 
5.3  ATTENUATION COMPENSATION TECHNIQUES. 

In a forging inspection, detection sensitivity should be relatively independent of depth.  Imagine 
that a hypothetical reflector (say a #1 FBH) could be placed into a forging to be inspected and 
moved to any position.  In an ideal pulse/echo inspection, that hypothetical reflector would 
produce an echo whose amplitude is independent of its depth in the forging.  Because there are 
no such reflectors in the forgings themselves, external calibration standards that contain 
reference reflectors at a series of depths must be relied upon.  These can be used to measure 
reflected amplitude as a function of depth, and thus to determine the depth-dependent gain 
setting (or distance-amplitude-correction DAC) to be used in the forging inspection. 
 
One difficulty with this approach, as illustrated in figure 57, is that the calibration standard and 
the forging under inspection may have different UT attenuations.  If this difference is not taken 
into account, inspection sensitivity may vary within the forging.  For example, suppose that at 
the center frequency of the inspection (say 10 MHz), the attenuation of the forging is somewhat 
higher than that of the calibration standard.  More specifically, assume that the attenuation 
difference amounts to 1 dB per inch of total (round-trip) travel, the measured amplitude from a 
reflector at depth Z in the forging would be about (1)(2Z) dB smaller than that from a similar 
reflector at depth Z in the calibration standard.  Further, suppose that inspection gains have been 
adjusted so that #1 FBHs in the calibration standard produce signal amplitudes of 80%, 
regardless of depth.  Then hypothetical #1 FBHs in the forging at depths of 0″,1″, 2″, 3″, and 4″ 
would produce amplitudes of  80%, 64%, 50%, 40%, and 32% FSH, respectively, when the 
forging was inspected using the DAC that is appropriate for the calibration standard.  Thus, a 
different DAC is required for a proper forging inspection, as illustrated in figure 57.  The process 
of accounting for attenuation differences to avoid depth-dependent sensitivity is called 
attenuation compensation. 
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Figure 57.  Attenuation Compensation for the Case of a Forging Having a Higher Attenuation 
Than the Calibration Standard 

 
There are several ways to approach this problem: 
 
a. Fabricate the calibration standards from an identical or similar forging.  Then the 

microstructures of the standards and the forgings to be inspected may be so similar that 
attenuation compensation is not necessary.  To properly implement this approach, 
however, one must be aware that microstructure (and attenuation) typically vary within 
any given forging [1].  Therefore, it may be necessary to have separate calibration 
standards for different regions of a forging, e.g., one set for the web region being 
inspected in the axial direction, and another for the outer rim being inspected in the radial 
direction. 

 
b. Use the amplitudes of back-wall echoes measured in the calibration standard and forging 

(at comparable depths) to deduce an approximate attenuation difference in dB/inch units.  
Once this difference is known, it can be used to adjust the DAC curve that is determined 
using the calibration standard.  This approach permits one to determine different 
attenuation corrections at different locations in a forging, so long as an appropriate 
reflecting surface is available. 

 
c. Use measured back-wall a-scans to deduce attenuation versus frequency curves for both 

the calibration standard and a location in the forging.  Then use computer models to 
simulate inspections of the standard and the forging, thus predicting how the difference in 
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attenuation curves would affect the amplitudes from identical reflectors at a given depth 
in both specimens.  This is basically a more sophisticated version of approach b., above, 
which takes into account the full frequency spectrum of the sonic pulse, rather than just 
its amplitude.  If there is a sizable attenuation difference between the calibration standard 
and the forging, this approach may be more accurate than b., above, because it can 
account for such phenomena as the shift in the center frequency of a sound pulse during 
propagation.  Also, because simulation models are quite versatile, they can be used to 
correct for curvature effects at the entry or reflecting surfaces.  For example, one could 
acquire a back-wall echo in a flat calibration specimen and a back-wall echo from a 
curved forging and still use this technique. 

 
Although approach c., above, is, in principal, feasible using existing simulation models, it 
requires the use of digitized A-scan data that are usually not readily available in current forging 
inspections.  In addition, a systematic study of the accuracy of this approach for typical forgings 
should be undertaken before the approach is recommended for implementation. 
 
At the present time, approach b., above, is likely the most practical.  In principal, the back-wall 
amplitudes required to determine attenuation differences can be measured with either planar or 
focused transducers.  The measurements are most straightforward if planar transducers are used 
and the back-wall surfaces are large enough to encompass the incident sound beam.  This is 
because the effect of beam spread on back-wall echo amplitudes under small changes in the 
water or metal path is much less severe for planar probes than for focused ones.  However, 
because focused transducers will be used in the inspections themselves, an investigation into 
attenuation compensation measurements that used those same transducers was advisable.  This 
produced some complications, but was found to be feasible if done properly. 
 
Before a demonstration of method b., above, it is important to note that there are several ways of 
quoting UT attenuation values.  The scientific community traditionally uses Neper/cm units, 
while industry prefers dB/inch units.  In addition, when quoting the distance (cm or inches), 
either the one-way distance to a reflector or the total (round trip) distance through the metal (i.e., 
twice the one-way distance) definition can be used.  When Neper/cm units are used in the 
demonstration, the usual convention in the scientific community will be followed, namely, that 
the cm value refers to total distance traveled.  When stating attenuation values in dB/in., it 
generally means per inch of one-way travel.  For example, if two specimens are each 2 inches 
thick and have a stated attenuation difference of 1 dB/in., then (other factors being equal) their 
measured back-wall amplitudes differ by (2″) x (1 dB/inch) = 2 dB.  Useful conversion factors 
are then as follows: 
 

1 Neper/cm =  22.06 dB/inch of total distance 
  =  44.12 dB/inch of one way distance 
 
Also, in this discussion, it will be assumed that all entry and back-wall surfaces used for 
attenuation measurements (in both the calibration standards and forgings) are flat and parallel.  
The effect of surface curvature on inspections is discussed separately in section 5.5.2 
 

58 



5.3.1  Demonstration of a Source of Error. 

Figures 58 and 59 illustrate one problem that can be encountered when determining attenuation 
differences using back-wall amplitudes measured with focused transducers.  Figure 58 shows the 
setup for a hypothetical inspection that covers a depth zone of 0.4375″ wide and centered 0.95″ 
deep.  A 10-MHz broadband transducer having a nominal 1″ diameter and a 6″ focal length was 
used and 1.95″ was determined to be the optimal inspection water path (to achieve zone balance).  
In this example, the calibration standard was assumed to have a back wall at 1.209″ depth, and 
the forging under inspection has a back wall at 1.259″.  To estimate the attenuation difference 
between the calibration standard and the forging, one can determine the gain settings (in dB 
units) required to bring each back-wall amplitude to 80% FSH.  Then 
 
 aforging – astandard = (Gforging/Zforging) - (Gstandard/Zstandard)  (1) 
 
where 
 

Gstandard = Gain in dB needed to raise back-wall amplitude in the standard to 80% FSH. 

Gforging = Gain in dB needed to raise back-wall amplitude in the forging to 80% FSH. 

Zstandard = One-way depth to the back wall in the standard (in inches). 

Zforging = One-way depth to the back wall in the forging (in inches). 
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Figure 58.  Relative Positions of the Inspection Zone and Available Back Walls for a 
Hypothetical Inspection of a Forging 
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P/E gain: 7 dB
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Back wall (1.209”) signal statistics:

Avg:  0.657 volts = 65.7% FSH
Max: 0.695 volts = 69.5% FSH
Min:  0.523 volts = 52.3% FSH
Std. Dev.:   0.021 volts = 2.1% FSH

Back wall (1.259”) signal statistics:
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Figure 59.  C-Scans of Two Adjacent Steps (Back-Wall Reflectors) in One of the Powder Ti-6-4 

Calibration Standards and Associated Amplitudes 
 
This formula provides an estimate of the attenuation difference in dB per inch units, where 1″ is 
taken to mean 1″ of metal depth or 2″ of round-trip travel.  Here, a positive value of aforging–
astandard means that the forging is more attenuative than the standard.  Equation 1 is intended 
for estimating an effective broadband attenuation difference in situations where the back-wall 
depths of the calibration standard and forging are reasonably similar. 
 
Recall that one of the powder Ti-6-4 calibration specimens has adjacent steps located at depths 
of 1.209″ and 1.259″.  Thus, the hypothetical example in figure 58 can be realized by using that 
powder metal specimen as both the reference standard (back wall at 1.209″) and the forging to be 
inspected (back wall at 1.259″).  In such a case, there is no attenuation difference between the 
standard and the forging, since the two are the same. 
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Figure 59 displays the results of back-wall amplitude measurements performed on those two 
steps of the powdered Ti-6-4 specimen using the inspection particulars specified in figure 58.  A 
Harisonic® transducer, manufactured by Stavely Sensors of East Hartford, Connecticut, having a 
nominal 1″ diameter and 6″ focal length in water was used.  Beam-mapping measurements [7] 
found the effective diameter of the transducer to be 0.976″ and the effective geometric focal 
length to be 5.83″.  C-scan images of the gated-peak back-wall amplitude are shown in figure 59, 
together with various statistics for those images (average amplitude, maximum amplitude, and 
standard deviation of amplitudes).  Note that the mean back-wall amplitudes for the 1.209″ and 
1.259″ steps are 65.7% and 48.2% FSH, respectively, at the fixed gain of 7 dB.  Thus, gains of 
1.71 dB and 4.40 dB, respectively, are required to produce amplitudes of 80% FSH.  Using 
equation 1, it is possible to deduce an attenuation difference between the forging and the 
standard of  
 
 (4.40 dB)/(1.259″) – (1.71 dB)/(1.209″) = 2.08 dB/inch 
 
This result is clearly in error, since the correct value is 0 dB/inch. 
 
The error in this case can be traced to beam spread effects, which can be quite severe for the 
highly focused F6 beams contemplated for forging inspections.  Both of the back walls in figures 
58 and 59 are beyond the focal zone of the transducer when the water path is 1.95″, and in this 
far-field region, the beam is beginning to spread rapidly.  Even though the two back walls are 
only separated by 50 mils, the effect of beam spread is enough to reduce the back-wall echo by 
2.7 dB.   
 
The sensitivity of back-wall amplitude to diffraction for this F6 transducer is further 
demonstrated in figure 60.  There, the water path was varied above the powder Ti-6-4 standard 
and the average response from the step at 1.209″ depth (at a fixed inspection gain of 7 dB) was 
plotted.  The upper horizontal axis in figure 60 indicates the water path, while the lower 
horizontal axis displays the depth of the geometric focal point in the metal.  As expected, the 
back-wall response peaks when the water path is chosen such that the focal depth in metal occurs 
near the depth of the reflecting surface (1.209″).  Note however, the extreme sensitivity of the 
back-wall response to the focal condition: the amplitude varies by a factor of six over the range 
shown in the figure.  For a water path of 1.95″ with the transducer used, the sonic beam is 
focused about 0.95″ deep in the metal.  Thus, the back-wall amplitude measurements used in the 
attenuation compensation example were effectively being made in a portion of the response-
versus-water path (or response versus focal depth) curve where the measured response is quite 
sensitive to a change in the water path or metal path. 
 
The first instinct in setting up a forging inspection may be to save time by using the same water 
path for both attenuation compensation measurements and the forging inspection itself.  The 
discussion of figures 58, 59, and 60 indicates that such a procedure is not advisable.  Rather, it is 
recommended that the sonic beam should be focused near the back walls of the calibration 
standard and forging when assessing attenuation differences, then the effects of beam spread will 
be similar in the two specimens.  This corresponds to conducting measurements in the peak 
region of the curve shown in figure 60, where small variations in water path or metal path 
produce only small back-wall amplitude changes.  Any sensible attenuation compensation 
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method that uses beams focused near the back walls will likely be much more successful than 
methods that use beams focused in the specimen interiors. 
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Figure 60.  Dependence of Back-Wall Amplitude on Beam Focal Depth for the F6 Transducer 
 
5.3.2  Attenuation Compensation Using the High-Noise Forging Coupons. 

An example of a proper attenuation-compensation measurement is illustrated in figures 61, 62, 
63, and 64.  The first of these figures gives the sizable attenuation difference between the powder 
Ti-6-4 calibration specimens and typical Ti-6-4 forging coupons; in this case, the three highest-
noise coupons from the OEM-supplied forgings.  As described in reference 1, an attenuation-
versus-frequency curve can be measured by comparing the spectra of back-wall echoes in a 
specimen to that of a fused-quartz reference block.  This was done for each of the three high-
noise forging coupons and at sites in three powder Ti-6-4 specimens.  The red and blue circles in 
figure 61 are for measurements on relatively wide 1.16″ thick sections of two of the powder Ti 
calibration standards.  One of these standards (#1) contained FBHs with depths between 0″ and 
1″, while the other (#2) had hole depths between 1″ and 2″.  As can be seen in figure 61, 
attenuation measurements at the two 1.16″ thick sites yielded similar results.  The green triangles 
in figure 61 are for measurements on a scrap coupon from the same heat of HIPped powder 
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Ti-6-4 material that was used to fabricate the standards.  Somewhat higher attenuation values 
were deduced from that scrap, perhaps indicating that there may be attenuation variations within 
the suite of four calibration standards.   
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Figure 61.  Measured Attenuation-Versus-Frequency Curves for the Three Highest Noise Ti-6-4 

Forging Coupons (Solid Curves) and Powder Ti-6-4 Specimens (Plotted Points) 
 
Figure 61 shows that the attenuation curves for the pair of powder Ti-6-4 standards are 
considerably higher than those for the three forging coupons.  At 10 MHz, the attenuation 
difference between the standards and the coupons ranges from 0.044 to 0.078 Nepers/cm 
(depending on the forging coupon chosen), corresponding to differences of about 1.9 to 3.4 
dB/inch of one-way depth.  As discussed, in section 5.1, the large attenuation value for the 
powder-metal specimens was a consequence of the formation of larger than optimal grain sizes 
during HIPping.  Because of this overly large attenuation, the powder Ti-6-4 standards are not 
recommended for use in calibrating actual forging inspections.  However, for testing attenuation 
compensation schemes, the large differences evident in figure 61 are advantageous, since 
attenuation compensation values are appreciable.  All measurements were made with a 10-MHz, 
1/4″ diameter, planar transducer. 
 
Recall that the powder Ti-6-4 calibration specimens and the three high-noise coupons each 
contain #1 FBHs.  The holes are 1.07″ deep in the three forging coupons and at a series of depths 
(in 0.050″ increments) in the calibration specimens.  As an exercise in attenuation compensation, 
the following was completed:  
 
a. Measure FBH amplitudes in the powder Ti-6-4 calibration specimens to construct a DAC 

curve covering the depth region from 0.7″ to 1.2″.  This DAC will cause #1 FBH echoes 
to have amplitudes of 80% FSH, independent of depth, when the water path is 1.95″.  
(This corresponds to DAC1 of figure 57.) 

 
b. Measure back-wall amplitudes in the calibration specimen and the three forging coupons 

to deduce attenuation differences. 
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c. Use those attenuation differences to determine DAC curves for each of the three forging 

specimens (i.e., DAC2 of figure 57). 
 
d. Inspect each forging specimen (at a water path of 1.95″) using its appropriate DAC curve. 
 
This will all be done using the same F6 Harisonic transducer that was used in the first example 
(figures 58, 59, and 60).  If the attenuation compensation procedure is successful, the #1 FBHs in 
the three forging coupons should produce responses near 80% FSH.   
 
The first step in the procedure is illustrated in the upper portion of figure 62.  The DAC curve for 
the calibration material was determined by direct measurement of #1 FBH amplitudes in two of 
the powder Ti-6-4 standards:  one containing hole depths spanning the 0″ to 1″ depth range and 
another spanning 1″ to 2″ depths.  C-scans of each FBH in the 0.7″ to 1.2″ depth range were 
made using the Harisonic probe operated at a 1.95″ water path with either a 22- or 23-dB fixed 
gain.  The C-scan images and associated peak amplitudes are shown in figure 62.  From those 
amplitudes, it is straightforward to calculate the depth-dependent inspection gain needed to 
produce a peak amplitude of 80% FSH for each FBH.  Those gains are indicated by the blue 
curve in figure 62. 
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Figure 62.  (a) Measured #1 FBH Amplitudes in Two Powder Ti-6-4 Calibration Standards and 
(b) DAC Curve for the Powder Ti-6-4 (Blue), and Estimated Attenuation-Compensated DAC 

Curves for Three High-Noise Forging Coupons 
 

The inspection geometry that was used to determine attenuation differences between the 
calibration material and each of the three high-noise forging coupons is shown in figure 63.  As 
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will generally be the case in forging inspections, the thickness of the forging specimens (1.219″ 
±0.001″) did not precisely match any of the back-wall steps in the calibration standards.  As a 
result, the nearest matching step (1.209″) in one of the standards was used, and the beam was 
focused midway between the back walls of the standard and the forgings at a depth of 1.214″.  
Note that if the sound speeds of the standard and the forging are different, then the geometry of 
figure 63 requires using slightly different water paths for the standard and the forging coupon to 
place the beam focus at the desired depth (1.214″).  That was the case here, as indicated in table 
10.  More specifically, for any given specimen, the geometric focal point was placed at a depth 
of Z1 = 1.214″ in the metal, choosing the water path to be: 
 
 Z0 = Zfocus - Z1 [V1/V0]  (2) 
 
where 
 

 Z0 = Water path 
 Zfocus = Geometric focus in water 
 Z1 = Focal depth in metal 
 V1 = Sound speed in metal 
 V0 = Sound speed in water 
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Figure 63.  Focal Condition Used to Determine Attenuation Differences Between a Powder 
Ti-6-4 Calibration Standard and the Three High-Noise Coupons 
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Table 10.  Relevant Data for Attenuation Compensation Measurements for the  
Three High-Noise Forging Coupons 

Specimen Thickness 

Forging Coupons 
Calibration Block #2 Available 
Step Thickness at Back Wall 

PW#8 
GE#6 
HW#5 

1.220″ 
1.218″ 
1.220″ 

Step#1 
Step#2 
Step#3 

1.159″ 
1.209″ (used) 
1.259″ 

(Average thickness:  1.219″)  
 
 

 
 
 
 
 

Water Paths Used 
PW#8 
GE#6 
HW#5 
Calibration Block 

0.766″ 
0.798″ 
0.774″ 
0.774″ 

Measured Sound Speeds 
PW#8 
GE#6 
HW#5 
Calibration Block 

0.622 cm/μsec 
0.618 cm/μsec 
0.621 cm/μsec 
0.621 cm/μsec 

Harisonic F6 Transducer 
Nominal diameter 
Nominal focus in water 
Effective diameter 
Geometric focus in water 

1.0″ 
6.0″ 
0.976″ 
5.83″ 

 
Using the indicated water paths, the calibration standard and forging coupons were scanned to 
obtain C-scan images of back-wall amplitudes.  These scans were conducted at fixed gains 
without DAC.  The resulting images and back-wall amplitude statistics are displayed in 
figure 64.  The presence of the FBHs in the forging specimens noticeably reduced the back-wall 
amplitudes in the vicinity of the holes.  The quoted back-wall amplitude statistics are for regions 
lying between the holes.  From the information in figure 64, attenuation differences between the 
standard and each forging coupon can be calculated using equation 1.  For example, for the HW 
coupon: 
 
• Forging thickness  = 1.220″ 
 
• Forging back-wall amplitude = 81.2% FSH at -3 dB gain 
 = 80% FSH at -3.13 dB gain 
 
• Standard thickness = 1.209″ 
 
• Standard back-wall amplitude = 86.6% FSH at +1 dB gain 
 = 80% FSH at 0.31 dB gain 
 
• Attenuation difference = (-3.13 dB)/1.220″) – (0.31 dB)/(1.209″) 
 = -2.8 dB/inch 
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An analysis of the back-wall data found that the attenuations of the PW8, HW5, and GE6 
coupons were 2.1, 2.8, and 3.2 dB/inch of metal depth lower, respectively, than that of the 
calibration standard.  These broadband values are fairly similar to differences that can be inferred 
by evaluating the attenuation-versus-frequency curves of figure 61 at the nominal center 
frequency (10 MHz).  Such single frequency evaluations led to attenuation differences of 1.9, 
3.0, and 3.4 dB/inch, respectively, for the PW8, HW5, and GE6 cases. 
 
 

PW8 :   
Back-wall depth:   1.220”
Water path: 0.766” 
P/E gain:               -3dB
Back wall signal statistics:
Avg:     73.2%  FSH
Max:  75.8%   FSH
Min:   68.8%   FSH
St.Dev:   0.9%     FSH

GE6 :   
Back-wall depth:   1.218”
Water path: 0.798” 
P/E gain:               -3dB
Back wall signal statistics:
Avg:     86.2%  FSH
Max:  88.3%   FSH
Min:   83.6%   FSH
St.Dev:   0.7%     FSH

HW5 :   
Back-wall depth:   1.220”
Water path: 0.774” 
P/E gain:               -3dB
Back wall signal statistics:
Avg:     81.2%  FSH
Max:  82.8%   FSH
Min:   78.1%   FSH
St.Dev:   0.8%     FSH

Powder-Ti-6-4 standard :   
Back-wall depth:   1.209”
Water path: 0.774” 
P/E gain:               +1dB
Back wall signal statistics:
Avg:     86.6%  FSH
St.Dev:   2.1%     FSH

PW8 :   
Back-wall depth:   1.220”
Water path: 0.766” 
P/E gain:               -3dB
Back wall signal statistics:
Avg:     73.2%  FSH
Max:  75.8%   FSH
Min:   68.8%   FSH
St.Dev:   0.9%     FSH

GE6 :   
Back-wall depth:   1.218”
Water path: 0.798” 
P/E gain:               -3dB
Back wall signal statistics:
Avg:     86.2%  FSH
Max:  88.3%   FSH
Min:   83.6%   FSH
St.Dev:   0.7%     FSH

HW5 :   
Back-wall depth:   1.220”
Water path: 0.774” 
P/E gain:               -3dB
Back wall signal statistics:
Avg:     81.2%  FSH
Max:  82.8%   FSH
Min:   78.1%   FSH
St.Dev:   0.8%     FSH

Powder-Ti-6-4 standard :   
Back-wall depth:   1.209”
Water path: 0.774” 
P/E gain:               +1dB
Back wall signal statistics:
Avg:     86.6%  FSH
St.Dev:   2.1%     FSH

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 64.  Back-Wall Amplitude C-Scans of the Three High-Noise Forging Coupons and  
One Step of the Powder Ti-6-4 Calibration Standard 
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The broadband attenuation differences were used to compute the attenuation-compensated DAC 
curves shown in the lower portion of figure 62.  Recall that the DAC curve for the calibration 
standards was determined by direct measurement of #1 FBH amplitudes in the standards.  The 
DAC curves for the forging coupons were deduced by properly adjusting the DAC curve for the 
standards to account for the measured attenuation differences.  For example, for the HW 
specimen, the DAC at 1.2″ depth would be as follows: 
 
 (DAC for standard) + (1.2″)(-2.8 dB/inch) = (DAC for standard) - 3.4 dB  
 
Because the calibration material had a higher attenuation than any of the forging coupons, all 
such adjustments were negative.   
 
The DAC curves in figure 62 are designed so that #1 FBH reflectors should have amplitudes of 
80% FSH regardless of depth when inspected using the F6 Harisonic transducer at a water path 
of 1.95″.  Recall that each of the three high-noise forging coupons contains either six or nine #1 
FBHs at a depth of 1.07″.  To test the accuracy of DAC curves for the forging coupons, each 
coupon was scanned at a 1.95″ water path and the peak amplitude of each FBH was measured.  
The procedure used was equivalent to scanning each coupon using the appropriate DAC curve of 
figure 62.  The results are summarized in table 11.  Values in parentheses are for a refinement of 
the attenuation compensation procedure described in section 5.3.3. 
 

Table 11.  Average DAC-Corrected Peak Amplitudes of #1 FBHs in the High-Noise Forging 
Specimens, in % FSH 

Forging Specimen 

Average #1 FBH 
Amplitude Using DAC1 
for Calibration Standard

Average #1 FBH Amplitude 
Using Attenuation-

Compensated DAC2 
PW8 

 
104.7 

 
81.2 

(80.7) 
GE6 

 
117.4 

 
79.3 

(77.8) 
HW5 135.0 95.0 

(94.9) 
 
Note:  Ideal values are 80% FSH.  Values in parentheses are for a refinement of the attenuation 

compensation procedure.) 
 
As shown in table 11, ignoring attenuation differences between the calibration standard and 
forgings leads to #1 FBH amplitudes, which are considerably higher than the desired 80% FSH.  
Attenuation-compensated amplitudes for the PW8 and GE6 coupons were quite near the 80% 
FSH target, while those for the HW5 coupon were somewhat high.  When the GE6 and HW5 
coupons are examined at the same gain and water path, one finds that the HW5 coupon has the 
weaker average back-wall amplitude, but a much stronger average FBH amplitude.  It may be 
that FBHs in the HW5 coupon are more reflective (larger or flatter) than those in the other two 
coupons.  Note that the FBHs in the HW coupon were drilled by a different contractor than the 
contractor that drilled the holes in the calibration standards and the other two forging coupons.  
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Microscope measurements of the drilled holes as viewed at the back walls of the forging coupons 
did not find larger diameters in the HW coupon.  However, only the diameter at the flat end of 
the hole is important, and this was not directly assessed. 
 
5.3.3  Best Practices. 

The team members agreed that reasonably accurate attenuation-compensation values could be 
deduced from back-wall echoes measured with focused transducers.  However, some care is 
required to ensure that beam spread effects are similar for the measurements on the calibration 
standard and the forging.  This is best accomplished by choosing the water path to focus the 
sound beam at or very near the reflecting surface.  In this section, recommended best practices 
for attenuation compensation measurements are summarized.  There are three recommendations 
dealing with focal length measurements, water path choice, and calculation of attenuation 
differences (in dB/inch units) from back-wall amplitudes. 
 
The focal properties of a given transducer can be described in several ways, each giving rise to a 
different focal length.  There is a geometric focal length describing the curvature of the initial 
wave fronts in water just in front of the transducer.  This can be deduced from beam-mapping 
measurements in water [7].  There is an actual focal length in water for a small ball reflector, i.e., 
the water path at which an echo from such a ball reflector is maximized.  There is also a peak 
V(z) focal length at which an echo from a flat surface in water would be maximized.  The peak 
V(z) focal length, as inferred from surface echoes in a Ti-6-4 specimen, is recommended for use 
here. 
 
The manner in which the peak V(z) focal length can be determined is illustrated in figure 65.  
There, the back-wall response from the step at depth 1.209″ in one of the powder Ti-6-4 
calibration standards is plotted as a function of water path.  A graph of this type is referred to as 
a V(z) curve.  The inspection gain was fixed and measurements were made for water paths of 
0.6″, 0.8″, 1.0″, and 1.2″.  A polynomial curve was then fitted through the four plotted points, 
and the peak of the fitted curve was found to correspond to a water path of Z0 = 0.83″.  The peak 
V(z) focus (i.e., the equivalent focal depth in water alone) is then calculated from: 
 
 Peak V(z) focus = Zfocus = Z0 + (V1/V0)Z1 (3) 
 
where Z1 is the metal thickness and V0 and V1 are sound speeds in water and metal.  In this case, 
Z1 = 1.209″, V0 = 0.491 cm/μsec, and V1 = 0.621 cm/μsec, leading to Zfocus = 5.87″.  This 
compares well with an earlier estimate of 5.83″ for the geometric focus. 
 

69 



 Cal #2: Flat Surface (at the depth of 1.209") 
Amplitude at Different Water Paths
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Figure 65.  Determination of the Peak V(z) Focal Length for the F6 Harisonic Transducer 

 
Once the Peak V(z) focus was determined, the water paths to be used when back-wall amplitudes 
are measured to determine attenuation differences must be chosen.  In the earlier procedure, 
illustrated in figure 63, the water paths were chosen in such a way as to place the focus midway 
between the back walls of the calibration standard and forging.  This required slightly different 
water paths for the two cases.  A refinement is recommended in which the water path is the same 
for both the calibration standard and the forging, namely: 
 
 Z0 = Zfocus - [V1S Z1S + V1C Z1C]/[2V0] (4) 
 
where 
 

 Z0 = Water path 
 Zfocus =  Peak V(z) focal point in water 
 Z1S =  Thickness of forging specimen 
 Z1C =  Thickness of calibration standard 
 V1S =  Sound speed in the forging specimen 
 V1C =  Sound speed in the calibration standard 
 V0 =  Sound speed in water 

 
Assuming that the V(z) curve is parabolic near its peak and that paraxial approximations apply 
for sound refraction at the entry surfaces, then the effects of beam diffraction will be the same for 
the two back-wall echoes when the water path is set using the above formula.  Since a common 
water path is used, the effects of water attenuation will also be the same.  If the calibration 
standard and the forging have the same thickness and sound speed, the above water path places 
the peak V(z) focus at the back wall of each specimen.  If the two specimens have the same 
sound speed but different thicknesses, the above water path places the peak V(z) focus midway 
between those two thicknesses.  When using equation 4, if possible, it is best if the combination 
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of transducer and back-wall thicknesses results in a water path Z0 that is similar to that employed 
in the actual forging inspection. 
 
After the water path has been set in accordance with equation 4, the attenuation difference 
between the calibration standard and the forging must be determined from the measured back-
wall amplitudes.  Again, this can be done using equation 1, which is repeated here for 
convenience: 
 
 aforging – astandard = (Gforging/Z forging) - (Gstandard/Zstandard) (5) 
 
where: 
 

Gstandard = Gain in dB needed to raise back-wall amplitude in the standard to 80% FSH 
Gforging = Gain in dB needed to raise back-wall amplitude in the forging to 80% FSH 
 
Zstandard = One way depth to the back wall in the standard (in inches). 
Zforging = One way depth to the back wall in the forging (in inches). 

 
This formula provides an estimate of the attenuation difference in dB per inch units, where 1″ is 
taken to mean 1″ of metal depth or 2″ of round-trip travel.  Again, a positive value of aforging—
astandard means that the forging is more attenuative than the standard.   
 
For the three highest-noise forging coupons, the attenuation differences and appropriate DAC 
curves were redetermined using the refined procedure summarized by equations 3 through 5.  
This involved a minor change in the assumed focal length and in the water path used for the 
back-wall amplitude measurements.  Changes in deduced attenuation differences were less than 
0.1 dB/inch for each coupon.  As indicated by the results in the parentheses in table 11, 
attenuation-compensated FBH amplitudes changed little from the previous values. 
 
It is recommended that equations 3 through 5 be used to estimate attenuation differences between 
the calibration standard and forging.  The attenuation difference should be evaluated for each 
inspection surface having a flat, usable back wall, and that difference should then be used to 
compute an attenuation-compensated DAC curve for the inspection surface in question.  For 
inspection surfaces that do not have a useable back wall, a conservative approach would be to 
use the largest attenuation difference measured elsewhere in the forging.   
 
Although it may not be obvious, equation 5 tacitly assumes that the thicknesses of the calibration 
standard and the forging are similar.  If the two thicknesses differ by more than 100 or 200 mils, 
it is recommended that two separate attenuation compensation measurements be made using 
calibration thicknesses that bracket the forging thickness.  One can then interpolate between the 
two measurements to determine a more accurate attenuation difference (in dB/inch). 
 
5.4  SURFACE FINISH STUDY. 

At the onset of the program, it was thought that the high sensitivity inspection of #1/2 FBH 
might require a special surface finish.  Of primary concern was the possibility that the 12 dB 
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higher gain that is required, compared to the current inspection to #1 FBH sensitivity, would 
cause amplification of the front surface reflection and, thereby, mask potential near-surface 
flaws.  A second concern was the energy loss due to scattering caused by surface roughness 
would cause a lack of sensitivity to flaws through the depth of the part.  An exhaustive study was 
performed that reflected machining practices in the supply base to address these two concerns.  
Samples of Ti-6-4 were machined to various conditions and ultrasonically tested.  The results of 
the surface finish study are summarized below and a more complete report of the data is offered 
in appendix A. 
 
A survey of machining practices was performed, which provided a starting point for determining 
what parameters would be varied in the study.  It was apparent that machining practices for sonic 
shapes of Ti-6-4 did not vary significantly.  All the machining facilities used the same cutting 
insert and the same depth of cut.  The only parameter that varied was the feed rate.  Therefore, 
the study was limited to one tool type and the bounds of the feed rates that were applicable.  The 
feed rates varied from 0.004″ to 0.014″, which also happened to bracket the UT wavelengths in 
water of transducers that could possibly be used for inspection of Ti-6-4, i.e., 5, 7.5, 10, and 15 
MHz.  It was suspected that having a matching wavelength with the periodicity of the surface cut 
could cause significant interference resulting in front-surface ringdown.  The parameters used for 
the study are shown in table 12. 
 

Table 12.  Parameters Used in the Surface Finish Study 

Pass 
No. 

Insert 
Type Insert Mfg. 

Insert 
Radius 

Feed Rate 
IPR 

Depth of 
Cut 

Speed 
SFM 

1 Carbide Kennemetal 
RNG45 K313 

0.25 0.004 0.020 225 

2 Carbide Kennemetal 
RNG45 K313 

0.25 0.006 0.020 225 

3 Carbide Kennemetal 
RNG45 K313 

0.25 0.008 0.020 225 

4 Carbide Kennemetal 
RNG45 K313 

0.25 0.01 0.020 225 

5 Carbide Kennemetal 
RNG45 K313 

0.25 0.012 0.020 225 

6 Carbide Kennemetal 
RNG45 K313 

0.25 0.014 0.020 225 

 
IPR denotes inches per revolution. 
SFM denotes surface feet per minute. 

 
Two forged pancakes were made available that were partially processed in the FAA-funded 
TRMD program.  The surfaces were ground to create the baseline condition.  #1 FBHs were 
drilled into one side of the pancakes, as shown in figure 66.  After making profilometer 
measurements of the ground surfaces, one pancake was sent to P&W for testing and one stayed 
at GE for testing.  Later in the study, the disk that was used at GE was reprocessed at HW for 
another set of measurements using inserts with a worn condition rather than new inserts that 
were used exclusively for the P&W and GE data collections.  UT C-scans were made in the 
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baseline condition with various transducers.  The FBH responses were recorded for later 
comparison to responses that occurred in the machined condition.  Figure 67 shows the C-scan 
for the baseline ground condition for the pancake inspected at P&W. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 66.  Layout of #1 FBHs in the Pancakes 
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Figure 67.  Baseline C-Scans for the P&W Pancake With a 10-MHz Transducer, (a) Gate From 

0.06″ to 0.3″ at #1/2 FBH Setup and (b) Gate From 0.75″ to 1″ at #1 FBH Setup 
(A pre-existing flaw can be seen in (b) near the left of the image.) 

 
The near-surface gate was used to test for broadening or ringdown of the front-surface reflection 
while using the higher gain required for #1/2 FBH sensitivity.  A DAC was applied that added 
12 dB to the region of the first gate (i.e., 0.06″ to 0.3″) while the gain for the region of the 1″ 
deep FBHs was left at #1 FBH sensitivity.  If either ringdown or broadening of the front-surface 
signal occurred, then the background levels could be elevated enough to cause an uninspectable 
condition near the surface.  For tests performed at P&W and HW, waveforms were collected that 
highlighted the potential front-surface reflection effects by collecting waveforms at the #1/2 FBH 
inspection gain.  Figure 68 shows an example of overlaying a premachined waveform with a 
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postmachined waveform, and it is evident that the machining step did not cause broadening.  The 
same effect of no measurable broadening due to machining was observed for all the feed rates 
tested for the 10- and 15-MHz transducers.  As expected, the 5-MHz transducers are not capable 
of 0.06″ near-surface resolution in either ground or machined conditions. 
 

Figure 68.  Overlay of Pre- and Postmachined Waveforms for a 10-MHz Probe 
 
The potential loss of sensitivity due to a rough front surface that scatters the beam was tested by 
measuring amplitudes from the FBHs that were positioned 1″ below the sound entry surface.  
C-scans were produced for each test after machining the surface, and the amplitudes of the FBHs 
were compared to amplitudes ascertained in the as-ground surface condition.  An example of a 
C-scan for the premachined condition is shown in figure 67, and the C-scan for the 
corresponding postmachined condition is shown in figure 69.  After compiling the amplitude 
data from all three tests, which includes new machining inserts as well as worn inserts, it was 
apparent that there was not a measurable signal loss due to the surface condition.  Nearly all of 
the postmachined FBH amplitudes were within 1 dB of the premachined values.  The data are 
included in appendix A. 

After receiving the unexpected result of no detrimental effects from machining with either new 
or worn inserts, a closer look was taken at the profilometer data to see if the intended surface 
conditions were actually achieved.  Figure 70 shows examples of profilometer traces, and it is 
apparent that the desired feed rates were achieved.  The example shows that the peaks in the 
machining finish are at the expected spacing of 0.01″. 
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Figure 69.  Postmachined C-Scans for the P&W Pancake With a 10-MHz Transducer (a) Gate 
From 0.06″ to 0.3″ at #1/2 FBH Setup and (b) Gate From 0.75″ to 1″ at #1 FBH Setup 
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Figure 70.  Profilometer Trace for Region With 0.01″ Pass Feed Rate 
(Vertical scale is magnified with respect to the horizontal scale.) 

 
5.5  CURVATURE ISSUES. 

5.5.1  Noise Model Evaluation for Curved Surfaces. 

Real-world forgings have complex geometries, which can impact inspection sensitivity.  If a 
component being inspected has a curved sound entry surface, the shape of the sonic beam 
injected into the interior is altered compared to a flat entry surface.  For example, a focused 
sound beam may focus deeper or shallower under a curved surface and the focal spot may have 
an elliptical rather than a circular cross section.  Such modifications in the shape of the UT field 
in the metal affect inspections in two basic ways.  First, the sonic pressure field incident upon a 
flaw is altered, changing both the peak flaw amplitude and the shape and size of the defect image 
within a C-scan.  Second, since the cross section of the sonic beam is changed, a different 
collection of metal grains are insonified, thereby altering the backscattered grain noise level.  
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These two phenomena together determine signal-to-noise ratios and, hence, influence defect 
detection probabilities.   
 
Models were developed at ISU to treat the effects of surface curvature on both defect signal 
amplitude [6 and 8] and backscattered grain noise characteristics (see appendix B of reference 1).  
It was deemed important to test the models to determine their suitability as tools for simulating 
forging inspections and aiding in the selection of optimal inspection configurations. 
 
To study curvature effects and to test the models, two sets of blocks were fabricated as part of 
the fundamental studies (DOT/FAA/AR-05/22) of the ETC Phase II program.  The first set, 
known as curvature correction blocks, were made from an ultrasonically neutral material 
(powder Ni alloy (R88DT)) and contained #1 FBHs at a series of depths.  These blocks were 
used to study the effect of surface curvature on defect (FBH) echoes in the near absence of 
backscattered noise.  The second set, known as the noise curvature blocks, were cut from a 
representative Ti-6-4 forging and used to study the effect of surface curvature on backscattered 
grain noise characteristics.  Each set consisted of six blocks, with each block having a different 
concave or convex cylindrical curvature on its upper surface.  Measurements of FBH amplitudes 
(in the curvature correction blocks) and backscattered grain noise properties (in the noise 
curvature blocks) were carried out following typical 10-MHz inspection practices.  The 
measurements and analyses for both sets of blocks are discussed in detail in a companion 
report [1]. 
 
5.5.2  Curvature Corrections for Defect Signal Amplitudes. 

Before specimen blocks were fabricated, the OEM partners were surveyed to determine the range 
of surface curvatures likely to be encountered during inspections of the sonic shapes of current 
and future forgings.  It was determined that convex radii of curvature of 4″ and larger and 
concave radii of 0.75″ and larger were of chief interest.  It was then determined that convex radii 
of 4.0″ and 8.0″ and concave radii of 0.75″, 2.0″, and 8.0 would be reasonable choices for the test 
block curvatures.  These five surface curvatures were subsequently used for both the curvature 
correction and noise curvature blocks.  A sixth block having a flat entry surface was added to 
each set.   
 
Six curvature correction blocks were designed and fabricated from a powder-metallurgy nickel 
(Ni) alloy (R88DT).  This fine-grained alloy was chosen to minimize backscattered UT noise.  
Three of the blocks had concave radii of curvature for the upper surface (0.75″, 2.0″, and 8.0″); 
two had convex radii (4.0″ and 10.0″); and one block had a flat upper surface.  Flat steps were 
machined into the bottom of each block at a sequence of depths ranging from 0.75″ to 2.25″ in 
steps of 0.125″.  A #1 FBH was then drilled into each step from underneath.  In each of the 
completed blocks, the FBH reflectors were located at 13 depths below the top surface, ranging 
from about 0.5″ to 2.0″ in steps of 0.125″.  Designs for two of the blocks are shown in figure 71. 
 
Measurements of FBH amplitudes in the six blocks were then carried out using three different 
transducers.  Two of the transducers were I3 probes (nominally 10 MHz, 3/8″ diameter, 3″ focus 
in water) of the kind typically used for near-zone forging inspections.  These were denoted I3-1 
and I3-2, respectively.  The third transducer, denoted here as F10 (nominally 10 MHz, 1″ 
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diameter, 10″ focus in water), was of the kind typically used for deeper-zone inspections.  Each 
transducer was characterized to determine its effective diameter and geometrical focal length, 
and its efficiency factor for the conversion of electrical energy to sound was also measured.  The 
two I3 transducers were found to have quite different efficiencies:  probe I3-2 was the hotter of 
the two, producing larger FBH echoes for a given input stimulus than I3-1. 
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Figure 71.  Designs for Two of the Curvature Correction Blocks Containing #1 FBHs 
(Not Shown) at a Series of Depths Beneath the Upper Sound-Entry Surface 

 
Two-dimensional, contour-following scans through the upper surfaces of the curvature 
correction blocks were performed to image the FBH reflectors and measure the peak amplitude 
of each reflector.  Measured peak amplitudes were then compared to model predictions.  The 
predicted responses from the FBHs were calculated using the Thompson-Gray measurement 
model with a Gauss-Hermite expansion for the incident sonic beam (5, 6, and 8).  The transducer 
efficiencies factors measured earlier were used as model inputs. 
 
The results for the flat block are shown in figure 72.  There, the vertical axis displays the 
absolute receiver gain (in dB units) needed to bring the peak FBH amplitude to 50% FSH.  Thus, 
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high gain in the figure corresponds to weak FBH echoes.  It was difficult to obtain accurate data 
on the deeper holes using the weaker of the two I3 probes (I3-1) because of the need to operate at 
very high receiver gains, thus boosting electronic noise levels.  For that probe, a second 
measurement trial (denoted as I3-1a in figure 72) was conducted using a higher transmitter gain 
than is customary.  This lessened the receiver gains needed to bring hole amplitudes to 50% FSH 
and improved hole resolution somewhat.  In figure 72, model predictions are shown as solid lines 
having the same color as the plotted points, which represent the measured amplitudes.  Overall, 
the largest discrepancy between the model and experiment in the flat specimen was about 1.5 dB, 
which was viewed this as acceptable accuracy. 
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Figure 72.  Measured and Modeled Responses From #1 FBH Reflectors Under a  
Flat Entry Surface (Model values are shown as solid lines.) 

 
Measured and predicted curvature correction factors are compared for the various curved blocks 
in figure 73.  The curvature correction is defined as the receiver gain that must be added to an 
inspection to compensate for the effect of surface curvature.  The measured value plotted here is 
the gain required to bring an FBH at a given depth beneath a curved surface to 50% FSH minus 
the similar gain required for a hole at the same depth in the flat reference block.  As shown in 
figure 73, the model calculations predicted the trends in the data well.  The largest discrepancy 
between model and experiment was about 2 dB for the cases studied.  The team agreed that the 
model appeared to be sufficiently accurate to be useful as a tool for calculating curvature 
corrections in forging inspections.  Further details of the curvature correction specimens and 
their use are given in reference 1. 
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Figure 73.  Gains (in dB Units) Required to Compensate #1 FBH  
Amplitudes for Surface Curvature 

(Plotted points are measured values and solid curves are model predictions.) 
 
5.3.3  Curvature Corrections for Backscattered Grain Noise. 

As discussed in section 2.2, a limiting factor in the detection of small or subtle internal defects is 
backscattered grain noise, which arises from the scattering of sound by microstructural 
boundaries within the forging.  Six noise curvature blocks were fabricated to investigate the 
manner in which surface curvature affects grain noise levels and to test noise models developed 
at ISU.   
 
To isolate the effect of surface curvature on backscattered noise, a suitable set of specimens is 
necessary.  An ideal set of specimens would have identical, uniform, and homogeneous 
microstructures, with each specimen having a different curvature on one surface.  The specimens 
used here were six blocks, each measuring approximately 1.6″ by 5.9″ by 2″ (axial by radial by 
hoop), cut from the same P&W-supplied Ti-6-4 forging, which was the source of the forging 
flow line coupons discussed in the section 2.2.  The blocks are shown in figure 74, as is the 
approximate location of each block within the axial-radial cross section of the forging.  The 
curvatures on the upper surfaces were the same values used for the Ni alloy curvature correction  
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blocks.  Three of the blocks had concave radii of curvature for the upper surface (0.75″, 2.0″, and 
8.0″); two had convex radii (4.0″ and 10.0″); and one had a flat upper surface.  The five curved 
blocks were machined first, and the flat block was machined from one of the remaining wedge-
shaped scraps at a later date.  The lower surfaces of each specimen were machined flat and had 
several small FBHs drilled into them.  These 1/64″ diameter, 0.10″ deep holes did not play a role 
in the noise measurements, but may be of use as reference reflectors in future studies.  Although 
each block was cut from the same position in the radial-axial plane of the forging, the blocks, 
had different positions in the hoop direction.  Because of the usual noise banding in the hoop 
direction, the microstructures of the six blocks differed somewhat from one to another, 
necessitating corrections for microstructural differences in the later analyses of noise data.   
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Figure 74.  Appearances of the Six Noise Curvature Blocks (Top) and Regions Used for 
Subsequent Grain Noise Measurements (Bottom) 

 
The setup used for backscattered grain noise measurements is shown in figure 75.  
Measurements through the (lower) flat surfaces of the blocks were made to (1) observe the 
variation of noise with radial position within each block, (2) document the effects of 
microstructural differences between blocks, and (3) test noise model predictions for inspections 
through flat surfaces.  All measurements were made using a characterized 10-MHz, 3/8″ 
diameter transducer whose effective focal properties were carefully determined (effective 
diameter = 0.344″; geometric focal length = 3.95″).  Measurements through both the (lower) flat 
and (upper) curved surfaces of the blocks were made for two water paths:  2.4″, which put the 
actual focal spot just under the entry surface, and 1.0″.  For the latter water path, the focal plane 
was located approximately 0.5″ deep in the metal when the entry surface was flat.  For all 
measurements, the probe was scanned over a 3″ by 0.5″ (radial by hoop) region using a step size 
of 0.015″ in each direction.  The noise a-scans acquired at each scan point were stored for off-
line processing.  Each day that noise data were acquired, a reference echo from a #1 FBH in a 
calibration block was also measured.  The reference echo was later used to correct for minor 
differences in measurement system efficiency from one measurement trial to the next.  In 
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addition, the electronic noise level was measured so that it could be properly accounted for when 
noise model predictions were compared with experiment.   
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Figure 75.  Typical Experimental Setups for Backscattered Grain Noise Measurements Through 

the Upper and Lower Surfaces of the Noise Curvature Blocks 
 
The types of grain noise data that were gathered are illustrated in figure 76.  Raw noise A-scans 
were recorded and used to construct both rms noise level curves and gated-peak noise (GPN) C-
scan images.  The rms noise curves provided a convenient way to describe the manner in which 
the observed grain noise varies with depth.  Their calculation from raw A-scan data is described 
in reference 9.  Since no DAC was applied, the rms noise curves tend to peak near the focal zone, 
as is the case in figure 76.  GPN C-scans are commonly used in industrial settings to depict the 
lateral variation of noise.  Figure 76 shows that GPN C-scans were constructed for four time 
gates (or depth zones) having the same center but different durations, as listed.  As the time gate 
is enlarged, there are more opportunities to observe large grain noise amplitudes and the 
measured GPN amplitude consequently tends to rise.  For each GPN C-scan image, the average 
amplitude, peak amplitude, and standard deviation of the amplitudes about the mean were 
computed.  The four inspection gates (G1-G4), whose centers and extents are indicated in figure 
76, were consistently used for all noise measurements through both the flat and curved sides of 
the coupons. 
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Figure 76.  Examples of Noise Data (a) Raw Noise A-Scan at One Transducer Position, 
(b) Measured and Smoothed rms Noise-Versus-Depth Curves, and 

(c) C-Scan Images for Four Depth Zones 
 
Figure 77 shows the manner in which the rms grain noise level was found to depend on depth for 
measurements through each flat surface at the 1.0″ water path.  In the left panel, the absolute rms 
noise level, averaged over the lateral scan positions, is shown for each block after corrections for 
electronic noise and system efficiency variations.  Block-to-block differences in noise levels can 
be seen, which presumably result from variations in the forging microstructure with 
circumferential position.  In the right panel of the figure, the rms noise level predicted using an 
ISU model is compared to the average of the measured rms noise curves for the six coupons.  
The model assumes a uniform microstructure and requires UT velocity, attenuation, and grain 
noise FOM values as inputs.  Initial guesses for the model inputs were obtained by averaging the 
values measured earlier for axial propagation in certain of the forging flow line coupons cut from 
the same forging.  The estimated FOM value was then increased by 10% to bring the predicted 
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rms noise level more into line with the average of the measurements on the six noise curvature 
blocks.  Figure 77 shows good agreement between the model prediction and the average 
experimental result in the central depth region, i.e., away from the influences of the front- and 
back-wall echoes.  Note that the location and width of the focal maximum is well predicted by 
the theory.  Similar levels of agreement between model and experiment were seen for the 2.4″ 
water path. 
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Figure 77.  Comparison of Measured and Predicted rms Grain Noise Levels for Inspections 
Through the Flat Surfaces of the Six Noise Curvature Blocks 

 
Ideally, for noise model testing, a set of six test blocks having identical internal microstructures 
that are uniform in the beam propagation (axial) direction would be preferred.  This was not the 
case, however.  Significant block-to-block differences were seen in the rms noise-versus-depth 
curves measured through the (lower) flat surfaces.  These differences were used to determine 
depth-dependent microstructure difference factors, which were later used to adjust measured 
noise amplitudes.  The determination and use of correction factors are described in detail in 
reference 1.  In brief, if a measurement through the lower (flat) surface of a given coupon found 
the noise amplitude at depth Z to be 10% lower than the average for all coupons, then the noise 
amplitude measured at depth T-Z from the curved side of that coupon was adjusted upward by 
10%, where T denotes the coupon thickness.  The correction process was an attempt to estimate 
the noise amplitudes that would have been measured if the six blocks had identical depth-
independent microstructures and differed only in their surface curvatures. 
 
Various measured grain noise characteristics, corrected for electronic noise and for block-to-
block microstructural differences, were compared to model predictions.  Figure 78 displays 
measured and predicted rms noise-versus-depth curves for each curved specimen.  There, the 
absolute noise level for the inspection through the curved surface was divided by the absolute 
noise level at the same depth for the inspection through the flat specimen.  This dimensionless 
ratio is a direct measure of the influence of surface curvature on the observed noise level.  The 
model calculations indicate that the effect of a concave sound entry surface curvature is to 
shorten the focal depth, thus enhancing the absolute noise level at shallow depths and decreasing 
it deeper in the metal.  The effect of convex curvature is just the opposite.  The same trends are 
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seen for both the 1.0″ and 2.4″ water paths, but the deviations from the flat-surface result are 
greater for the 1.0″ water path.  In figure 78, the manner in which surface curvature and water 
path influence the rms grain noise level is seen to be well predicted by the noise model. 
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Figure 78.  Effect of Surface Curvature on rms Grain-Noise-Versus-Depth Curves 
 
The grain noise model was also used to predict C-scan images for simulated inspections through 
flat and curved surfaces, assuming the same transducers, water paths and time gates used in the 
experimental study.  The observed systematic variation in noise with radial position (as evident 
in figure 76) was taken into account in an empirical way.  (Details can be found in reference 1.)  
Examples of simulated C-scans are shown in figure 79.  For each surface curvature, water path 
choice, and time gate, 1000 such simulated noise C-scans were calculated, and their statistics 
(mean, maximum, and standard deviation) were averaged.  The results were then compared with 
experiment. 
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Exp.   Flat Specimen;   Zone 3: 0.6”-1.2”

Theory   Flat Specimen;   Zone 3: 0.6”-1.2”
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Exp.   Flat Specimen;   Zone 3: 0.6”-1.2”
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(3 Simulated Noise C-scans)

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 79.  Examples of Measured (Top) and Simulated (Bottom) GPN C-Scans 
(These examples are for the inspection of a flat specimen at a 2.4″ water path.) 

 
Examples of such comparisons are shown figure 80.  The upper panels of the figure display 
absolute average GPN amplitudes in % FSH units, the middle panels display the ratio of the 
standard deviation of the amplitudes to the average amplitude for each C-scan, and the lower 
panels display the ratio of the peak amplitude to the average amplitude.  Again, experimental 
values were adjusted to correct for specimen-to-specimen microstructural differences.  These 
adjustments do not alter the values of the experimental ratios shown in the figure, but do affect 
the absolute amplitudes shown in the upper panels. 
 
The average GPN amplitude can be seen in figure 80 to depend significantly on surface 
curvature, tending to be largest for the near-flat curvatures.  For all specimens, regardless of 
curvature, the average GPN amplitude increased steadily as the time gate was enlarged, as 
expected, and the measured increases were close to those predicted by the model.  The measured 
ratios of standard deviation/average GPN and peak/average GPN are seen to be relatively 
constant, showing no clear systematic dependence on surface curvature or water path.  This 
relative constancy is also well-predicted by the model.  In figure 80, the noise model is seen to 
do a good job of predicting absolute GPN mean amplitudes and the manner in which they depend 
on surface curvature and water path.  However, the model tends to slightly underpredict the 
ratios of standard deviation/average GPN and peak/average GPN.  This may be, in part, because 
the model did not consider microstructure variations in the hoop and axial directions within the 
coupons.  However, the extended model, which considered microstructural variations in the 
radial direction, did yield much more accurate predictions of GPN ratios than an older uniform 
microstructure model.  A discussion of this point, and further comparisons of measured and 
predicted grain noise characteristics, can be found in reference 1. 
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Figure 80.  Comparison of Measured (Left) and Predicted (Right) GPN Statistics for  

Noise C-Scans Measured Through the Upper (Curved) Surfaces of the Noise Curvature  
Blocks at 1.0″ Water Path and 57 dB Gain 
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The measurements performed using the curvature correction and noise curvature blocks 
indicated that surface curvature had a strong influence on observed FBH amplitudes and grain 
noise levels.  The results were found to be in generally good agreement with the predictions of 
ISU models.  It was concluded that both the signal model and the grain noise model were 
sufficiently accurate to serve as useful simulation tools for investigating and optimizing forging 
inspections.  For example, the noise model predicts that the pulse-volume rule of thumb 
discussed in section 2 still holds for curved surface inspections.  The curved surface simply acts 
to change the beam profiles within the metal, thus altering the pulse volume at each depth.  
Therefore, to meet the #1/2 FBH sensitivity target for 10-MHz inspections through curved 
surfaces, the beam cross-sectional area must remain smaller than (p/4)(45 mils)2 throughout each 
inspection zone.  One way to achieve such beam cross sections is to use a transducer that is 
appropriate for a flat-surface inspection and then use a reflective mirror placed between the 
transducer and the curved surface.  The mirror, if properly designed, can compensate for the 
beam shape changes that are induced by propagation through the curved surface. 
 
5.6  COMPENSATING MIRRORS. 

The approach to forging surface curvature compensation selected in this study is to insert a 
mirror into the water path having a curvature that predistorts the ultrasound beam in a fashion 
complementary to the distortion caused by refraction at the curved entry surface.  When properly 
designed, the net effect of the mirror is to greatly reduce the distortion to the ultrasound beam 
due to surface curvature.  The use of mirrors to correct for surface curvature is a long-established 
practice in conventional UT inspection.  The challenge in this work is to implement the use of 
mirrors for large aperture, highly focused beams and to operate the mirrors over a large range of 
focal depths. 
 
The configuration of the surface curvature-compensating mirror is depicted in figure 81.  The 
mirror and transducer are positioned so that the ultrasound beam reflects from the mirror at a 45° 
angle.  The mirror has a cylindrical surface geometry.  The mirror and transducer are oriented so 
that the symmetry axis of both the mirror and transducer lie in a radial-axial plane of the forging 
geometry.  The mirror assembly is shown in figure 82. 
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Figure 81.  Configuration of the Surface Curvature-Compensating Mirror 
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Figure 82.  Mirror Fixture 
 
The operating principle of the mirror is depicted in figure 83.  The left drawing depicts a 
transducer focusing to a desired depth upon transmission through a flat entry surface.  The center 
drawing depicts the beam distortion caused by refraction at a convex entry surface, resulting in a 
deeper focus than desired.  The right drawing depicts the function of the mirror, where reflection 
from a concave mirror is indicated by the dashed line midway in the water path.  The concave 
mirror surface applies a prefocus to the beam, causing it to have a shallower focus.  The prefocus 
contributed by the mirror is countered by the divergent refraction at the convex entry surface, 
resulting in an interior focus at the desired depth. 
 
 Flat entry surface Convex entry surface Concave mirror correction

 
 
 
 
 
 
 
 
 

Figure 83.  Concept of Curvature Correction 
 
The mathematical condition the mirror must satisfy to properly compensate for surface curvature 
is shown in figure 84.  In this figure, both the entry surface and mirror are curved in the out-of-
page direction.  This condition is explained using simple ray tracing concepts.  Consider the 45° 
reflection of the symmetry (center) axis of the transducer from the mirror surface, then extending 
into the forging.  This is the line along which the transducer/mirror assembly is designed to 
focus.  A target focus is chosen to be at some depth into the forging, say 2.5″.  Ray tracing is 
used to connect the desired point of focus to points on the face of the transducer.  Using the 
transit time from the point of focus to the center of the transducer as a reference, consider the 
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spatial surface formed by the points on all the rays that have the same travel time as the center 
reference point.  This surface is referred to as a Fermat surface.  Specifically, consider the 
curvature of this Fermat surface in two orthogonal directions, corresponding to the vertical 
direction and the horizontal out-of-page direction shown in figure 84.  The mirror that provides 
proper surface curvature compensation has a cylindrical curvature such that the curvature of the 
Fermat surface in the vertical and out-of-page directions are equal.  A computer program was 
written to determine the mirror curvature satisfying this condition, given transducer-to-mirror 
and mirror-to-surface water path lengths, depth of target focus, and surface curvature.  Using this 
program, mirrors were designed for all the conical entry surfaces contained in the OEM forgings 
used in this study. 
 
 

Vertical direction

Out-of-page direction

Vertical direction

Out-of-page direction

Point source

 
 
 
 
 
 
 
 
 
 
 
Figure 84.  Focusing at Target Depth Requires Wave Front Generated by Point Source at Target 

Depth to Have Equal Wave Front Curvature in Vertical and Out-of-Page Directions 
 
A table was compiled of the radius of curvature of the various conical sections on the disk 
forgings provided by the OEMs.  Mirrors were then designed for each of these radii, assuming a 
3.5″ water path consisting of 1.5″ from transducer to mirror and 2.0″ from mirror to surface.  The 
mirrors were designed using a 2.5″ deep target focal depth.  In analyzing the tabulated data, it 
was determined that it is possible to prescribe a set of six mirrors to cover all radii of curvature.  
The six specified mirror radii, and the surface curvature each is to be used with, are listed in table 
13.  It is noted that the mirror performance degrades gradually as the mirror radius deviates from 
the theoretical optimum value obtained by analysis of Fermat surface curvature.  This fact is 
important for several reasons.  First, the mirror is designed for compensation at a specified focal 
depth, but is to be used over a range of focal depths.  If the mirror operation were highly 
sensitive to the target focal depth, this would not be possible.  This dependence is quantified in 
the following discussion.  Second, the radius of curvature of the conical section varies with 
position.  The radius shown in table 13 represents the radius calculated in the center of the 
conical section.  This value varies over the length of the conical section.  For example, on the 
HW forging, the radius varies from 7.05″ to 10.15″.  The midsection value of 8.6″ is listed in 
table 13.  If the mirror operation was highly sensitive to a slight variation in surface curvature, it 
would not be possible to scan this range with a single mirror.  It is, therefore, evident that using 
the approximate values of mirror radii listed in table 13 is reasonable, if such deviations from 
optimum are significant, the inspection is not going to be practical anyway. 
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Table 13.  Mirror Radii for Curved Surface Inspection 

Surface Surface Radius 
Exact  

Mirror Radius 
Approximate 
Mirror Radius 

SID Disk (GE Forging):    
UP convex 
UL concave 
UJ concave 
UR convex 
UG convex 

15.62 
12.21 

-11.82 
-14.70 
11.33 

-45.47 
-36.28 
28.45 
36.21 

-33.91 

-45.5 
-35.0 
28.7 
36.2 

-35.0 
P&W Disk:    

Concave 
Concave 
Convex 

12.02 
-7.16 
8.95 

28.99 
15.90 

-27.50 

28.7 
15.9 

-27.0 
HW Disk:    

Convex 8.60 -26.55 -27.0 
 

Note: Radii in inches.  Negative numbers indicate concave.   
Mirror radii determined for 3.5″ water path.   
Mirror radii determined for 2.5 ″ deep focus in Ti  
Proposed six mirrors using 3.5 ″ water path 
Concave  -27 Convex 15.9 
Concave -35 Convex 28.7 
Concave -45 Convex 36.2 

 
To illustrate the need to perform surface curvature compensation, a computer model was used to 
predict the beam profiles obtained with and without mirror compensation.  The results are 
presented, which examine images of beam cross sections computed over planar sections 
containing the center axis of the ultrasound beam.  The orientation of these beam cross sections 
is depicted in figure 85.  The radial-circumferential image shows the amplitude distribution as a 
function of propagation depth and position in the circumferential direction.  The radial-axial 
image shows the amplitude distribution as a function of propagation depth and position in the 
axial direction.  In presenting the results, these two images are placed side by side, with the 
radial-circumferential image on the left.  Examining the beam cross sections in this manner 
reveals how the curved surface results in a bicylindrical focus of the beam.  The computation 
provides the point response amplitude for a single-frequency, 10-MHz beam.  The radiating 
aperture diameter and spherical curvature simulated by the phased array transducer are those 
required to provide an F6 focus to the indicated depth when focusing through a flat entry surface.  
The results are first presented for a 12.21″ radius convex entry surface, for which a 35″ radius 
concave mirror is specified to provide surface curvature correction.  The array phasing is 
specified to provide an F6 focus at a depth of 0.5″ when transmitting through a flat entry surface. 
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Figure 85.  (a) Radial-Circumferential Image, (b) Radial-Axial Image, and (c) Side-by-Side 

Display of Radial-Circumferential and Radial-Axial Images 
 
Figure 86 shows the beam cross sections both without (a) and with (b) the surface curvature 
compensating mirror.  Note that the vertical and horizontal scales of these images are 
substantially different.  The horizontal extent of the beam cross section is 0.157″, whereas the 
vertical extent of these images is 3.45″.  It is seen that, at this depth, the surface curvature has a 
minimal impact on the geometry of the ultrasound beam.  The results are next presented for an 
11.82″ radius concave entry surface, for which a 28.7″ radius convex mirror is specified to 
provide surface curvature correction.  The array phasing is specified to provide an F6 focus at a 
depth of 1.4″ when transmitting through a flat entry surface.  Figure 87 shows the beam cross 
sections both without (a) and with (b) the surface curvature compensating mirror.  In this case, 
the beam distortion caused by refraction at the curved entry surface is quite severe.  It is seen that 
the beam is actually focusing at two different depths.  The beam is focused in the radial-axial 
plane at the correct depth of 1.4″.  However, focusing in the radial-circumferential plane is seen 
to be at a substantially shallower depth.  The use of the surface curvature compensating mirror 
seen in figure 87 brings the beam back into proper focus. 
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Figure 86.  Comparison of Transmitted Beam Profiles (a) Without and (b) With Surface 
Curvature Compensation When Focusing at 0.5″ Depth 
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Figure 87.  Comparison of Transmitted Beam Profiles (a) Without and (b) With Surface 
Curvature Compensation When Focusing at 1.4″ Depth 

 
An experimental verification of the focusing behavior predicted in figure 87 was conducted as 
follows.  Data are presented of measurements obtained on a seeded defect located 1.42″ below an 
11.82″ radius concave entry surface.  The seeded defect is a 3/64″ diameter cylindrical synthetic 
hard alpha seed containing 3% nitrogen.  This seeded defect is contained in the synthetic 
inclusion disk (SID), which was manufactured from a GE forging.  C-scans of this defect were 
obtained both with and without the use of a 28.7″ radius convex mirror, as shown in figure 88. 
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Figure 89 compares line profiles through the defects in the circumferential and axial directions.  
These plots show that loss of focus results in a signal loss of 12 dB.  Figure 90 compares the 
corresponding line profiles taken through the theoretically predicted data presented in figure 87.  
The theoretical loss of signal is predicted to be 12.9 dB, indicating a better than 1 dB agreement 
with the experiment.  It is also noted that the aspect ratio of the response widths are comparable. 
The response widths are not directly comparable in these results, since the theoretical prediction 
is for an ideal point scatterer, whereas the experiment is reflecting from a 3/64″ diameter 
reflector, which is an appreciable fraction of the measured response width.  The agreement seen 
in the prediction of signal losses associated with focusing aberration lends confidence to the use 
of the computer simulation for predicting aberration gain corrections. 
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Figure 88.  C-Scans of 3/64″ Diameter Cylindrical Seeds Under Concave Entry Surface  
(a) With and (b) Without Mirror 

 

 
Figure 89.  Line Profiles Through Seed Indications (a) Orientation of Line Profiles, 

(b) Horizontal (Circumferential) Line Profiles With and Without Mirror, and 
(c) Vertical (Axial) Direction With and Without Mirror 
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Figure 90.  Line Profiles Through Model Prediction of Beam Profile (a) Orientation of Line 

Profiles, (b) Horizontal (Circumferential) Line Profiles With and Without Mirror, and 
(c) Vertical (Axial) Direction With and Without Mirror 

 
As previously mentioned, the mirror was designed using a specified target focal depth.  The 
mirror compensated for surface curvature most effectively in the vicinity of this focal depth.  
Because the depth to which the UT beam is focused deviates from this target design depth, the 
performance of the mirror will degrade.  There will be a usable range over which the mirror will 
function, possibly several inches.  Outside this range, adjustments are needed, either in the form 
of a different mirror radius or an adjustment in water path.  Another possibility, is to use the 
angular segmentation of the array transducer to apply circumferential phasing to correct for 
aberrations in mirror performance when operating far from the design focal depth. 
 
A target mirror design focal depth of 2.5″ was selected to provide surface curvature 
compensation from 0.2″ to 3.25″ focal depth.  The focusing aberration due to nonideal mirror 
performance introduced a slight variation in the UT inspection sensitivity.  The deviation from 
ideal performance was quantified using the computer model of beam transmission when using a 
surface curvature compensating mirror.  In this computation, the flaw response was computed as 
a function of depth for transmission through a flat surface and for transmission through a curved 
surface using the designated mirror for that surface curvature.  It was assumed in these 
computations that the beam was always focused on the flaw and that the flaw was an ideal point 
reflector.  The ratio of signal amplitudes was then formed in which the signal amplitude through 
the curved entry surface using the curved mirror was divided by the signal amplitude through the 
flat entry surface when using a flat mirror.  This ratio is presented in figure 91 for the case of 
transmission through a convex surface having a 12.21″ radius of curvature, using a 35″ concave 
mirror and a 3.5″ water path.  It is seen that the ratio varied less than 3 dB over the entire 3.25″ 
range of focus, indicating that the effect of mirror aberration was not extremely significant.  To 
compensate for variation in response amplitude due to the nonideal mirror performance, a small 
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gain adjustment was applied to each zone as indicated by this curve.  A second example is 
presented in figure 92 for a concave entry surface having a 11.82″ radius of curvature, using a 
28.7″ radius convex mirror and a 3.5″ water path.  Again, it is seen that signal amplitude 
variation due to nonideal mirror performance was less than 3 dB over the 3.25″ range of focus.  
As with the previous example, small gain adjustments were applied to each zone of the 
inspection to account for this deviation in inspection sensitivity due to mirror aberration, 
according to the curve of figure 92. 
 

inch 
dB

 

 
Figure 91.  Point Scatterer Response Ratio for Curved Entry Surface and Flat Entry Surface 
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Figure 92.  Point Scatterer Response Ratio for Curved Entry Surface and Flat Entry Surface 

 
Note that in figure 91, the maximum response ratio at 2″ is less than 1, whereas in figure 92, it is 
greater than 1.  This can be attributed to the predistortion of the beam provided by the mirror.  In 
figure 91, the concave mirror increases the focus of the beam, thereby decreasing the beam 
footprint on the forging surface.  The convex forging surface diverges the beam, in effect 
removing the focusing effect of the mirror.  However, the beam footprint on the surface remains 
reduced, resulting in a slight decrease in the degree of focus (a slight increase in F number), 
which results in a corresponding slight reduction in signal amplitude when compared to the flat 
surface signal, as shown in figure 91.  Conversely, the convex mirror defocuses the beam, 
resulting in an increase in the beam footprint on the forging surface, as shown in figure 92.  The 
concave forging surface refocuses the beam so that it focuses to the proper depth, but the beam 
footprint remains enlarged, resulting in a slight increase in the degree of focus (a slight decrease 
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in F number).  This results in a corresponding slight increase in signal amplitude when compared 
to the flat surface signal, as shown in figure 92. 
 
Note in figures 91 and 92, the signal amplitude begins to drop rapidly for focal depths 
approaching 3.25″.  As previously mentioned, inspections at depths greater than 2.5″ require 
multiple shot data acquisitions, with focused responses obtained in postprocessing summation of 
waveforms.  It is conceivable that compensation for mirror aberrations could be incorporated into 
this postprocessing software.  This procedure would use the angular segmentation of the array 
rings to apply circumferential phasing to correct for aberrations in mirror performance.  Such a 
capability was not implemented in the work reported here.  However, it is identified as a task to 
be performed in complementary graduate student work to be performed in the near timeframe.  
The approach to inspecting at the deeper focus reported here uses a different mirror/water path 
combination, having a target design depth near 3″. 
 
As previously mentioned, an alternative approach to surface curvature compensation would be to 
predistort the beam using time delays applied to elements in a phased array transducer.  Although 
theoretically possible, this approach would call for far more array elements than can be 
controlled by the Tomoscan FOCUS unit.  It is appropriate therefore, to emphasize that, even the 
far less challenging task of correcting for mirror aberrations in a single shot data acquisition 
requires more capability than the current instrumentation provides.  Attempting to fully 
compensate for beam distortions due to refraction at curved entry surfaces using array phasing 
alone is clearly outside the capabilities of current phased array instrumentation, given the design 
constraints used here. 
 
An experimental verification of the mirror performance was conducted using a set of curved 
entry test specimens manufactured by HW.  Eleven curved entry specimens were studied having 
#1/2 FBHs located at depths ranging from 0.2″ to 2.5″, in increments of 0.2″ and 0.25″.  The six 
specimens having FBHs at depths from 0.2″ to 1.35″ have a 9.08″ convex radius of curvature.  
The five specimens having FBHs at depths from 1.6″ to 2.5″ have a 7.78″ convex radius of 
curvature.  C-scan images of the FBHs were obtained using the 27″ concave mirror.  Focal laws 
were prescribed to focus on the FBH in each test block with an F6 type focus, and gains were 
adjusted to bring the FBH to 80% FSH.  Results of these C-scans are presented in figure 93.  It is 
evident that the FBHs are robustly detected using the mirror.  A comparison was made with the 
signal response obtained from #1/2 FBHs in corresponding flat entry specimens manufactured by 
HW.  Five specimens were available containing FBHs at depths within the 0.2″ to 2.5″ range.  
The gains required to bring the FBH signal to 80% FSH were noted in each of the five blocks.  A 
plot is presented in figure 94 comparing the gains applied for the flat entry specimens and for the 
curved entry specimens using the mirror.  It is seen that slightly more gain is generally called for 
when using the mirror with the curved entry surface.  A calibration curve similar to those shown 
in figures 91 and 92 can be constructed from these experimental data by subtracting the curved 
entry gain from the flat entry gain at each FBH depth.  Because FBHs were not available in the 
flat entry specimens for the specific depths found in the curved entry specimens, the discrete data 
points were fitted by polynomials as shown, and subtraction was carried out between the fitted 
polynomials.  The result of this subtraction is shown in figure 95.  Also shown in figure 95 is the 
theoretical calibration curve calculated for the 9.08″ radius of curvature found on the curved 
entry specimens containing FBHs from 0.2″ to 1.35″ in depth.  Both curves show a similar trend, 
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and both predict a maximum difference in gain of about 4 dB.  The detailed shapes of the curves 
are somewhat different, particularly at the extremes.  A meaningful examination of the 
comparison on a more detailed level would properly require more data points collected on flat 
entry specimens, thereby requiring fabrication of additional HW flat entry FBH specimens. 
 

 1.6 inch deep 1.8 inch deep 2.05 inch deep  

 0.9 inch deep  1.15 inch deep  1.35 inch deep 

 0.2 inch deep  0.45 inch deep 0.7 inch deep 

 2.25 inch deep 2.5 inch deep 

 
Figure 93.  C-Scans of #1/2 FBHs in HW Curved Entry Specimens 
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Figure 94.  Comparison of Gains for 80% FSH in Flat and Curved HW Specimens 
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Figure 95.  Difference in Gain Between Flat and Curved Entry HW Specimens 
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6.  DEMONSTRATION OF #1/2 FBH SENSITIVITY. 

Having determined the beam properties required for #1/2 FBH sensitivity and having built the 
necessary phased array transducer, demonstration of the inspection capability was performed 
with various samples.  Coupons were made from two different forgings and #1/2 FBHs were 
drilled that allowed a direct test of achieving the target sensitivity in forged material.  Also, the 
disk that was produced in report DOT/FAA/AR-05/22 with SID was used for testing scanning 
motion and the resulting inspection sensitivity.  The SID provided reflectors under various 
surfaces, both flat and conical.  These reflectors were intentionally placed in both high- and low-
noise regions.  Between the coupons and the SID, three different forging were used with 
reflectors to test whether or not sensitivity was achieved.  In addition to forged materials that 
contain reflectors, each OEM provided forgings to test scanning in the #1/2 sensitivity setup.  
Such a test, even when reflectors are not present, is a test of scanning capability to see if the high 
sensitivity setup produces too much grain noise amplification to allow inspection.  The results of 
inspection of the materials with reflectors and the disks without reflectors are presented in this 
section of the report. 
 
6.1  ULTRASONIC MEASUREMENTS OF #1/2 FBH FORGING COUPONS AND 
DESCRIPTION OF COUPONS. 

In addition to powder Ti blocks with #1 FBHs that were intended to be made for inspection 
calibration, a decision was made to cut blocks in which to drill #1/2 FBHs from actual Ti-6-4 
forgings.  The original purpose of the blocks was to demonstrate that #1/2 FBH sensitivity had 
been achieved in Ti forging inspection.  When it was observed that the powder Ti blocks 
exhibited unacceptably high attenuation levels, the blocks cut from the forgings were adopted for 
use as calibration standards as well. 
 
A P&W scrap forging was identified for the fabrication of FBH coupons.  This forging happened 
to be of the same shape as the P&W forging identified for the inspection demonstration.  The 
blocks were all cut from similar radial locations of the P&W forging, as shown in figure 96.  
Prior to cutting, the forging was ultrasonically inspected.  The noise C-scans revealed that the 
UT properties did not vary much in circumferential direction.  Thus, the block location was 
selected along a circumference.  The depths of the holes correspond to the center and end points 
of the proposed fixed-focus inspection scheme with a 0.45″ zone size.  The hole depths are listed 
in table 14.  These depths are consistent with the depth of holes in the powder Ti calibration 
blocks made by GE.  The face of each block containing a hole measures 2″ by 2″.  Located at the 
center of this face is a #1/2 FBH that is 0.080″ deep.  The total number of blocks made was 13, 
as shown in figure 97.  The deepest hole was at 2.7″, corresponding to the maximum thickness of 
the P&W forging. 
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Figure 96.  (a) Locations of FBH Blocks in the P&W Forging and (b) 0.080″ Holes are Placed at 

the Center of a 2″ by 2″ Face of Each Block 
 

Table 14.  Height of P&W TI-6-4 Blocks With #1/2 FBHs (0.080″ depth) 

2″ by 2″ Block Height 

Block No. 
Block Height 

(in.) 
Block Depth 

(in.) 
1 0.155 0.075 

2 0.280 0.200 
3 0.530 0.450 
4 0.780 0.700 
5 0.980 0.900 
6 1.230 1.150 
7 1.430 1.350 
8 1.680 1.600 
9 1.880 1.800 
10 2.130 2.050 
11 2.330 2.250 
12 2.580 2.500 
13 2.780 2.700 

 
All holes are drilled 0.080″ deep 

 

1 131 13

 
 
 
 
 
 

Figure 97.  The 13 P&W Ti-6-4 Blocks With #1/2 FBHs 
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HW prepared a set of coupons with #1/2 FBH drilled in them to be used in technique calibration 
and validation, as shown in figures 98, 99, and 100.  The coupons were mainly used to test the 
inspection sensitivity as part of the laboratory demonstration conducted in September 2004 at 
ISU.  The scrap HW forging disk that was used as the material for those coupons was scanned at 
HW to evaluate the grain noise and see if it was typical of a Ti-6Al-4V product.  The grain noise 
was fairly uniform in the circumferential direction for this part and the blocks were cut out in 
such a way that the holes would be drilled in the highest noise areas, as provided by the C-scans. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 98.  Three-Dimensional View of the Selected HW Ti-6AL-4V Fan Disk Forging Showing 

the Layout of the Coupons Based on Material Noise Seen During Preliminary Scans 
 

 
 

Figure 99.  The 2″ by 2″ Coupon Sizing Depth Chart for HW Disk 
(Top view of coupon locations.) 
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Figure 100.  Three-Dimensional View Showing the Layout of Ti-6AL-4V Forging Coupons 
From the Conical Surface of the HW Forging Disk 

 
Ten coupons were produced from the flat surface of the HW forging disk with a 2″ by 2″ surface 
area and various metal distances to the tip of a #1/2 FBH that was drilled to a depth of about 80 
mils at the center of each coupon.  Figure 98 shows a three-dimensional view of the selected Ti-
6Al-4V fan disk forging showing the ten coupons that were distributed throughout the disk based 
on material noise.  Figure 99 shows a two-dimensional layout of the coupons with a listing of the 
metal path associated with each coupon.  These coupons span the nine different zones called for 
in the inspection scenario under consideration, with one #1/2 FBH at the beginning and end of 
each zone, except for zone 1, where a #1/2 FBH is only at the end of the zone, and zone 9, where 
an extra #1/2 FBH is at the center of the zone.  The #1/2 FBHs in these coupons were drilled by 
National Jet Company, Inc., Lavale, Maryland.  The coupon set also included three coupons cut 
from the conical surface of the HW forging disk.  These coupons had #1/2 FBHs drilled into 
them to a depth of 80 mils and were meant to provide a sampling of a different microstructure 
through a curved entry surface.  Figure 100 shows the layout of these coupons.  Again, these 
three coupons are 2″ by 2″ in surface area with approximately 1.3125″ (end of zone 3), 1.75″ 
(end of zone 4), and 3.5″ (end of zone 8) metal distance, respectively, to the tip of the #1/2 
FBHs.  The three coupons were cut at approximately a 30o angle to the flat-entry surface of the 
disk as shown in figure 100.  The full set of coupons was made available to ISU and was used in 
the calibration for the scanning of the HW forging disk provided to the program and in the 
laboratory demonstration. 
 
The P&W forging coupons were used to establish phased array focusing delays for performing 
the zoned inspection established in the section 2.4.  This coupon set was used because it 
contained FBHs at the near end, center, and far end of each inspection zone.  The time delays on 
the phased array transducer were specified to focus the transducer as a spherical radiator, based 
on the nominal specification of the transducer geometry.  As discussed in section 4.2, the focused 
beam widths observed using this approach were within the 36-mil specification required for an 
F6 focus.  Using this approach, two parameters control the phasing of the transducer:  the 
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spherical radius of the wave front and the number of rings used to form the beam.  The number 
of rings used in focusing is determined by requiring an F6 focus or better, i.e., the spherical 
radius of the wave front divided by the diameter of outermost ring employed must equal 6 or 
less.  The spherical radius of the wave front used in each zone was determined as that which 
maximized the signal from the mid-zone FBH.  These parameters were tabulated for six 
inspection zones covering 2.7″ in depth.  No FBH coupons suitable for an F6 focus were 
available for testing beyond this depth. 
 
The next step in setting up the zoned inspection was to determine the DAC that was needed to 
provide a uniform flaw response throughout the zone depth.  The DAC was derived by recording 
the signal amplitudes of the near-end, center, and far-end FBHs in each zone, then applying a 
time-dependent gain adjustment that will result in all three FBHs displaying the same voltage 
amplitude on an oscilloscope.  Gain adjustments between the three FBH arrival times were 
prescribed by linear interpolation.  Relative amplitudes of the near-end, center, and far-end (prior 
to DAC being applied) FBHs are listed in table 15 for zones 1 through 6. 
 
The objective of the overall inspection development is to inspect forgings with a signal gain 
sensitivity sufficient to detect a #1/2 FBH so that the material noise present in the inspection is 
3 dB below the signal amplitude produced by the FBH.  Using the phased array zoned focusing 
established using the P&W forging coupons, C-scans were performed on the coupon forging 
material to determine if this condition was met.  In performing this test, the thickest P&W 
coupon, having a back-wall depth of 2.78″, was used to collect noise data.  This choice was made 
to avoid the interference of back-wall reflection signals with material noise signals.  Time gating 
was established for each inspection zone sufficient to cover signals lying between, and including, 
the near-end and far-end FBHs.  A time gate length of 4.56 μsec was determined appropriate.  
Noise signals were recorded for each zone, with data collected on a 100 by 100 rectangular grid 
with a 5-mil scan resolution.  In each zone, noise data were recorded with the same gain used to 
determine the signal strength of the center-zone FBH.  The experiment recorded radio frequency 
(RF) waveforms at each scan position using a 100-MHz sampling frequency.  Postprocessing 
was then performed that applied DAC to the recorded waveforms, and then formed a peak-to-
peak C-scan representing the maximum signal amplitude over the entire gate length. 
 

Table 15.  Relative Amplitudes of Near, Center, and Far Zone FBHs Used in DAC Formation 

Zone Near Center Far 
1 
2 
3 
4 
5 
6 

136 
44 
44 
48 
46 
67 

169 
194 
192 
176 
183 
208 

64 
108 
66 
45 
100 
107 

 
The application of the DAC has the effect of enhancing the noise near the zone ends.  To 
illustrate this effect, rectified noise signals from zone 4 were summed over all scan positions, 
both without and with DAC applied.  The result of this summation is shown in figure 101.  
Without the DAC, noise levels are comparatively uniform, with a maximum noise amplitude 
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seen near the zone center.  What is not evident from examining the noise alone, however, is the 
substantial reduction in flaw sensitivity at the ends of the zone due to the lesser degree of focus.  
When DAC is applied to yield a uniform flaw sensitivity, the increased gain at the zone ends 
significantly enhances the noise signal levels.  Since the C-scan presents the maximum signal 
detected within the time gate, the material noise seen in the C-scan image is dominated by 
material noise detected at the zone ends. 
 
 

With DAC

no DAC

With DAC

no DAC

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 101.  Sum of Rectified Noise Signals Over a 100 by 100 Scan Using Zone 4 Focus 
 
C-scans of material noise in zone 4, obtained without and with DAC applied, are presented in 
figure 102.  The color scale in these images is prescribed so that the center zone #1/2 FBH would 
be displayed at the maximum amplitude, i.e., as red.  The apparent increase in material noise 
resulting from the enhanced gain at the zone ends is evident when DAC is applied.  The targeted 
#1/2 FBH detection sensitivity requires that all noise signals be 3 dB or more below the #1/2 
FBH signal level.  It is evident in the results that this goal is easily being met, even with the DAC 
applied, since reflections that are 3 dB below the target amplitude would show as green/yellow 
pixels.  This result indicates a robust success in meeting the program goal, at least for the sample 
forging material examined in these results. 
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 (a) (b) 
 

Figure 102.  C-Scans of Zone 4 Material Noise (a) Without and (b) With DAC 
(Scan covers 0.5″ by 0.5″, and the gain is set for full-scale response (red) of a #1/2 FBH.) 

 
To verify that the zoned inspection with DAC will truly detect #1/2 FBHs throughout the zone 
with uniform amplitude, data were collected on all the P&W #1/2 FBH coupons using the same 
inspection setup employed in collecting the zoned material noise scans.  An example of C-scans 
on the coupons containing the near-end, center, and far-end FBHs are presented in figure 103.  In 
forming these images, it was necessary to exclude the back wall reflection, which follows the 
FBH signal by time gating.  It is evident that all three FBHs are detected with nearly uniform 
sensitivity.  It also appears that the material noise surrounding the FBHs is enhanced in the near-
end and far-end scans.  A cautionary word is appropriate, however, due to an additional source of 
noise in the scan related to the back wall reflection. 
 
 

FBH depth = 1.35” FBH depth = 1.6” FBH depth = 1.8” 
 
 
 
 
 
 
 
 
 
 
 

Figure 103.  C-Scans of Near, Center, and Far #1/2 FBHs in P&W 
Calibration Specimens 

 
It was discovered in the course of this work that the signal reflected from the back wall is more 
extended in time than was initially realized and that the initiation of the back-wall signal may 
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actually occur prior to the FBH signal.  The phenomena contributing to this extended back wall 
response are depicted in figure 104.  The ray path producing the detected FBH signal is 
identified by points a-d-e-f-g.  The neighboring ray path, a-d-h-f-g produces the dominant back-
wall signal.  This second path is slightly longer than the first, indicating that the FBH signal 
should precede the dominant back-wall signal.  Indeed, a very large back-wall signal is received 
following the FBH signal.  However, the interaction between the incident pulse and the back 
wall actually begins at a time corresponding to the ray path a-b-c-b-a.  This is the path traversed 
by signals diffracted by the edge of the transducer, which propagates and reflects from the back 
wall at a perpendicular orientation.  This signal is referred to as the edge-diffracted precursor and 
is a well-known phenomenon in conventional focused UT transducers.  When considering large 
highly focused apertures, such as those being used here, the ray path, a-b-c-b-a, can be shorter 
than a-d-e-f-g; hence, the edge-diffracted signal can arrive prior to the FBH signal. 
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Figure 104.  Geometry Depicting the Origins of Back-Wall Reflection Signals 
 
An additional problem is encountered when working with phased array transducers, in that each 
ring of the annular array will be producing edge-diffracted precursors.  Hence an extended 
interval of elevated noise signals due to the reception of edge-diffracted back wall reflections is 
to be expected, beginning with the signal diffracted by the outermost ring.  The strength of the 
edge-diffracted signals depends on the planarity of the front and back wall surfaces and the 
parallelism of the transducer edge, front, and back wall surfaces.  If exactly aligned, these early 
edge-diffracted signals can have amplitudes comparable to the FBH signals. 
 
The potential contribution of back-wall edge-diffracted signals does not allow the noise 
surrounding the FBH signals in figure 103 to be interpreted as material noise.  The actual source 
of the apparent noise is probably a combination of material noise and edge-diffracted back-wall 
signals.  To form a complete picture of the uniformity of sensitivity over the inspection zone, 
coupled with a true indication of relative material noise levels, a composite image is formed in 
which the FBH responses from the near-end, center, and far-end FBHs are cut from the images 
of figure 103 and pasted into the DAC material noise image of figure 102(b).  Such a composite 
image is shown for zone 4 in figure 105.  This image allows one to see the relative sensitivity to 
the differing depth FBHs and the relative level of signal to noise. 
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Figure 105.  Composite C-Scan Image of Zone 4 in P&W Forging Coupon 
(FBH Indications are for the near-end (left), center (middle), and far-end (right) zone positions.  

Material noise is presented with DAC applied.) 
 
The procedure applied to zone 4 was likewise applied to zones 1, 2, 3, 5, and 6.  Composite 
images for these zones are shown in figure 106.  In each case, a uniform FBH response is seen 
over the inspection zone, and in all cases, the maximum noise level is well below the required 
3 dB margin.  Two results are presented for zone 1 that illustrate the significance of the near-
surface resolution and front surface ringdown.  Because the discrete phase jumps over the 
surface of a phased array transducer, signals reflected from planar surfaces display extended time 
signals, particularly when the beam is not focused on the reflecting planar surface.  The concepts 
underlying this phenomenon were previously discussed in connection with figure 104, in 
reference to extended time responses associated with back-wall reflections.  The extended time 
response contaminates much of zone 1 in the form of an extended front surface ringdown.  A 
waveform obtained at the zone 1 scanning position in figure 106 is shown in figure 107.  The 
first half of the waveform is dominated by a large low-frequency component lingering from the 
front surface reflection.  It is this signal that produces the uniformly high-noise background seen 
in the zone 1 result of figure 106(a).  This result constructed the C-scan using the entire 
waveform, as displayed in figure 107.  The zone 1 C-scan in figure 106(b) was formed by using 
only the latter half of the waveform, thereby excluding most of the front surface ringdown signal.  
The results that follow will represent half-gate results for zone 1, since there is little utility in the 
full-gate zone 1 C-scans when they are severely contaminated by the front surface ringdown.  At 
the stage of production implementation, the issue of near-surface resolution will be handled by 
using a separate transducer to inspect the initial portion of zone 1. 
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(a) (b) (c)

(d) (e) (f)

 
Figure 106.  Composite C-Scans for (a) Zone 1 Full Gate, (b) Zone 1 Half Gate, (c) Zone 2,  

(d) Zone 3, (e) Zone 5, and (f) Zone 6 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 107.  Zone 1 Full Gate Waveform Showing Severe Contamination by  
Front Surface Ringdown 

 
The #1/2 FBH forging coupons fabricated by HW contained an FBH in each of the six inspection 
zones.  Data were collected on these specimens using the zoning scheme and DAC parameters 
applied to the P&W specimens.  The sole difference in the experimental setup was a gain 
adjustment to account for an apparent greater attenuation in the HW specimens.  In general, a 10 
to 12 dB additional gain was required to bring the HW FBH signals up to levels comparable to 
the P&W FBH signals.  It is important to emphasize that the same amount of additional gain was 
applied to both the scans for collecting FBH responses and the scans for collecting material noise 
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signals.  Material noise signals were collected from a 4″ thick HW forging coupon to ensure no 
back-wall signal contamination of the material noise signals.  Composite images of the HW 
C-scans are presented in figure 108.  The zone 1 result used the latter half of the zone 1 time gate 
to reduce contamination by front surface ringdown noise.  It is evident that a greater than 3 dB 
signal-to-noise is being obtained in all results.  Obviously, the uniformity of FBH signal response 
throughout the zone cannot be assessed in these results, since there is only one FBH per zone. 
 

(f) 

(a) (b) (c) 

(e)(d) 
 

Figure 108.  Composite C-Scans of HW Forging Coupons 
 
6.2  DESCRIPTION OF SYNTHETIC INCLUSION DISK. 

The SID was fabricated to assess inspection capabilities on a part that was representative of 
current industrial needs.  To this end, a disk forging provided by GE was sliced on a plane 
perpendicular to its rotational axis of symmetry, embedded with hard alpha seeds, the disk pieces 
electron beam welded together on their periphery, and HIPped.  Synthetic hard alpha seeds were 
machined from nitrogen-rich Ti having 3 and 17 wt% nitrogen.  These values were selected as 
representing concentrations typically observed in the halo and core regions of naturally occurring 
hard alpha inclusions.  The seeds were fabricated as 3/64″ and 5/64″ diameter cylinders.  It was 
determined that the weakest reflecting of these seeds, those of 3/64″ diameter 3% Ni, should 
reflect very nearly in strength to a #1/2 FBH in the focused inspection developed in this study.  
In addition to the seeds, 1/64″, 3/64″, and 5/64″ diameter FBHs were machined into the disk so 
the reflections from the seeds could be quantitatively compared.  The position of the seeds and 
FBHs are shown in figure 109.  The final machined shape of the disk and numbering scheme are 
shown in figure 110. 
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Figure 109.  Layout of Synthetic Hard Alpha Seeds in the SID 
 

(a)

(b)  
 

Figure 110.  (a) First GE Forging SID and (b) Drawing of the SID 
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The measurements reported here compare the reflectivity of the seeds to the FBHs contained in 
the SID.  The measurements used the engineered F6 focus zoned inspection, described in 
section 4.1, as implemented with the phased array system.  Specific attention was given to the 
strength of reflection from the 3/64″ diameter 3% Ni seeds to establish their equivalency in 
reflectivity to that of a #1/2 FBH. 
 
Measurements are first presented for seeds and FBHs below section UM as shown in figure 110.  
These reflectors are positioned at depths ranging from 0.7″ to 0.83″, which falls within zone 2 of 
the zoned inspection.  A zone 2 C-scan of this section is presented in figure 111, in which the 
seeds and FBHs are identified by number according to table 16.  It is seen that all the seeds and 
FBHs were detected, with most indications exceeding 100% FSH.  Measurements are presented 
here in which the signals from these seeds are manually peaked up one by one, and gains, to 
bring the indications to 80% FSH, are recorded.  The recorded gains are tabulated for section 
UM in table 17. 
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3940

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 111.  C-Scan of SID Section UM 
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Table 16.  Summary Seed Location, Size, Orientation, and Composition 

Target 

Radial 
Location 

(UM+Bore) 
Seed ID 

(z#_sz_nse_wt 

Drill 
Location 

r″:Θ° CW  

Scan 
Location 

r″:Θ° CW  Size 
Low 
Noise 

High 
Noise 

Wt% 
seed 

1 UH UH1_3L3 10-1/2:12 10-1/2:12 #3 (3/64″) x  3 
2 UH UH2_3L17 10-1/2:20 10-1/2:20 #3 (3/64″) x  17 
3 UH UH3_3H3 10-3/8:110 10-3/8:110 #3 (3/64″)  x 3 
4 UH UH4_3H17 10-3/8:118 10-3/8:118 #3 (3/64″)  x 17 
5 UH UH5_5H3 10-7/16:132 10-7/16:132 #5 (5/64″)  x 3 
6 UH UH6_5H17 10-7/16:139 10-7/16:139 #5 (5/64″)  x 17 
7 UH UH7_5L3 10-7/16:244 10-7/16:244 #5 (5/64″) x  3 
8 UH UH8_5L17 10-7/16:251 10-7/16:251 #5 (5/64″) x  17 
9 UJ UJ1_3L3 10.217:25 9.0:25 #3 (3/64″) x  3 
10 UJ UJ2_3L17 10.217:34.5 9.0:34.5 #3 (3/64″) x  17 
11 UR UJ3_3H3 10.069:76 9.0:76 #3 (3/64″)  x 3 
12 UR UJ4_3H17 10.069:83 9.0:83 #3 (3/64″)  x 17 
13 UJ UJ5_5H3 10.217:220 9.0:220 #5 (5/64″)  x 3 
14 UJ UJ6_5H17 10.217:230 9.0:230 #5 (5/64″)  x 17 
15 UR UJ7_5L3 10.069:292 9.0:292 #5 (5/64″) x  3 
16 UR UJ8_5L17 10.069:305 9.0:305 #5 (5/64″) x  17 
17 UK UK1_33L3 7-5/8:53.5 7-5/8:53.5 #3 (3/64″) x  3 
18 UK UK2_3L17 7-3/4:64 7-3/4:64 #3 (3/64″) x  17 
19 UK UK3_3H3 7-5/8:139 7-5/8:139 #3 (3/64″)  x 3 
20 UK UK4_3H17 7-5/8:147 7-5/8:147 #3 (3/64″)  x 17 
21 UK UK5_5L3 7-5/16:248 7-5/16:248 #5 (5/64″) x  3 
22 UK UK6_5L17 7-3/4:264 7-3/4:264 #5 (5/64″) x  17 
23 UK UK7_5H3 7-3/16:336 7-3/16:336 #5 (5/64″)  x 3 
24 UK UK8_5H17 7.0:346 7.0:346 #5 (5/64″)  x 17 
25 UL UL1_3L3 5.712:5 6.0:5 #3 (3/64″) x  3 
26 UL UL2_3L17 5.712:14.5 6.0:14.5 #3 (3/64″) x  17 
27 UP UL3_3H3 5.697:53 6.0:53 #3 (3/64″)  x 3 
28 UP UL4_3H17 5.697:74 6.0:74 #3 (3/64″)  x 17 
29 UL UL5_5H3 5.712:113 6.0:113 #5 (5/64″)  x 3 
30 UL UL6_5H17 5.712:126 6.0:126 #5 (5/64″)  x 17 
31 UP UL7_5L3 5.697:178 6.0:178 #5 (5/64″) x  3 
32 UP UL8_5L17 5.697:182 6.0:182 #5 (5/64″) x  17 
33 UM UM1_3H3 4-13/16:58 4-13/16:58 #3 (3/64″)  x 3 
34 UM UM2_3H17 4-13/16:78 4-13/16:78 #3 (3/64″)  x 17 
35 UM UM3_3L3 5-5/16:101 5/16:101 #3 (3/64″) x  3 
36 UM UM4_3L17 5-1/4:118 5-1/4:118 #3 (3/64″) x  17 
37 UM UM5_5L3 5-5/16:196 5-5/16:196 #5 (5/64″) x  3 
38 UM UM6_5L17 5-5/16:216 5-5/16:216 #5 (5/64″) x  17 
39 UM UM7_5H3 4-13/16:240 4-13/16:240 #5 (5/64″)  x 3 
40 UM UM8_5H17 4-13/16:258 4-13/16:258 #5 (5/64″)  x 17 
 
Note:  Two seeds at each location, each the same size (#3 or #5), but of different wt. % (e.g., #5-3%, #5-17% 
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The weakest reflecting seeds, 33 and 35 (3% Ni, 3/64″ diameter), were intended to produce 
signals comparable in amplitude to a #1/2 FBH and, hence, represent an indicator of success in 
achieving the program’s targeted detection sensitivity.  The most straightforward verification that 
the seeds display the intended reflectivity would be to drill #1/2 FBHs into the disk alongside the 
seeds.  It was not technically feasible to drill so small a hole at the depths required in this 
forging, so a second option was implemented, in which the seed signal amplitudes were 
compared to signals from neighboring #1 FBHs.  It was established that, for the center 
frequency, bandwidth, and focal geometry of the ultrasound used here, there is a 10.5 dB 
difference in signal amplitude between a #1/2 and #1 FBH.  Based on the recorded #1 FBH 
signal amplitudes, a determination was made of the expected gain to be applied to a #1/2 FBH to 
bring it to 80% FSH.  This determination accounted for variation in signal amplitude with depth 
position within the inspection zone.  The variation with depth position was calculated by linearly 
interpolating the signal amplitudes of bracketing #1/2 FBHs in the forging coupons used to 
calibrate the inspection zone.  The values of expected gain were calculated assuming a #1/2 FBH 
depth of 0.82″, corresponding to depth of seeds 33 and 25.  These expected gains are listed for 
the #1 FBHs in column 7 of table 17. 
 

Table 17.  Measurements of Reflectors in SID Section UM 

Reflector 
ID Type Size (in.) % wt Ni 

Depth 
(in.) 80% Gain

#1/2 Gain 
UM 

#1/2 Gain 
UL 

#1/2 Gain 
UP 

C9 
C10 
C11 
C12 
B3 
A3 
33 
34 
35 
36 
37 
38 
39 
40 

FBH 
FBH 
FBH 
FBH 
FBH 
FBH 
Seed 
Seed 
Seed 
Seed 
Seed 
Seed 
Seed 
Seed 

1/64 
1/64 
1/64 
1/64 
3/64 
5/64 
3/64 
3/64 
3/64 
3/64 
5/64 
5/64 
5/64 
5/64 

- 
- 
- 
- 
- 
- 
3 

17 
3 

17 
3 

17 
3 

17 

0.739 
0.730 
0.734 
0.735 
0.744 
0.716 
0.827 
0.820 
0.829 
0.822 
0.781 
0.781 
0.789 
0.792 

20.4 
21.6 
20.7 
21.0 

8.3 
4.7 

33.2 
23.8 
32.9 
24.4 
30.9 
19.5 
30.4 
19.9 

34.8 
36.7 
35.5 
35.7 

- 
- 
- 
- 
- 
- 
- 
- 
- 
- 

38.2 
37.9 
39.1 
37.3 

- 
- 
- 
- 
- 
- 
- 
- 
- 
- 

37.6 
37.4 
38.5 
36.7 

- 
- 
- 
- 
- 
- 
- 
- 
- 
- 

 
Note:  Listed depth was measured ultrasonically.  Columns 7, 8, and 9 lists computed gain to bring a #1/2 FBH to 
80% FSH at depths of 0.82″, 0.52″, and 0.71″, respectively. 
 
The mean value of the indicated gains is 35.7 dB.  Table 17 shows that seeds 33 and 35 required 
gains of 33.2 and 32.9 dB to bring them to 80% FSH.  According to this comparison, the seeds 
are reflecting approximately 2 dB stronger than intended.  A second comparison was made by 
noting the gain applied to a reflector at a depth of 0.82″ when the zone 2 inspection was 
calibrated to provide an 80% FSH response to a #1/2 FBH.  A gain of 35.2 dB would be applied 
in this case, which is in close agreement with the 35.7dB that was derived from the #1 FBH 
signals.  This observation verifies the previously established 10.5 dB difference in response from 
#1/2 and #1 FBHs.  The depths shown in table 17 are measured ultrasonically.  Columns 7, 8, 
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and 9 list the computed gains to bring #1/2 FBHs to 80% at depths of 0.82, 0.52, and 0.71″ 
respectively. 
 
Measurements are presented for section UL in table 18.  There are four seeds oriented for 
inspection beneath section UL at a depth corresponding to zone 2.  One of these seeds, 25 was 
intended to reflect equivalently to a #1/2 FBH.  Using the #1 FBH signals recorded from section 
UM, a determination was made of the gain that should be required to bring a 0.52″ deep #1/2 
FBH to 80% FSH, again using a linear interpolation of the bracketing #1/2 FBH signals 
measured in the forging coupons to determine signal variation with depth.  When averaging the 
gains listed in column 8 of table 17 over the four #1 FBHs in section UM, a mean value of 38.1 
dB was obtained.  The recorded gain for seed 25 is 36 dB, indicating again that the seed is 
reflecting about 2 dB stronger than intended.  A second comparison was made by noting the gain 
applied to a reflector at a depth of 0.52″ when the zone 2 inspection was calibrated to provide an 
80% FSH response to a #1/2 FBH.  A gain of 37.7 dB would be applied in this case, which 
closely agrees with the 38.1 dB that was derived from the #1 FBH signals. 
 

Table 18.  Measurements of Reflectors in SID Section UL 

Reflector 
ID Type 

Size 
(in.) % wt Ni 

Depth 
(in.) 

80% 
Gain 

25 
26 
29 
30 

Seed 
Seed 
Seed 
Seed 

3/64 
3/64 
5/64 
5/64 

3 
17 
3 

17 

0.519 
0.522 
0.494 
0.514 

36.0 
24.4 
30.4 
20.8 

 
Note:  Listed depth was measured ultrasonically. 

 
Measurements are presented for section UP in table 19.  There are four seeds oriented for 
inspection beneath section UP at a depth corresponding to zone 2.  One of these seeds, 27, was 
intended to reflect equivalently to a #1/2 FBH.  Using the #1 FBH signals recorded from section 
UM, a determination was made of the gain that should be required to bring a 0.71″ deep #1/2 
FBH to 80% FSH using a linear interpolation of the bracketing #1/2 FBH signals measured in the 
forging coupons to determine signal variation with depth.  When averaging the gains listed in 
column 9 of table 17 over the four #1 FBHs in section UM, a mean value of 37.5 dB was 
obtained.  The recorded gain for seed 27 is 37.6 dB, indicating excellent agreement. 
 

Table 19.  Measurements of Reflectors in SID Section UP 

Reflector 
ID Type 

Size 
(in.) % wt Ni 

Depth 
(in.) 

80% 
Gain 

27 
28 
31 
32 

Seed 
Seed 
Seed 
Seed 

3/64 
3/64 
5/64 
5/64 

3 
17 
3 

17 

0.706 
0.713 
0.715 
0.718 

37.6 
23.5 
28.0 
19.9 

 
Note:  Listed depth was measured ultrasonically. 
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Measurements are presented for section UK in table 20.  There are eight seeds and six FBHs 
beneath section UK at a depth corresponding to inspection zone 1.  Seeds 17 and 19 are intended 
to reflect equivalently to a #1/2 FBH.  Using the #1 FBH signals recorded from section UK, a 
determination was made of the gain that should be required to bring a 0.29″ deep #1/2 FBH to 
80% FSH.  A linear interpolation of the bracketing #1/2 FBH signals measured in the forging 
coupons was used to determine signal variation with depth.  These computed gains are reported 
in the column 7 of table 20.  The mean value of the four gains listed in column 7 is 40.1 dB.  The 
recorded gains for seeds 17 and 19 are 39.0 dB and 40.6 dB, respectively, indicating extremely 
good agreement. 
 

Table 20.  Measurements of Reflectors in SID Section UK 

Reflector 
ID Type 

Size 
(in.) % wt Ni 

Depth 
(in.) 

80% 
Gain 

#1/2 
Gain  

C5 
C6 
C7 
C8 
B2 
A2 
17 
18 
19 
20 
21 
22 
23 
24 

FBH 
FBH 
FBH 
FBH 
FBH 
FBH 
Seed 
Seed 
Seed 
Seed 
Seed 
Seed 
Seed 
Seed 

1/64 
1/64 
1/64 
1/64 
3/64 
5/64 
3/64 
3/64 
3/64 
3/64 
5/64 
5/64 
5/64 
5/64 

- 
- 
- 
- 
- 
- 
3 

17 
3 

17 
3 

17 
3 

17 

0.261 
0.250 
0.265 
0.268 
0.254 
0.250 
0.286 
0.290 
0.293 
0.290 
0.253 
0.255 
0.255 
0.255 

27.1 
27.2 
27.8 
27.8 
16.6 
13.8 
39.0 
31.5 
40.6 
30.7 
36.3 
27.8 
36.9 
27.9 

39.84 
40.87 
40.19 
39.94 

- 
- 
- 
- 
- 
- 
- 
- 
- 
- 

 
Note:  Listed depth was measured ultrasonically.  Column 7 lists computed gain to bring 

a 0.29″ deep #1/2 FBH to 80% FSH 
 
Measurements are presented for section UJ in table 21.  There are four seeds oriented for 
inspection beneath section UJ at a depth corresponding to inspection zone 4.  One of these seeds, 
9, was intended to reflect equivalently to a #1/2 FBH.  Using the #1 FBH signals recorded from 
section UH, a determination was made of the gain that should be required to bring a 1.47″ deep 
#1/2 FBH to 80% FSH using a linear interpolation of the bracketing #1/2 FBH signals measured 
in the forging coupons to determine signal variation with depth.  When averaging the gains listed 
in column 8 of table 22 over the four #1 FBHs in section UH, a mean value of 33.4 dB was 
obtained.  The recorded gain for seed 9 is 27.1 dB, indicating that the seed is reflecting about 6 
dB stronger than intended.  A second experimental setup and measurement repeated this finding.  
The cause of this apparent anomaly has yet to be determined. 
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Table 21.  Measurements of Reflectors in SID Section UJ 

Reflector 
ID Type 

Size 
(in.) % wt Ni 

Depth 
(in.) 

80% 
Gain 

9 
10 
13 
14 

Seed 
Seed 
Seed 
Seed 

3/64 
3/64 
5/64 
5/64 

3 
17 
3 

17 

1.471 
1.452 
1.383 
1.389 

27.1 
17.6 
34.6 
24.8 

 
Note:  Listed depth was measured ultrasonically. 

 
Table 22.  Measurements of Reflectors in SID Section UH 

Reflector 
ID Type 

Size 
(in.) % wt Ni 

Depth 
(in.) 

80% 
Gain 

#1/2 
Gain UH

#1/2 
Gain UJ 

#1/2 
Gain UR

C1 
C2 
C3 
C4 
B1 
A1 

1 
2 
3 
4 
5 
6 
7 
8 

FBH 
FBH 
FBH 
FBH 
FBH 
FBH 
Seed 
Seed 
Seed 
Seed 
Seed 
Seed 
Seed 
Seed 

1/64 
1/64 
1/64 
1/64 
3/64 
5/64 
3/64 
3/64 
3/64 
3/64 
5/64 
5/64 
5/64 
5/64 

- 
- 
- 
- 
- 
- 
3 

17 
3 

17 
3 

17 
3 

17 

1.476 
1.466 
1.464 
1.486 
1.487 
1.520 
1.540 
1.541 
1.588 
1.585 
1.540 
1.533 
1.529 
1.529 

22.0 
23.7 
24.0 
21.9 
6.7 
0.6 

29.5 
22.5 
29.6 
20.2 
24.0 
16.0 
19.3 
16.0 

29.64 
31.06 
31.31 
29.82 

- 
- 
- 
- 
- 
- 
- 
- 
- 
- 

32.63 
34.05 
34.30 
32.81 

- 
- 
- 
- 
- 
- 
- 
- 
- 
- 

32.18 
33.60 
33.85 
32.36 

- 
- 
- 
- 
- 
- 
- 
- 
- 
- 

 
Note:  Listed depth was measured ultrasonically.  Column 7, 8, and 9 lists computed gain to bring a #1/2 FBH to 

80% FSH at depths of 1.56″, 1.47″, and 1.63″, respectively. 
 
Measurements are presented for section UR in table 23.  There are four seeds oriented for 
inspection beneath section UR, at a depth corresponding to inspection zone 4.  One of these 
seeds, 11, is intended to reflect equivalently to a #1/2 FBH.  Using the #1 FBH signals recorded 
from section UH, a determination was made of the gain that should be required to bring a 1.63″ 
deep #1/2 FBH to 80% FSH using a linear interpolation of the bracketing #1/2 FBH signals 
measured in the forging coupons to determined signal variation with depth.  When averaging the 
gains listed in column 9 of table 22 over the four #1 FBHs in section UH, a mean value of 33 dB 
was obtained.  The recorded gain for seed 11 is 32 dB, indicating a good agreement. 
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Table 23.  Measurements of Reflectors in SID Section UR 

Reflector 
ID Type 

Size 
(in.) % wt Ni 

Depth 
(in.) 

80% 
Gain 

1 
12 
15 
16 

Seed 
Seed 
Seed 
Seed 

3/64 
3/64 
5/64 
5/64 

3 
17 
3 

17 

1.630 
1.625 
1.651 
1.665 

32.0 
21.9 
25.2 
16.4 

 
Note:  Listed depth was measured ultrasonically. 

 
Measurements are presented for section UH in table 22.  There are eight seeds and six FBHs 
beneath section UH at a depth corresponding to inspection zone 4.  Seeds 1 and 3 are intended to 
reflect equivalently to a #1/2 FBH.  Using the #1 FBH signals recorded from section UH, a 
determination was made of the gain that should be required to bring a 1.56″ deep #1/2 FBH to 
80% FSH.  A linear interpolation of the bracketing #1/2 FBH signals measured in the forging 
coupons was used to determine signal variation with depth.  These computed gains are reported 
in column 7 of table 22.  The mean value of the four gains listed in column 7 is 30.4 dB.  The 
recorded gains for seeds 1 and 3 are 29.5 dB and 29.6 dB, respectively, indicating close 
agreement.   
 
6.2.1  Noise Evaluations in OEM Disks. 

The zoned inspection was applied to forgings supplied by each of the OEMs.  The purpose of 
this application was to verify that material noise is better than 3 dB below a #1/2 signal level in 
all cases.  The inspections proceeded by setting system gains so that a #1/2 FBH registers at 80% 
FSH, performing full volume scans of the forgings, then examining the scan data to determine 
the noise level compared to the established #1/2 FBH signal level.  Scans of the P&W and GE 
forgings used the P&W #1/2 FBH forging coupons for gain calibration.  Scans of the HW 
forging used the HW #1/2 FBH forging coupons for gain calibration.  Attenuation measurements 
performed in the GE and P&W forgings indicated very similar attenuation properties; hence, no 
attenuation compensation was required when using the P&W coupons for calibration.  Conical 
surfaces of the forgings were inspected using the surface curvature compensating mirrors, as 
described in section 5.6. 
 
Signal-to-noise determination in the C-scans used two definitions.  The first definition computed 
the ratio of the #1/2 FBH signal amplitude divided by the maximum noise signal amplitude.  
Requiring that this ratio does not fall below 3 dB is equivalent to requiring that the maximum 
noise signal not exceed 56% FSH (assuming the #1/2 signal registers at 80% FSH).  This 
definition is a more conservative definition that is easily monitored by visually noting the 
maximum signal among the material noise.  The second definition is based not on a comparison 
of the absolute FBH and maximum noise signals, but rather on a comparison of the degree to 
which these signals exceed the level of the mean noise.  Specifically, this second measure of 
signal to noise is expressed as follows: 

 
noise meannoisemax 

noise mean

-
-

:
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where VFBH is the signal from the #1/2 FBH, Vmax noise is the maximum noise voltage in the scan, 
and Vmean noise is the mean value of the noise.  This definition effectively establishes a new 
voltage scale, which is referenced to the mean noise voltage level, rather than zero volts.  This 
definition is useful in materials for which material noise levels may be high, but are relatively 
uniform (i.e., low variance).  This definition was motivated from experiences in which a defect 
was clearly distinguishable from a uniform background noise level, but because the noise level 
was elevated, the first definition of signal to noise was not satisfied; hence, the defect was 
officially not detectable. 
 
Both definitions of signal to noise are applied in analyzing the results that follow.  In most cases, 
simple visual inspection is sufficient to indicate that the conservative first definition of signal to 
noise is satisfied.  In certain higher noise regions of the forgings, visual discrimination is not 
adequate, in which case, computer analysis is applied to the images to explicitly measure both 
definitions of signal to noise.   
 
Representative results are presented below for each of the forgings contributed by the OEMs. 
 
6.2.2  General Electric Forging 1:  SID. 

The results are presented for the first of two forgings supplied by GE.  A cross-sectional drawing 
of this forging are shown in figure 110.  The various inspection surfaces are identified on the 
cross-sectional drawing.  This forging was seeded with synthetic hard alpha inclusions as a test 
of the ability to predict the equivalence of FBH size and hard alpha inclusion reflectivity.  The 
signals from these seeds are analyzed in detail in section 6.2.  C-scans of this forging are 
presented here for the purpose of examining material noise levels relative to the #1/2 FBH signal 
level. 
 
Figure 112 shows the results for inspection through the flat entry surface UM.  These images 
display angular transducer positions on the horizontal axis and radial transducer positions on the 
vertical axis.  The volume below this surface extends to a depth requiring the first four inspection 
zones.  C-scan formation for zone 1 used only the latter half of the time gate to exclude front 
surface ringdown.  Even with use of half the gate, an elevated noise level is observed due to 
lingering ringdown signal contamination.  Due to blind zone limitations, the volume of material 
that can be accessed with an F6 focus decreases with depth.  The radial width of the material that 
can be accessed with the full aperture focus is indicated by the area between the pair of 
horizontal red lines.  The first zone can inspect nearly the entire width of the entry surface.  It is 
seen, however, that none of the volume can be inspected in zone 4 with the full F6 focus.  At this 
depth, the footprint of the UT beam takes up the entire width of the entry surface, with no 
additional room to index the probe for scanning in the radial direction.  This blind zone 
limitation constitutes a major issue to be addressed in future development.  It is clearly seen that, 
within the regions that are accessible with the F6 focus, the noise level is below 56% of full-scale 
throughout.  This indicates success in meeting the goal of the inspection. 
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Figure 112.  C-Scans of Zones 1 Through 4 in SID Section UM 
 
Figure 113 shows the results for inspection through surface UL.  This is a convex conical entry 
surface having a radius of 12.21″.  A concave surface curvature correcting mirror was, therefore, 
employed having a radius of 35″.  Inspection of this surface employs zones 1 through 3.  The 
zone 1 C-scan was obtained using the latter half of the time gate.  The elongated high-amplitude 
indication in the zone 3 C-scan is the appearance of a back-wall echo into the time gate over a 
range of index positions.  These C-scans display noise levels below 56% of full-scale throughout. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 113.  C-Scans of Zones 1 Through 3 in SID Section UL 
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6.2.3  GE Forging 2:  TRMD Disk. 

A second forging was supplied by GE, shown in figure 114.  The forging had an outer chord 
section cut away for tests in a preceding study.  This forging had been previously seeded with 
defects, which were not intended for study in this work.  Scans of zones 1 through 6 are 
presented for inspection through an outer flat entry surface in figure 115.  The zone 1 scan used 
the latter half of the inspection time gate.  The low-noise regions at the horizontal ends of the C-
scans indicate where the transducer passed off the edge where the chord was sectioned away.  It 
is noted that zone 3 has noise indications into the green region of the amplitude color bar.  It is 
not visually evident that the signal-to-noise criterion is being met in this case.  A computer image 
analysis was applied to quantify the signal-to-noise, as shown in figure 116.  The image analysis 
determines the signal to noise in a user-selected region, where the signal amplitude to be used as 
reference is entered by the user via a menu.  Eight-bit amplitude images are being displayed here, 
having an amplitude range from 0 to 255.  Gains in the scans are adjusted so that a #1/2 FBH 
records at 80% full-scale, corresponding to a value of 204.  This value is entered into the menu 
as the reference, see figure 116.  Using this input, the analysis algorithm provides values for the 
mean noise, the maximum and minimum noise values, and the signal to noise calculated by both 
methods discussed above.  Additionally, the algorithm provides the ratio of reference amplitude 
to mean noise.  The selected region in question has a conservative value of signal to noise of 
3.08 dB, which just meets the designated criteria.  Using the more complicated formula for signal 
to noise, wherein voltages are referenced to the mean noise level, the signal to noise is computed 
to be 4.82 dB. 
 
 Cross-section Top view

Section cut off
Inner section

Outer section

Cross-section Top view

Section cut off
Inner section

Outer section

 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                        (a)                                                                 (b) 

 
Figure 114.  Second Forging of GE Design (a) Cross Section  

and (b) Top View 
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(a) (b)

(c) (d)

 (a) (b) 

 (c) (d) 

(e) (f)

 
 (e) (f) 

Figure 115.  C-Scans of Second Forging of GE Design (a) Zone 1, (b) Zone 2,  
(c) Zone 3, (d) Zone 4, (e) Zone 5, and (f) Zone 6 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

Figure 116.  Noise Analysis of Noisiest Section of Scan Found in Zone 3 
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6.2.4  Honeywell Forging. 

The forging provided by HW presented the most challenging inspection due to a high material 
noise.  A diagram and photograph of the HW forging is presented in figure 117.  The results are 
shown for inspection through the convex conical surface.  A 27″ radius concave mirror was used 
for surface curvature correction.  Because complete waveform data were being retained in these 
research experiments, the conical surface was divided into three inspection regions, as indicated 
in figure 117, to keep data file sizes below 500 MB for each zone. 
 

 
 

(a) 
 
 
 
 
 
 
 
 
 
 
 
 
 

(b) 
 

Figure 117.  Honeywell Forging (a) Photograph and (b) Cross-Section Drawing 
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Scans of the first six zones are presented in figure 118 for the smallest diameter conical 
inspection region on the HW forging.  The zone 1 result was obtained using the latter half of the 
inspection gate.  It is evident that noise signals are exceeding 56% full scale. 
 

Figure 118.  C-Scans of HW Forging (a) Zones 1-3 and (b) Zones 4-6 
 

 quantitative examination of the noise statistics in zones 3 and 6 are presented in figure 119.  

he result obtained on the HW forging was anticipated in the design of the inspection.  A 95% 

(a)

(a)

(b)

 

A
Two regions were selected for analysis in zone 3, containing the visibly largest noise signals.  
Both the conservative and normalized measures of signal to noise are within 1 dB of the #1/2 
FBH signal amplitude.  The region selected for analysis in zone 6 indicates that in both 
measures, the noise actually exceeds the #1/2 FBH signal level by more than 1 dB. 
 
T
confidence trend line in the analysis of the pulse volume data predicted a required root pulse 
volume of 172 mil3/2.  The inspection applied in figure 118 was designed upon an assumption of 
a 250 mil3/2 maximum root pulse volume.  It is evident that the forging examined here lies in the 
noisier range of the anticipated distribution; therefore, adequate inspection requires that the pulse 
volume be reduced accordingly.  Considering the hourglass shape of the UT beam within the 
inspection zone, it is evident that the maximum beam diameter within the zone (and, hence, pulse 
volume) can be reduced by simply reducing the length of the zone through reduction of the time 

123 



gate used in the C-scan formation.  As a straightforward trial, a test was performed in which the 
data collected in the scans of figure 118 were reprocessed using a time gate reduced by half 
about its center, corresponding to a rezoning of the inspection using twice as many zones with 
half the length.  Using this reduced zone length, it was determined that the maximum beam 
diameter at the zone ends is reduced from 45 to 40 mils, corresponding to a maximum root pulse 
volume reduction of 250 to 222 mil3/2.  C-scans showing the signal to noise obtained with the 
reduced pulse volume are presented in figure 120.  The result in zone 1 was obtained using only 
the latter half of the reduced gate.  It is evident that the signal to noise now meets the required 
3 dB below the #1/2 FBH.  The improvement obtained from reducing the zone length from 0.45″ 
to 0.225″ is quantified in figure 121.  The regions of zone 3 and 6 examined in figure 118 are re-
examined using the reduced zone length.  The conservative measure of signal to noise now yields 
values of 5.8 and 6.9 dB for the regions examined in zone 3 and 4.2 dB for the region examined 
in zone 6.  The more sophisticated measure of signal to noise yields values of 7.7 and 9.4 dB for 
the regions examined in zone 3 and 5.7 dB for the region examined in zone 6.  This improvement 
demonstrates the utility of engineering the pulse volume to achieve targeted signal to noise and 
the soundness of the underlying principles.   
 

(a)

(b) 

 
Figure 119.  Noise Analysis of HW Forging C-Scans (a) Zone 3 

and (b) Zone 6 
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(a) 

(b)

 
Figure 120.  C-Scans of HW Forging Using Half the Zone Width of 

Figure 112 (a) Zones 1-3 and (b) Zones 4-6 
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(a) 

(b) 
 

Figure 121.  Noise Analysis of HW Forging C-Scan Using Half the Zone Length  
(a) Zone 3 and (b) Zone 6 

 
6.2.5  Pratt & Whitney Forging. 

A photograph and cross-sectional drawing of the P&W forging are shown in figure 122.  The 
results obtained on the P&W forging are presented in figure 123 for the inner radius flat section 
visible in the photograph.  Three zones are fully accommodated beneath this entry surface.  The 
zone 1 result was obtained using the latter half of the zone 1 time gate.  The zone 4 result was 
obtained using a partial gate due to a back wall signal that appeared approximately midway in 
the fourth zone.  The zone 4 time gate was shortened to exclude the dominant back-wall signal; 
however, the resulting C-scan is possibly contaminated by early back-wall responses.  Even so, 
the signal to noise is within 3 dB of the #1/2 FBH signal level.  In general, it is evident that more 
than adequate signal to noise is attained in the P&W forging due to a relatively low material 
noise. 
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(a)

(b) 
 

Figure 122.  Pratt & Whitney Forging (a) Photograph and (b) Cross-Section Drawing 
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(a)
 

(b)
 

Figure 123.  C-Scans of P&W Forging (a) Zones 1 and 2 and (b) Zones 3 and 4 
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7.  INDUSTRY DEMONSTRATION. 

The original plan included a test of the #1/2 FBH inspection at a production inspection facility 
with 30 forgings, 10 from each OEM, receiving the high-sensitivity inspection.  This plan 
assumed that fixed focus transducers would be available and that any use of a phased array 
system would be minimal.  Existing production inspection systems routinely use fixed-focus 
transducers, so the infrastructure would have been in place if the required fixed-focus transducers 
could have been produced with 10 MHz, F6 focus.  When it became apparent that only the 
segmented phased array transducer could be made to provide the necessary frequency and focus, 
it was decided that a factory evaluation would not be possible since there was no inspection 
facility that was equipped to inspect forgings with a phased array system.  Instead, the FAA 
agreed to allow further development on the test bed and to have a demonstration of capability for 
industry.  This demonstration took place on September 15, 2004, at the ISU Center for 
Nondestructive Evaluation (CNDE). 
 
Attendees from industry consisted of representatives from the engine OEMs (GE, P&W, HW, 
and Rolls Royce), billet and forging suppliers, and inspection facilities.  There were also 
attendees from the FAA, Sandia National Laboratory, and ISU.  Following an overview of the 
ETC program, a condensed version of what is included in this report was presented.  The concept 
of designing the inspection to meet the noise conditions of Ti-6-4 was stressed as the primary 
driver of the program and the results of the capability were presented.  A tour of the test bed 
allowed the attendees to review the setup and the phased array equipment. 
 
The attendees participated in discussions concerning the steps that would be required to make the 
#1/2 sensitivity inspection a robust, factory implementable procedure.  Discussions included the 
following: 
 
a. The need for generic tools that are implementable on a variety of systems and setups. 

b. The need for industry standards through either the Society of Automotive Engineers or 
the American Society for Testing and Materials with coordination with military 
requirements was considered a must to ensure optimal cost effectiveness for the supply 
base. 

c. Procedures should be transferable to the operator and take into consideration the 
following: 

1. Calibration standards useful for both DAC and Dynamic Depth Focusing (DDF) 
setup. 

2. Correlation factors so that #1 FBH can be used in production given the easier 
setup. 

3. Transducer characterization and qualification—daily test versus long-term health. 

Two other transducer concerns to be considered for future work include re-evaluation of the 
constraint of equal element area as well as the relatively few phased array transducer suppliers.  
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Requirements for more automated analysis software and definitive accept/reject criteria are also 
to be considered.   
 
At the end of the program, additional effort was added to address one of the previously identified 
needs concerning phased array transducer manufacturability and is described in the next section. 
 
8.  PRELIMINARY STUDY OF PHASED ARRAY TRANSDUCER VARIABILITY. 

It has long been accepted that UT transducer manufacture is a mix of both science and art and the 
resulting yield is often poor and performance can vary.  When adding the complication of 
multiple elements to the fabrication process, as required for phased array transducers, the 
concern for manufacturing repeatability is even greater.  Each of the elements may suffer the 
variability seen in single-element transducers; then, the geometric issue of placing the elements 
at the correct positions adds the potential for another variability.  Several phased array 
transducers were ordered from two suppliers to test their variability. 
 
Since the study was designed to be executed in a relatively short time, it was decided that only 
predesigned transducers would be considered for the study.  One obvious choice was to use the 
ETC-generated transducer design which was used to demonstrate #1/2 FBH sensitivity.  That 
transducer had performed to the required specifications; therefore, it was decided to test the 
manufacture of two more of these complex, 110-element 10-MHz transducers and three different 
surface curvatures, as shown in figure 124. 
 
 

70 mm70 mm

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 124.  Phased Array Transducer With 110 Elements 
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The second transducer design that was ordered had 15, 10-MHz elements with a removable 
center element.  The center element is capable of providing near-surface resolution that is 
acceptable for most forging inspections, i.e., 0.06″.  The diameter of the active area of the 
combined elements is 32 mm (~1.26″), as shown in figure 125. 
 

16 mm16 mm

 
 

Figure 125.  Fifteen-Element Annular Array Transducer With Removable Center Element 
 
For the 15-element design, three transducers were ordered from two suppliers for a total of six 
transducers.  While this design is much simpler than the 110-element design, a good test of 
repeatability should be achieved.   
 
The evaluations were completed in the first quarter of 2005. 
 
9.  CONCLUDING REMARKS. 

The Forging Inspection Development task started with the primary objective of advancing the 
state of the art in ultrasonic forging inspection sensitivity from #1 flat-bottom hole (FBH) (1/64″ 
diameter) to #1/2 FBH (1/128″ diameter), a four-fold increase in sensitivity.  Development of the 
inspection technique involved analysis of noise conditions in Ti-6-4 forgings and determination 
of the required beam shape that would distinguish #1/2 FBHs from the noise conditions in the 
material.  The required beam was determined to be a 10-MHz beam with 60% bandwidth or 
larger and F6 focusing.  Attempts to produce 10 MHz, F6, single-element focused transducers 
with diameters larger than 2″ using the current multizone technique were unsuccessful in 
meeting the 3-dB peak noise requirement.  A phased array approach was then pursued.  A 
complex spherical phased array transducer was designed and manufactured with 110 elements 
that would allow F6 focusing to a depth of 4″.  
 
Besides the development effort required to establish the necessary ultrasonic beam 
characteristics, other technical aspects were studied during the program.  These included a study 
of surface finish requirements, an evaluation of area amplitude comparison at #1 and #1/2 FBH 
sizes, a means of correcting for surface geometry using curved mirrors, and a means of 
evaluating signal-to-noise levels with the forging C-scan data.  Also, a disk was fabricated 
containing synthetic inclusions to use in evaluating the inspection.  This synthetic inclusion disk 
(SID) has the potential to be used for future probability of detection work when required. 
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The planned factory demonstration could not be conducted due to a lack of phased array 
facilities at a production inspection supplier.  A laboratory demonstration was completed using 
the complex phased array transducer designed and manufactured during the program and the 
laboratory ultrasonic facilities at Iowa State University.  As a result, a four-fold sensitivity 
improvement was demonstrated in the laboratory by inspecting samples of Ti-6-4 forgings with 
#1/2 FBHs drilled to the depths of the inspection zones and by scanning several forgings with the 
high sensitivity setting to see if the ultrasonic noise caused unacceptable false calls.  
 
Improvement from #1 FBH sensitivity to #1/2 FBH sensitivity represents a reduction in 
detectable flaw area of a factor of 4.  Sensitivity levels calculated to be equivalent to a #1/2 FBH 
were achieved at several depths from flat surfaces using a SID.  The sensitivity was 
demonstrated in two ways:  (1) using #1/2 FBHs that were placed in coupons cut from forged 
disks and (2) using a full disk that had been sectioned to place reflectors that included reflectivity 
equivalent to #1/2 FBH sensitivity.  In both cases, the reflectors were seen with the targeted 
sensitivity of greater than 3-dB signal-to-noise ratio.  The inspections were performed with a 
phased array approach.  Further testing involved scanning several disks with the #1/2 sensitivity 
setup to see if noise conditions were prohibitive in such a high-sensitivity inspection.  It was 
demonstrated that for one particularly noisy sample, the inspection zone could be adjusted by the 
focal laws of the phased array system to effectively reduce the noisy condition. 
 
The current phased array technique, however, still has several remaining technical challenges 
including (1) demonstrating dynamic depth-focusing capability for complex spherical 
transducers, (2) developing methods to compensate for blind zones at forging edges produced by 
using a large-diameter transducer, and (3) demonstrating #1/2 FBH sensitivity under contoured 
(concave and convex) surfaces.  In addition, phased array systems must be demonstrated in a 
factory environment before this inspection capability can be reliably applied to production 
hardware. 
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APPENDIX A—SURFACE FINISH STUDY FOR REQUIREMENTS TO ACHIEVE #1/2 
FBH SENSITIVITY IN Ti-6-4 

This appendix is intended to supply all the data collected by the Original Equipment 
Manufacturers (OEM) to execute the surface finish study.  A summary of the surface finish study 
was included in the body of the text, and this appendix provides the reader with the details of the 
experiments.  General Electric (GE) and Pratt & Whitney (P&W) performed nominally identical 
tests, and Honeywell (HW) performed tests that evaluated conditions that result from use of 
worn tools and lack of coolant.  The data for the three independent evaluations are presented in 
this appendix. 
 
A.1  INTRODUCTION. 
 
A.1.1  PURPOSE. 
 
The objective of this study was to determine the surface finish requirements for achieving #1/2 
flat-bottom hole (FBH) sensitivity in forgings of Ti-6-4.  It was felt that the high-sensitivity 
inspection might require a more stringent surface finish than is used for the current inspection 
sensitivity of #1 FBH.  The study was designed to measure the effects of the potential for front 
surface broadening and ringdown and for reduced subsurface sensitivity due to scatter of the 
impinging ultrasonic (UT) energy. 
 
A.1.2  BACKGROUND. 
 
As part of the overall objective of the Engine Titanium Consortium (ETC) Phase II Inspection 
Development for Titanium Forging study to advance the state of the art in forging inspection, 
determining surface finish requirements was expected to be a significant supporting effort.  The 
increased sensitivity naturally involved using higher gains for inspections that have the effect of 
amplifying any detrimental conditions.  One such condition is the broadening of the front surface 
reflection.  Higher gain could cause the end of the front surface signal to be amplified and mask 
near-surface flaws.  Also associated with the front surface reflection is the affect known as 
ringdown that is manifested by unintended interference of the impinging sound with the pattern 
of the machined surface.  If the wavelength of the UT wave matches the periodicity of the 
machining grooves, it is possible to have constructive interference that causes amplified signals 
in the inspection gate.  Such ringdown signals are generally recognized as artifacts, but there is 
the added expense of reworking the part when the condition occurs. 
 
As a starting point for this study, facilities that perform machining of titanium forgings were 
surveyed to establish variables that should be considered for the study.  It was determined that 
the depth of cut per pass and the type of cutting tool were common among the various facilities.  
The parameter that was found to be a variable was the feed rate which varied from 0.004 
inch/pass to 0.014 inch/pass.  The feed rates became the primary focus of the study and as such 
machining with those feed rates was performed at three facilities and the UT data were collected. 
 
The study began with surfaces being machined at GE and P&W, and subsequent UT evaluations 
were made.  The machining that was performed at GE and P&W used new inserts for all tests.  
For comparison, a full iteration of machining and UT evaluation was performed at HW for 
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conditions that were expected to be more detrimental.  For the HW tests, measurements were 
made after machining with worn inserts and for conditions with variable coolant flow.  The HW 
measurements required that the machined surface on disk 1 be ground off to provide a new 
baseline condition. 
 
A.1.3  PROGRAM OBJECTIVES. 
 
The objectives of the Surface Finish Study was: 
 
• Determine the interaction between wavelength and feed rate on indication response. 
• Determine the interaction between feed rate and subsurface sensitivity. 
• Determine the interaction between feed rate and front surface resolution. 
• Provide guidelines to manufacturing for generating cost-effective surface finishes. 
 
A.2  APPROACH. 
 
The approach for this research effort included the following steps with details provided below: 
 
• Perform material selection. 
• Determine artificial defect type and locations. 
• Establish inspection parameters. 
• Measure baseline data. 
• Establish machining parameters and apply machining passes. 
• Collect data and perform analysis. 

A.2.1  MATERIAL SELECTION. 
 
Two Ti-6-4 pancake forgings, 21″ in diameter and 1.125″ thick, that were available from a 
previous Federal Aviation Administration (FAA) program were chosen as the raw material for 
this study.  An initial inspection was performed to verify that the material was relatively uniform 
and determine the location of existing flaws.  The disks were then machined to remove as-forged 
material from the outside diameter (O.D.) and provide a clamping lug for future machining 
operations.  The uniformly machined O.D. surface also made it possible to have consistent 
centering for UT inspections (see figure A-1).  The locations of the pre-existing flaws, one in 
each pancake, were identified and noted so that there would not be interference with the FBH 
locations. 
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Figure A-1.  Blank Ti-6-4 Disk 

 
A.2.2  ARTIFICIAL DEFECT TYPE AND LOCATION. 
 
The Ti-6-4 disk was populated with #1 FBHs at a 1″ depth from the inspection surface.  Ninety 
FBHs were machined into the disk at different radial locations (see figure A-2).  The FBHs 
served as reflectors to determine if energy was lost due to the various surface finishes that were 
applied to the samples.  Ultimately, the amplitudes of the FBH reflections were compared in the 
pre- and postmachined conditions. 

 
Figure A-2.  Flat-Bottom Hole Locations 

 A-3



A.2.3  INSPECTION PARAMETERS. 
 
The disks were inspected with 5-, 7.5-, 10- and 15-MHz transducers with inspections performed 
at GE, P&W, and HW.  The receiver was set to broadband, full wave for all inspections, with the 
inspection, sensitivity normalized on the FBHs in the center of the disk that would have no 
further surface machining after the initial grinding.  Since the center region was left in the as-
ground condition, other FBH amplitudes could be normalized to the center region holes, making 
it possible to compare amplitudes at other locations in the pre- and postmachined conditions. 
 
A.2.4  BASELINE DATA. 
 
Disk 1 was inspected prior to grinding the inspection surface to gather prepolish data.  Both disks 
were then ground to provide a uniform surface finish over the entire disk.  Disk 1 was inspected 
at GE and disk 2 was inspected at P&W to establish a baseline response from all the holes.  Due 
to machining problems, the disk 1 surface finish varied from 15 μinches Roughness average (Ra) 
to 34 μinch Ra.  Disk 2 had better results, varying from 10 μinches Ra to 19 μinches Ra.  
Figure A-3 shows the P&W baseline C-scan image after grind.  The baseline data consisted of 
amplitude values from each of the FBHs. 

 
Figure A-3.  Initial Baseline C-Scan After Grind 

 
A.2.5  MACHINING PARAMETERS. 
 
The disks were machined with 0.5″ radius inserts at various feed rates.  The 0.5″ radius was 
chosen because this is a common machining practice.  The feed rate was set between 0.004″ to 
0.014″ to match the wavelength in water of the different transducers and to encompass current 
machining practices.  The machining passes are shown in figure A-4 and the machining 
parameters are in table A-1.  The apparent difference in radial extent for each machining step is 
the result of maintaining equal area, and corresponding tool wear, for all the machining 
conditions.  
 
Figure A-5 shows an example of a C-scan after machining, where the bottom of the image is the 
center of the pancake and the top of the image is the O.D.  Some of the steps from one machined 
region to the next are evident by the change in the background values.  Some FBH amplitudes 
were also affected by the transition if they happened to be positioned under a transition region. 
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Table A-1.  Machining Parameters 
 

Pass 
No. 

Insert 
Type 

Insert 
Manufacturer 

(Note 1) 
Insert 

Radius 

Feed 
Rate 
IPR 

Depth of 
Cut 

Speed SFM 
(Note 2) 

Start 
Diameter 

End 
Diameter Site Comments

1 Carbide Kennemetal 
RNG45 K313 

0.250 0.004 0.020 225 20 18.7 GE 
Ev./MTL 

New Insert

2 Carbide Kennemetal 
RNG45 K313 

0.250 0.006 0.020 225 18.7 16.5 GE 
Ev./MTL 

New Insert

3 Carbide Kennemetal 
RNG45 K313 

0.250 0.008 0.020 225 16.5 14.4 GE 
Ev./MTL 

New Insert

4 Carbide Kennemetal 
RNG45 K313 

0.250 0.010 0.020 225 14.4 12 GE 
Ev./MTL 

New Insert

5 Carbide Kennemetal 
RNG45 K313 

0.250 0.012 0.020 225 12 9 GE 
Ev./MTL 

New Insert

6 Carbide Kennemetal 
RNG45 K313 

0.250 0.014 0.020 225 9 4.2 GE 
Ev./MTL 

New Insert

 
Note 1:  To be determined by machining source and recorded.  Use same manufacturing for all passes. 
Note 2:  SFM to be determined by machining source and recorded. 

 

 
Figure A-4.  Machining Passes 

 
 
 

 
 
 
 
 

Figure A-5.  Scan Example After Machining 
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Figure A-6 shows a pancake positioned for a profilometer measurement, with the locations  
for the profilometer measurements marked.  The profilometer data are shown in figures A-7 
through A-13. 
 

Figure A-6.  Profilometer Measurement Locations After Machining 
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A.2.6  DATA ANALYSIS. 
 
The amplitude response from the # 1 FBHs obtained after grind was compared to the response 
after machining to determine if there was any loss of amplitude that occurred when the 
wavelength matched the feed rate.  The front surface width was also measured before and after 
machining.  A set of 10 holes in the center of the pancake was used as a baseline for comparison 
before and after machining. 
 
A.3  RESULTS. 
 
Due to equipment problems during the GE test, it was not possible to compare the polish data to 
the machined data.  The GE results are based on comparison of FBH amplitude response before 
polish and after machining at different feed rates.  The surface finish before polish was 30 
μinches Ra.  Table A-2 shows the results of comparing the postmachine FBH amplitudes to the 
pregrind (as-received) FBH amplitudes that were measured at GE.  There was a 1.1 dB or less 
difference in the average response and no correlation with spacing between machining grooves 
and wavelength in water.  While this is a presentation of averaged data, it is apparent that there is 
not a measurable debit due to the machining feed rate on the subsurface amplitudes.  Tables A-3 
through A-7 contain the amplitude delta between runs for the GE data with the set of transducers 
used at GE.  In tables A-3 through A-7, for each transducer used in the study by GE, comparison 
of the average amplitude values for the three surface conditions are provided where R1 is the as-
received surface, R2 is the as-ground surface, and R3 is the surface condition with the various 
machining passes. 
 

Table A-2.  General Electric Amplitude Data From FBHs 
 

Feed Rate Surface Finish 
5 MHz 

0.012″ λ 
7 MHz 

0.008″ λ 
10 MHz 
0.006″ λ 

10 MHz 
0.006″ λ 

15 MHz 
0.004″ λ 

0.004″ 7 μinches Ra -1.0 dB 0.4 dB 1.1 dB 1.0 dB 0.1 dB 
0.006″ 8 μinches Ra 0.1 dB 1.1 dB 1.0 dB 1.0 dB 0.2 dB 
0.008″ 12 μinches Ra -0.1 dB 0.8 dB 0.6 dB 0.9 dB 0.7 dB 
0.012″ 13 μinches Ra 0.0 dB 1.1 dB 1.1 dB 0.7 dB 0.4 dB 
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Table A-3.  Average Amplitude Comparisons in dB for the Various Conditions Using  
the 5-MHz Probe 

 
Manufacturer Harisonic Harisonic Harisonic 

Frequency 5.0 5.0 5.0 
Diameter 0.75 0.75 0.75 
Focus 6.0 6.0 6.0 
Run No. 1 2 3 
Average Ref Amp 63.9 88.2 54.2 

  Delta dB Delta dB Delta dB 
  R2-R1 R2-R3 R3-R1 

Turned Av  -0.2 -0.1 -0.1 
IPR Av  
0.004″ -0.2 0.9 -1.0 
0.006″ -0.2 -0.1 0.0 
0.008″ 0.0 -0.1 -0.1 
0.010″ -0.3 -0.7 -0.1 
0.012″ 0.0 -0.1 0.0 
0.014″ -0.4 -0.1 -0.2 
Ref Av 0.0 0.0 0.0 

 
Table A-4.  Average Amplitude Comparisons in dB for the Various Conditions Using  

the 7-MHz Probe 
 

Manufacturer Harisonic Harisonic Harisonic 
Frequency 7.0 7.0 7.0 
Diameter 0.38 0.38 0.38 
Focus 4.5 4.5 4.5 
Run No. 1 2 3 
Average Ref Amp 66.2 84.0 49.3 

  Delta dB Delta dB Delta dB 
  R2-R1 R2-R3 R3-R1 

Turned Av 0.6 -0.5 0.8 
IPR Av   
0.004″ 0.3 -0.4 0.4 
0.006″ 1.0 -0.7 1.1 
0.008″ 0.8 -0.3 0.8 
0.010″ -1.4 -0.2 0.8 
0.012″ 0.4 -1.0 1.1 
0.014″ 0.5 0.0 0.6 
Ref Av 0.0 0.0 0.2 
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Table A-5.  Average Amplitude Comparisons in dB for the Various Conditions Using the 3/8″ 
Diameter 10-MHz Probe 

 
Manufacturer Harisonic Harisonic Harisonic 

Frequency 10.0 10.0 10.0 
Diameter 0.38 0.38 0.38 
Focus 3.0 3.0 3.0 
Run No. 1 2 3 
Average Ref Amp 54.9 78.0 48.7 

  Delta dB Delta dB Delta dB 
  R2-R1 R2-R3 R3-R1 

Turned Av 0.0 -0.6 0.7 
IPR Av       
0.004″ 0.6 -0.5 1.1 
0.006″ 0.3 -1.2 1.0 
0.008″ -0.2 -0.7 0.6 
0.010″ -0.2 -0.9 0.8 
0.012″ -0.1 -1.1 1.1 
0.014″ -0.3 -0.5 0.4 
Ref Av 0.0 0.1 0.0 

 
Table A-6.  Average Amplitude Comparisons in dB for the Various Conditions Using the 3/4″ 

Diameter 10-MHz Probe 
 

Manufacturer Panametric Panametric Panametric 
Frequency 10.0 10.0 10.0 
Diameter 0.75 0.75 0.75 
Focus 6.0 6.0 6.0 
Run No. 1 2 3 
Average Ref Amp 57.5 76.7 54.7 

  Delta dB Delta dB Delta dB 
  R2-R1 R2-R3 R3-R1 

Turned Av -0.2 -0.8   
IPR Av       
0.004″ 0.1 -0.7   
0.006″ 0.0 -1.1   
0.008″ -0.1 -1.1   
0.010″ -0.3 -1.0   
0.012″ -0.3 -0.8   
0.014″ -0.3 -0.4   
Ref Av 0.1 0.0   
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Table A-7.  Average Amplitude Comparisons in dB for the Various Conditions  
Using the 15-MHz Probe 

 
Manufacturer Panametric Panametric Panametric 

Frequency 15.0 15.0 15.0 
Diameter 0.38 0.38 0.38 
Focus 3.0 3.0 3.0 
Run No. 1 2 3 
Average Ref Amp 74.2 91.5 54.7 

  Delta dB Delta dB Delta dB 
  R2-R1 R2-R3 R3-R1 

Turned Av -0.8 -0.9 0.5 
IPR Av       
0.004″ -0.2 0.8 0.1 
0.006″ -0.9 -1.4 0.4 
0.008″ -0.4 -1.4 0.6 
0.010″ -1.3 -1.6 0.6 
0.012″ -1.0 0.1 0.4 
0.014″ -0.8 0.0 0.3 
Ref Av 0.2 0.1 0.2 

 
The data presented to this point was for disk 1 and was produced at GE.  GE also performed the 
machining and data collection for disk 1.  Disk 2 was machined at P&W and data was collected 
at P&W using three transducers from P&W stock, as described in table A-8.  All the operations 
performed on disk 2 were intended to be nominally identical to those performed at GE for disk 1.  
Following the description of activities performed for disk 2, the efforts by HW using worn 
inserts are described. 
 

Table A-8.  Nominal Properties for Transducers Used for P&W Data Collection 
 

Frequency 
Diameter 

(in.) 
Focus 
(in.) 

Water Path 
(in.) 

5 0.75″ 8″ 7″ 
10 0.375″ 3″ 2.4″ 
15 0.375″ 3″ 2.85″ 

 
C-scans were made for the pancake, disk 2, using two gates.  Gate 1 was established to test front 
surface broadening by adding 12 dB to the #1 setup and sampling between 0.06″ and 0.31″.  Gate 
2 was set to collect the FBH amplitudes at #1 sensitivity between the depths of 0.75″ and 1.0″.  
The c-scans shown in figures A-13 through A-17 show row and level designations where level 
positions are the circumferential positions of FBHs and row positions are radial positions.  Row 
1 is at the OD of the pancake and row 9 is near the center of the pancake.  Although there is not 
one-to-one correspondence because of the helical pattern of the holes, the machining pass feed 
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rate is related to the row numbers as shown in table A-9 and the layout is shown in figure A-4.  
There were some FBHs that were directly below the transition position from one feed rate to 
another.  In those cases there was a step in the material and the FBH responses could not be 
accurately measured.  There are positions in the data presented in tables A-10, A-11, and A-12 
where data is not reported and those positions correspond to the FBHs that were below the 
transition regions. 
 

Table A-9.  Feed Rate and Row (Radial) Positions 

Row Number Feed Rate 
1 0.004 
2 0.006 
3 0.008 
4 0.010 
5 0.012 
6 0.014 
7 0.014 
8 0.014 
9 As-ground 

 
A.3.1  PRATT & WHITNEY DATA FOR THE 5-MHz TRANSDUCER. 
 
Near-surface resolution is not achievable with 5-MHz probes, therefore, the data for Gate 1 was 
not collected.  Gate 2 data are shown in figure A-13 for the as-ground and machined surfaces.  
The comparison of FBH amplitudes is shown in table A-10.  There were regions where FBH 
signals could not be measured accurately because they coincided with locations of steps from 
one machining finish to another.  For the most part, FBH amplitudes differed by less than 1 dB 
when comparing the as-ground condition with the machined condition. 

Level
1                    2                     3                   4 5 6                     7                    8   9                    10

 
Figure A-13.  Gate 2 C-Scan for the 5-MHz Probe Used at P&W 

(a) As-Ground and (b) Machined 

Row

1
2
3
4
5
6 
7 
8 
9

1
2
3
4
5
6 
7 
8 
9

(a)Level
1                    2                     3                   4 5 6                     7                    8   9                    10

(a)

(b) (a)

(b)
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Table A-10.  Flat-Bottom Hole Amplitude Data With the 5-MHz Probe at P&W 
 

Row Level 
Gain 
(dB) 

As-
Ground 

FBH 
Amplitude 
(%FSH) 

Machined 
FBH 

Amplitude
(%FSH) 

Difference 
(dB) Row Level 

Gain 
(dB) 

As-
Ground 

FBH 
Amplitude 
(%FSH) 

Machined 
FBH 

Amplitude 
(%FSH) 

Difference 
(dB) 

1 1 
2 
3 
4 
5 
6 
7 
8 
9 
10 

57 
57 
57 
57 
57 
57 
57 
57 
57 
57 

47.7 
47.7 
55.5 
56.3 
60.9 
53.9 
56.3 
53.1 
40.6 
53.1 

46.1 
50.8 
57.8 
55.5 

 
47.7 
50.8 

 
40.6 
52.3 

-0.3 
0.5 
0.4 

-0.1 
 

-1.1 
-0.9 

 
0.0 

-0.1 

6 1 
2 
3 
4 
5 
6 
7 
8 
9 
10 

56 
56 
56 
56 
56 
56 
56 
56 
56 
56 

60.9 
57 
52.3 
52.3 
66.4 
50 
59.4 
50.8 
61.7 
50 

52.3 
57 
45.3 
56.3 
60.9 
46.1 

 
 

60.2 
54.7 

-1.3 
0.0 

-1.2 
0.6 
 

-0.7 
 
 

-0.2 
0.8 

2 1 
2 
3 
4 
5 
6 
7 
8 
9 
10 

57 
57 
57 
57 
57 
57 
57 
57 
57 
57 

47.7 
53.1 
45.3 
58.6 
53.9 
55.5 
66.4 
52.3 
40.6 
56.3 

42.2 
50 
48.4 
50.8 
52.3 

 
 
 

43 
46.1 

-1.1 
-0.5 
0.6 

-1.2 
-0.3 

 
 
 

0.5 
-1.7 

7 1 
2 
3 
4 
5 
6 
7 
8 
9 
10 

56 
56 
56 
56 
56 
56 
56 
56 
56 
56 

60.2 
60.2 
50 
46.9 
51.6 
50.8 
53.1 
40.6 
54.7 
54.7 

52.3 
52.3 
43 
47.7 
41.4 
52.3 
51.6 
42.2 
51.6 
50.8 

-1.2 
-1.2 
-1.3 
0.1 

-1.9 
 
 
 

-0.5 
-0.6 

3 1 
2 
3 
4 
5 
6 
7 
8 
9 
10 

57 
57 
57 
57 
57 
57 
57 
57 
57 
57 

51.6 
60.2 
53.1 
58.6 
58.6 
53.9 
50 
57 
57 
52.3 

43.8 
54.7 
53.9 

 
 
 

59.4 
50.8 
49.2 
43 

-1.4 
-0.8 
0.1 
 
 
 

1.5 
-1.0 
-1.3 
-1.7 

8 1 
2 
3 
4 
5 
6 
7 
8 
9 
10 

56 
56 
56 
56 
56 
56 
56 
56 
56 
56 

53.9 
52.3 
42.2 
46.9 
50 
49.2 
50 
51.6 
47.7 
52.3 

50 
 
 
 
 

50 
45.3 
43.8 
42.2 
53.1 

-0.7 
 
 
 
 

-0.9 
-1.4 
-1.1 

 
-0.1 

4 1 
2 
3 
4 
5 
6 
7 
8 
9 
10 

57 
57 
57 
57 
57 
57 
57 
57 
57 
57 

66.4 
52.3 
52.3 
56.3 
60.2 
55.5 
49.2 
50 
57.8 
53.1 

50 
 
 
 

52.3 
48.4 
53.1 
39.1 

 
47.7 

-2.5 
 
 
 

-1.2 
-1.2 
0.7 

-2.1 
 

-0.9 

9 1 
2 
3 
4 
5 
6 
7 
8 
9 
10 

56 
56 
56 
56 
56 
56 
56 
56 
56 
56 

52.3 
59.4 
52.3 
45.3 
50 
62.5 
52.3 
51.6 
52.3 
52.3 

45.3 
49.2 
52.3 
46.9 
44.5 
61.7 
50 
46.1 
49.2 
44.5 

-1.2 
 
 
 

-1.0 
-0.1 
-0.4 
-1.0 

 
-1.4 

5 1 
2 
3 
4 
5 
6 
7 
8 
9 
10 

57 
57 
57 
57 
57 
57 
57 
57 
57 
57 

52.3 
49.2 
57.8 
68 
46.1 
50.8 
53.1 
55.5 
68 
52.3 

53.9 
40.6 
60.9 
62.5 
51.6 
40.6 
46.9 
43.8 
60.2 
49.2 

0.3 
-1.7 
0.5 

-0.7 
1.0 

-1.9 
-1.1 
-2.1 
-1.1 
-0.5 
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A.3.2  PRATT & WHITNEY DATA FOR THE 10-MHz TRANSDUCER. 
 
Both gates 1 and 2 data were collected using the 10-MHz probe, which has a configuration that is 
typical of current inspections, i.e., 3/8″ diameter and 3″ focus.  As shown in figure A-14, the 
background signal level for the near-surface gate is almost identical for the as-ground and 
machined conditions.  It is apparent that the machining did not cause either front surface 
broadening or ringdown since the background levels were not elevated.  Gate 2 C-scans are 
shown in figure A-15 and the corresponding FBH amplitudes are shown in table A-11.  Again, it 
is apparent that the condition of the machined surface had minimal, if any, affect on the FBH 
amplitudes. 
 

(a)

(b)

 
Figure A-14.  Gate 1 C-Scans Made for the 10-MHz Probe at P&W 

(a) As-Ground and (b) Machined 

Level
1                    2                     3                   4 5 6                     7                    8   9                    10

(a)Level
1                    2                     3                   4 5 6                     7                    8   9                    10

(a)

1
2
3
4
5
6
7
8
9

Row

1
2
3
4
5
6
7
8
9

Row
(b) (a)

(b)

 
Figure A-15.  Gate 2 C-Scans Made for the 10-MHz Probe at P&W 

(a) As-Ground and (b) Machined 
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Table A-11.  Flat-Bottom Hole Amplitude Data With the 10-MHz Probe at P&W 
 

Row Level 
Gain 
(dB) 

As-
Ground 

FBH 
Amplitude 
(%FSH) 

Machined 
FBH 

Amplitude
(%FSH) 

Difference 
(dB) Row Level 

Gain 
(dB) 

As-
Ground 

FBH 
Amplitude 
(%FSH) 

Machined 
FBH 

Amplitude 
(%FSH) 

Difference 
(dB) 

1 1 
2 
3 
4 
5 
6 
7 
8 
9 
10 

56 
56 
56 
56 
56 
56 
56 
56 
56 
56 

53.9 
53.9 
53.9 
49.2 
50.8 
49.2 
56.3 
54.9 
54.7 
49.2 

57.8 
57 
63.3 
58.6 
47.7 
54.7 
60.2 
59.4 
60.9 
53.1 

0.6 
0.5 
1.4 
1.5 

-0.5 
0.9 
0.6 
0.7 
0.9 
0.7 

6 1 
2 
3 
4 
5 
6 
7 
8 
9 
10 

56 
56 
56 
56 
56 
56 
56 
56 
56 
56 

55.5 
59.4 
55.5 
46.1 
52.3 
50.8 
49.2 
50 
50 
55.5 

57.8 
72.7 
63.3 
50 
53.9 
57 
47.7 
45.3 
56.3 
60.2 

0.4 
1.8 
1.1 
0.7 
 

1.0 
-0.3 
-0.9 
1.0 
0.7 

2 1 
2 
3 
4 
5 
6 
7 
8 
9 
10 

56 
56 
56 
56 
56 
56 
56 
56 
56 
56 

53.9 
60.2 
51.6 
46.9 
47.7 
47.7 
51.6 
46.1 
53.9 
52.3 

51.6 
60.9 
56.3 
55.5 
51.6 
46.1 
54.7 
50.8 
56.3 
60.2 

-0.4 
0.1 
0.8 
1.5 
0.7 

-0.3 
0.5 
0.8 
0.4 
1.2 

7 1 
2 
3 
4 
5 
6 
7 
8 
9 
10 

56 
56 
56 
56 
56 
56 
56 
56 
56 
56 

52.3 
57.8 
52.3 
46.1 
53.1 
44.5 
51.6 
44.5 
57 
53.9 

57.8 
62.5 
50.8 
49.2 
53.1 

 
 
 

60.2 
59.4 

0.9 
0.7 

-0.3 
0.6 
0.0 
 
 
 

0.5 
0.8 

3 1 
2 
3 
4 
5 
6 
7 
8 
9 
10 

56 
56 
56 
56 
56 
56 
56 
56 
56 
56 

56.3 
64.8 
51.6 
59.4 
64.1 
46.9 
59.4 
51.6 
53.9 
50.8 

62.5 
67.2 
58.6 
57.8 

 
 

58.6 
56.3 
64.1 
55.5 

0.9 
0.3 
1.1 

-0.2 
 
 

-0.1 
0.8 
1.5 
0.8 

8 1 
2 
3 
4 
5 
6 
7 
8 
9 
10 

56 
56 
56 
56 
56 
56 
56 
56 
56 
56 

51.6 
52.3 
42.2 
51.6 
53.1 
52.3 
53.9 
53.1 
52.3 
56.3 

49.2 
43 

 
 

51.6 
53.1 
56.3 
47.7 
60.9 
57 

-0.4 
-1.7 

 
 

-0.2 
0.1 
0.4 

-0.9 
1.3 
0.1 

4 1 
2 
3 
4 
5 
6 
7 
8 
9 
10 

56 
56 
56 
56 
56 
56 
56 
56 
56 
56 

48.4 
60.9 
62.5 
57.8 
53.1 
52.3 
46.4 
52.3 
48.4 
51.6 

57.8 
 
 

60.9 
57 
57 
58.6 
57.8 
53.1 
59.4 

1.5 
 
 

0.5 
0.6 
0.7 
2.0 
0.9 
0.8 
1.2 

9 1 
2 
3 
4 
5 
6 
7 
8 
9 
10 

56 
56 
56 
56 
56 
56 
56 
56 
56 
56 

44.5 
50.8 
47.7 
45.3 
54.7 
48.4 
58.6 
42.2 
44.5 
57.8 

45.3 
60.2 
50.8 
49.2 
55.5 
53.1 
59.4 
53.9 
47.7 
52.3 

0.2 
1.5 
0.5 
0.7 
0.1 
0.8 
0.1 
2.1 
0.6 

-0.9 
5 1 

2 
3 
4 
5 
6 
7 
8 
9 
10 

56 
56 
56 
56 
56 
56 
56 
56 
56 
56 

49.2 
52.3 
45.3 
52.3 
53.9 
50.8 
44.5 
51.6 
63.9 
52.3 

56.3 
57.8 
45.3 
57.8 
60.9 
53.1 
48.4 
58.6 
57 
59.4 

1.2 
0.9 
0.0 
0.9 
1.1 
0.4 
0.7 
1.1 
0.5 
1.1 
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A.3.3  PRATT & WHITNEY DATA FOR THE 15-MHz TRANSDUCER. 

As for the 10-MHz probe, the gate 1 C-scan data for the 15-MHz probe shows that there is no 
significant front surface broadening or ringdown associated with the machined surface (see 
figure A-16).  The gate 2 C-scan data is shown in figure A-17 and the corresponding FBH 
amplitudes are shown in table A-12.  Again, the machined surface had no significant effect on 
inspection sensitivity either in the near surface or at 1″ depth. 
 

(a)

(b)

 
Figure A-16.  Gate 1 C-Scan for the 15-MHz Probe Used at P&W 

(a) As-Ground and (b) Machined 

Level
1                    2                     3                   4 5 6                     7                    8   9                    10

(a)

 
Figure A-17.  Gate 2 C-Scans for the 15-MHz Probe Used at P&W 

(a) As-Ground and (b) Machined 

Level
1                    2                     3                   4 5 6                     7                    8   9                    10

1
2
3
4
5
6
7
8
9

Row

(b)

(a)Level
1                    2                     3                   4 5 6                     7                    8   9                    10

(a)

1
2
3
4
5
6
7
8
9

Row

1
2
3
4
5
6
7
8
9

Row

(b)

(a)

(b) 
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Table A-12.  Flat-Bottom Hole Amplitude Data With the 15-MHz Probe at P&W 
 

Row Level 
Gain 
(dB) 

As-
Ground 

FBH 
Amplitude 
(%FSH) 

Machined 
FBH 

Amplitude
(%FSH) 

Difference 
(dB) Row Level 

Gain 
(dB) 

As-
Ground 

FBH 
Amplitude 
(%FSH) 

Machined 
FBH 

Amplitude 
(%FSH) 

Difference 
(dB) 

1 1 
2 
3 
4 
5 
6 
7 
8 
9 
10 

57 
57 
57 
57 
57 
57 
57 
57 
57 
57 

63.3 
61.7 
59.4 
55.5 
59.4 
55.5 
60.2 
68 
50 
58.6 

63.3 
66.4 
61.7 
66.4 
63.3 
46.9 
72.7 
54.7 
50.8 
61.7 

0.0 
0.6 
0.3 
1.6 
0.6 

-1.5 
1.6 

-1.9 
0.1 
0.4 

6 1 
2 
3 
4 
5 
6 
7 
8 
9 
10 

56 
56 
56 
56 
56 
56 
56 
56 
56 
56 

52.3 
55.5 
53.1 
50.8 
66.4 
63.3 
47.7 
52.3 
54.7 
55.5 

56.3 
68 
55.5 
53.9 
59.4 
60.9 
41.4 
58.6 
48.4 
60.9 

0.6 
1.8 
0.4 
0.5 
 

-0.3 
-1.2 
1.0 

-1.1 
0.8 

2 1 
2 
3 
4 
5 
6 
7 
8 
9 
10 

57 
57 
57 
57 
57 
57 
57 
57 
57 
57 

59.4 
67.2 
63.3 
53.3 
54.7 
55.5 
53.9 
53.9 
57 
57.8 

57.8 
60.9 
65.6 
57 

 
 

60.2 
53.1 
60.9 
59.4 

-0.2 
-0.9 
0.3 
0.6 
 
 
 
 

0.6 
0.2 

7 1 
2 
3 
4 
5 
6 
7 
8 
9 
10 

56 
56 
56 
56 
56 
56 
56 
56 
56 
56 

51.6 
61.7 
62.5 
43.8 
53.1 
46.9 
54.7 
47.7 
55.5 
60.2 

54.7 
59.4 
59.4 

 
51.6 
48.4 
60.2 
57.8 
59.4 
60.9 

0.5 
-0.3 
-0.4 

 
-0.2 

 
 
 

0.6 
0.1 

3 1 
2 
3 
4 
5 
6 
7 
8 
9 
10 

57 
57 
57 
57 
57 
57 
57 
57 
57 
57 

60.2 
60.9 
51.6 
60.2 
65.6 
57.8 
64.1 
56.3 
63.3 
57 

60.9 
60.2 
59.4 
55.5 

 
 

69.5 
56.3 
61.7 
53.1 

0.1 
-0.1 
1.2 

-0.7 
 
 

0.7 
0.0 

-0.2 
-0.6 

8 1 
2 
3 
4 
5 
6 
7 
8 
9 
10 

56 
56 
56 
56 
56 
56 
56 
56 
56 
56 

57 
52.3 
38.3 
54.7 
53.1 
56.3 
59.4 
60.9 
54.7 
54.7 

50.8 
 
 
 

50 
56.3 
64.1 
59.4 
56.3 
60.2 

-1.0 
 
 
 

-0.5 
0.0 
0.7 

-0.2 
0.3 
0.8 

4 1 
2 
3 
4 
5 
6 
7 
8 
9 
10 

57 
57 
57 
57 
57 
57 
57 
57 
57 
57 

52.3 
61.7 
61.7 
57 
60.9 
54.7 
54.7 
59.4 
58.6 
58.6 

57.8 
52.3 
57.8 
63.3 
64.1 
57.8 
64.1 
57.8 
58.6 
56.3 

0.9 
-1.4 
-0.6 
0.9 
0.4 
0.5 
1.4 

-0.2 
0.0 

-0.3 

9 1 
2 
3 
4 
5 
6 
7 
8 
9 
10 

56 
56 
56 
56 
56 
56 
56 
56 
56 
56 

44.5 
53.1 
45.3 
43.8 
67.2 
44.5 
64.1 
46.9 
46.1 
59.4 

43.8 
53.9 
43.8 
48.4 
64.1 
38.3 
55.5 
48.4 
49.2 
51.6 

-0.1 
 
 
 

-0.4 
-1.3 
-1.3 
0.3 
 

-1.2 
5 1 

2 
3 
4 
5 
6 
7 
8 
9 
10 

57 
57 
57 
57 
57 
57 
57 
57 
57 
57 

57.8 
58.6 
55.5 
61.7 
56.3 
60.9 
57 
59.4 
60.2 
53.1 

60.2 
59.4 
56.3 
60.2 
63.3 
64.1 
53.9 
60.2 
59.4 
59.4 

0.4 
0.1 
0.1 

-0.2 
1.0 
0.4 

-0.5 
0.1 

-0.1 
1.0 
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The data presented for the tests at GE and P&W were for experiments performed independently 
in that both machining and UT measurements were performed at two different facilities, by 
different personnel, and with different equipment.  The results, however, were largely the same.  
It was apparent that for the conditions tested, that machining feed rate had no measurable affect 
on the inspection sensitivity.  The machining had been performed at both facilities with new, 
unused inserts.  It was decided that potentially more detrimental machining conditions should be 
tested.  These conditions included use of inserts with significant wear and performing the 
machining both with and without coolant.  These tests were performed at HW using disk 1 by 
applying a newly ground surface, re-establishing the baseline condition, and performing the 
machining steps. 
 
The first step in the study was to grind the surface of disk 1 to a smooth finish, thereby 
eliminating any residual machining from previous studies.  Then, the response from the #1 FBHs 
in the as-ground finish was recorded from a C-scan of the disk using a 5-MHz, 0.75″ diameter 
Panametrics transducer with a 6″ focal length.  The transducer was focused on the tip of the 
FBHs, approximately 1″ below the surface.  Subsequently, a standard 0.25″ radius coated carbide 
worn insert was used to machine several passes on the surface of the disk.  The target surface 
finish was 10 Ra.  Figure A-18 shows examples of possible insert damage that renders the insert 
unusable (worn).  The nominal depth of cut was taken as 0.020″ (actual metrology measurements 
indicated it was 0.0167″).  The speed was set to approximately 225 surface feet per minute and 
the feed rate was maintained at 0.014″ per revolution.  The disk had a nominal 20″ diameter.  
The first machined area extended from 20″ to 16″ with the coolant on.  At 16″, the coolant was 
shutoff with the intent to make a rough surface and increase wear on the cutting tool.  It was 
observed that the tailing of the machined material did not change, nor did it look like it was 
getting hotter.  The coolant was then turned on again at 15″ with normal machining until 
reaching the 10″ diameter, at which time the coolant was shutoff again for another inch to the 9″ 
diameter.  Normal machining continued from the 9″ diameter point to the 5″ diameter point and 
stopped, leaving a 5″ diameter center section in the as-ground condition.  Figure A-19 shows the 
layout of the different machined areas on the disk used in the study.  Inside the green and maroon 
rings, no coolant was used.  Inside the red circle, there was no machining (as-ground condition).  
The final surface finish was -40 RA.  The figure also shows the numbering system used to 
identify the #1 FBHs drilled into the disk that was used to record the results.  
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Figure A-18.  Examples of Damage in Some Worn Inserts 
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Figure A-19.  Layout of Machined Areas on the Disk 
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After the machining was completed, a C-scan of the disk was performed and the amplitudes 
(%FSH) from the #1 FBHs were recorded.  Figure A-20 shows a typical C-scan of the machined 
disk used in the study.  The scan was generated again using a 5-MHz spherically focused 
transducer, 0.75″ in diameter and 6″ in focal length, with a gate extending from 0.75″ to 1.0″ 
deep and a gain of 51 dB.  This is the same transducer used to scan the disk in the as-ground 
condition before any machining, using the worn inserts, was completed.  A one-to-one 
comparison of the #1 FBHs responses at a fixed location in the disk before and after machining 
was then performed.  The results are summarized in table A-13.  The green and maroon numbers 
in the table correspond to the areas machined with the coolant turned off.  The red numbers 
correspond to the center area that was kept in the as-ground condition (0.0167″ thicker).  The 
yellow shaded numbers represent the FBHs at the transition between the various areas.  All of 
these details are clearly shown on the disk layout illustrated in figure A-19.  Note from table A-
13 that the change in the UT response of the #1 FBH at a fixed point between the as-ground 
condition and the machined condition is, in most cases, less than 3 dB and on the order of the 
experimental error.  Only a few points (yellow) displayed a larger change in amplitude that can 
be attributed to these points being close to a transition line between successive machined areas.  
These results suggest, in general, that the surface finish resulting from machining the disk 
surface with a worn tool, under the parameters used in the study, have little or no effect on the 
FBH amplitude.  This result is consistent with the surface finish performed by P&W and GE on 
machined surfaces using new inserts.  It should be noted here that the variation in the FBH 
amplitude for those holes in the 5″ diameter central area that remained in the as-ground condition 
in both cases ranged from -2.8 to 4.7 dB. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure A-20.  Typical C-Scan of the Machined Disk Showing the #1 FBH Responses 
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Table A-13.  One-to-One Comparison of the #1 FBH Response at a Fixed Location in the Disk 
Before and After Machining 

 

Row Condition 
Hole 1 

(%FSH) 
Hole 2  

(%FSH) 
Hole 3  

(%FSH)
Hole 4  

(%FSH)
Hole 5  

(%FSH)
Hole 6  

(%FSH)
Hole 7  

(%FSH) 
Hole 8  

(%FSH) 
Hole 9  

(%FSH)
As-ground  40.8 43.1 44 44.7 42.4 40.8 39.2 38.3 34.5 
Machined 34.5 32.9 33.7 32.9 30.6 33.7 32.9 35.3 34.5 

1 

Diff (dB) 1.5 2.3 2.3 2.7 2.8 1.7 1.5 0.7 0.0 
As-ground  40 38.4 38.4 43.9 26.7 30.6 40 35.3 29 
Machined 36.9 33.7 35.3 36.9 30.5 34.5 29.8 33.2 30.6 

2 

Diff (dB) 0.7 1.1 0.7 1.5 -1.2 -1.0 2.6 0.5 -0.5 
As-ground  40.8 34.5 32.9 39.2 34.5 34.5 33.7 29 22.7 
Machined 36.8 29.8 32.2 25.1 28.2 33.7 29.8 31.4 31.4 

3 

Diff (dB) 0.9 1.3 0.2 3.9 1.8 0.2 1.1 -0.7 -2.8 
As-ground  35.3 34.5 38.4 34.5 35.3 36.9 26.7 36.1 44.7 
Machined 26.6 32.2 28.2 26.7 32.2 25.1 29.8 29 31.4 

4 

Diff (dB) 2.5 0.6 2.7 2.2 0.8 3.3 -1.0 1.9 3.1 
As-ground  43.9 40 37.6 42.4 44.7 42.4 47.1 37.6 32.1 
Machined 33.7 32.9 23.5 21.2 29.8 27.5 29.8 22 28.2 

5 

Diff (dB) 2.3 1.7 4.1 6.0 3.5 3.8 4.0 4.7 1.1 
As-ground  36.1 35.3 47.1 44.7 35.3 39.2 50.9 44.7 37.6 
Machined 35.3 33.7 36.1 30.6 33.7 34.5 40 11.8 32.9 

6 

Diff (dB) 0.2 0.4 2.3 3.3 0.4 1.1 2.1 11.6 1.2 
As-ground  40 47.1 49.4 44.7 45.5 54.1 43.1 41.6 35.3 
Machined 34.5 33.1 32.9 38.4 33.7 33.7 39.2 25.1 29 

7 

Diff (dB) 1.3 3.1 3.5 1.3 2.6 4.1 0.8 4.4 1.7 
As-ground  34.5 42.4 46.3 47.1 43.1 42.3 41.6 44.7 44.6 
Machined 29 36.1 28.2 33.1 36.1 36.1 33.7 34.5 36.1 

8 

Diff (dB) 1.5 1.4 4.3 3.1 1.5 1.4 1.8 2.2 1.8 
As-ground  XX 50.2 47.8 41.6 49.4 41.6 46.3 48.6 47 
Machined XX 26.7 32.1 34.5 39.2 29 42.3 37.6 32.9 

9 

Diff (dB) XX 5.5 3.5 1.6 2.0 3.1 0.8 2.2 3.1 
As-ground  XX 45.5 40 50.2 46.3 43.1 39.2 46.3 47.1 
Machined XX 33.7 27.4 39.2 36.1 37.6 24.3 26.6 38.4 

10 

Diff (dB) XX 2.6 3.3 2.1 2.2 1.2 4.2 4.8 1.8 
 
After machining, the disk, was also scanned using a 10-MHz Panametrics transducer, 0.75″ in 
diameter with 6″ focal length, to investigate the frequency effect on the change in the # 1 FBHs 
amplitude response.  Again, the transducer was focused on the tip of the #1 FBHs 1″ below the 
surface and the data were collected using a gate extending from 0.75″ to 1″ deep.  In this case, 
the amplitude response from a given #1 FBH was compared to the average amplitude response 
from those holes in the 5″ diameter central area that was kept in the as-ground condition.  Table 
A-14 summarizes the results of this comparison.  Again, the green and maroon numbers 
correspond to the areas machined with the coolant turned off.  The red numbers correspond to 
the center area that was kept in the as-ground condition.  The yellow figures represent the FBHs 
at or close to a transition between the various areas.  Refer to the disk layout in figure A-19 for 
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more details.  The variation in the UT amplitude response of the #1 FBHs in the as-ground 
central area was about 5 dB.  This is comparable to the results obtained by GE for the same disk.  
The results in table A-14 show, once again, that the surface finish resulting from machining the 
disk surface with a worn tool, under the parameters used in the study, has little or no effect on 
the FBH amplitude, which is consistent with previous conclusions. 
 

Table A-14.  Comparison of the #1 FBH Response in the Various Machined Areas to the 
Average Response of the #1 FBHs in the As-Ground Area 

 

Row 
Hole 1 

(%FSH) 
Diff  
(dB) 

Hole 2  
(%FSH) 

Diff  
(dB) 

Hole 3  
(%FSH)

Diff  
(dB) 

Hole 4  
(%FSH)

Diff  
(dB) 

Hole 5  
(%FSH) 

Diff  
(dB) 

1 25.1 1.04 26.7 1.58 26.7 1.58 32.2 3.20 26.7 1.58 
2 19.6 -1.11 28.2 2.05 25.1 1.04 26.7 1.58 29.8 2.53 
3 19.6 -1.11 25.1 1.04 25.1 1.04 26.7 1.58 25.9 1.31 
4 22 -0.11 23.6 0.50 25.1 1.04 24.3 0.76 25.1 1.04 
5 29 2.29 25.1 1.04 25.8 1.28 23.5 0.47 24.3 0.76 
6 26.8 1.61 29.8 2.53 26.6 1.54 28.2 2.05 26.8 1.61 
7 23.5 0.47 25.1 1.04 25.9 1.31 25.8 1.28 25.8 1.28 
8 21.2 -0.43 24.2 0.72 24.3 0.76 28.2 2.05 25.9 1.31 
9 9.4 -1.49 29.8 2.53 23.5 0.47 25.1 1.04 28.2 2.05 

10 9.4 -7.49 25.8 1.28 27.4 1.80 27.5 1.83 29.8 2.53 
 

Row 
Hole 6 

(%FSH) 
Diff  
(dB) 

Hole 7  
(%FSH)

Diff  
(dB) 

Hole 8  
(%FSH)

Diff  
(dB) 

Hole 9  
(%FSH) 

Diff  
(dB) 

1 25.1 1.04 22.7 0.17 24.3 0.76 22 -0.11 
2 25.1 1.04 28.2 2.05 27.5 1.83 17.3 -2.19 
3 26.7 1.58 31.4 2.98 28.2 2.05 21.2 -0.43 
4 23.5 0.47 26.7 1.58 25.8 1.28 19.6 -1.11 
5 24.3 0.76 25.1 1.04 12.5 -5.02 17.3 -2.19 
6 25 1.00 29.8 2.53 11.8 -5.52 25.1 1.04 
7 29.8 2.53 28.2 2.05 26.6 1.54 14.9 -3.49 
8 29 2.29 25.9 1.31 27.4 1.80 23.5 0.47 
9 30.6 2.76 29.8 2.53 29 2.29 23.5 0.47 

10 28.2 2.05 28.2 2.05 25.8 1.28 25.1 1.04 
 
Finally, an assessment of the effect of surface finish resulting from machining the disk surface 
using the worn insert and the parameters mentioned for the broadening of the front wall echo was 
conducted.  In this study, the 10-MHz spherically focused transducer, 0.75″ in diameter and 6″ in 
focal length, was focused on the front wall of the disk by setting the water path to 6″.  The near-
surface region was set to #1/2 FBH sensitivity with the addition of 12 dB in a gate from 0.06″ to 
0.3″.  The collected C-scans did not show any appreciable change between the response from the 
as-ground area and the responses from the machined areas.  To better investigate the effect of 
surface finish on the broadening of the front-wall echo, the radio frequency signals from six 
different locations on the disk surface showing the front-wall and the back-wall echoes were 
collected.  These locations are shown in figure A-21, which also depicts a typical C-scan of the 
machined disk with the UT peak response in a gate extending from 0.06″ to 0.3″.  Location 6 
represents the response from the front wall in the as-ground area.  Figure A-22 shows the 
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response from all other locations (locations 1 through location 5 in various machined areas) 
superimposed on the response from location 6.  In general, the results strongly suggest that there 
is no appreciable broadening in the front-wall echo in the machined areas compared to the as-
ground area, which is in agreement with the results obtained by P&W conducted on disk 2 using 
a new insert.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure A-21.  Typical C-Scan of the Machined Disk Showing the UT Response in a  
Gate Extending From 0.06″ to 0.3″ 
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Figure A-22.  Radio Frequency Signals Collected for the Assessment of the Broadening  
of the Front-Wall Echo Due to Machining Using a Worn Out Insert 

 
A.4  CONCLUSIONS. 
 
The study under consideration shows that the surface finish resulting from machining the disk 
surface with a worn tool under the parameters used in the study has little or no effect on the FBH 
amplitude or on the width of the front-wall echo.  These results also suggest that the forging 
machining practices at the supply base result in a surface finish that is adequate for the ultrasonic 
(UT) inspection to be performed on these forgings.  It should be noted that the machining tests 
performed at all three locations, General Electric, Pratt & Whitney, and Honeywell, were done 
solely for the purpose of evaluating UT response.  If the surface was damaged in any way to 
cause other defects, those effects were not evaluated. 
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