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EXECUTIVE SUMMARY 
 

This report describes effort to update the default probability of detection (PoD) curves for the 
ultrasonic detection of hard alpha inclusions in titanium alloy forgings, with the results intended 
to replace the curves currently found in Advisory Circular (AC) 33.14-1, “Damage Tolerance for 
High Energy Turbine Energy Rotors.”  Hard alpha inclusions are usually described as “melt-
related defects,” since they are formed during the titanium melting process, which is a part of the 
manufacturing process, also described as manufacturing defects.  The detection of hard alpha 
inclusions is included as part of the aging aircraft effort because hard alpha inclusions act as 
initiation sites for fatigue-related damage.  Two inspection techniques were evaluated, 
Conventional and Multizone, based on a set of designed experiments on the existent synthetic 
inclusion disk (SID).  The SID contains 40 synthetic hard alpha (SHA) inclusions and 18 flat-
bottom holes (FBH).  The flat-bottom hole (FBH), a synthetic defect (or reflector), is used in 
essentially all ultrasonic calibration standards as a measure of inspection sensitivity.  The 1/64 
FBH is called #1 FBH, a 2/64 is called #2, and so on.  The SHA inclusions were titanium, right-
circular cylinders of two sizes (#3 and #5), which were fabricated with two levels of elevated 
concentrations of nitrogen (3 and 17 wt.%). 
 
The first step in the program was to conduct a designed experiment intended to capture the field 
performance and associated variabilities of the two techniques, with data to be gathered by three 
operators for each of the two production sites for each of the two techniques (12 experiments).  
Slight modifications were made to the plan due to scheduling issues at the inspection shops, but 
with no loss in the total amount of data gathered. 
 
To guide these experiments and to ensure that the data gathered were as representative of field 
conditions as possible, a set of experimental protocols were developed.  This was necessary for a 
number of reasons, including the fact that the SID contained many more reflectors than an 
inspector would encounter in a typical inspection, with some of them producing spurious signals, 
such as reflections from shanks of the counterbores of the FBHs. 
 
The limited range of sizes (2) and nitrogen concentrations (2) of the SHAs in the SID posed a 
barrier to the application of traditional PoD analysis techniques.  As but one example, traditional 
analysis is based on a significant number of flaws spanning a range of sizes in contrast to the fact 
that only two sizes for SHAs and three sizes for FBHs were present in the SID.  To treat these 
limitations in the SID, a physics-based model was used to guide the analysis.  In traditional, fully 
empirical PoD analysis, a simple statistical model is postulated to describe the relationship 
between flaw size and response.  Often, the logarithm of the response is assumed to have a linear 
relationship to the logarithm of the flaw size, and the data is used to estimate the unknown 
constants in the regression line (intercept and slope) and the standard deviation of the data about 
that line.  However, in this work, well-established physical principles were used to describe the 
nonlinear relationship expected between these quantities in a way that allowed the data from all 
“flaws” (40 SHAs and 18 FBHs) to be pooled together in a single analysis.  This had the 
advantage of producing PoD curves with tighter confidence bounds and providing a basis for 
generalizing the results to sizes and nitrogen concentrations not physically present in the SHA 
block. 
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xii 

PoD curves for both the mean and 5% quantile of the distribution of flaw responses were 
produced.  The 95% confidence bound of the mean PoD curves are often used to quantify the 
effectiveness of the nondestructive evaluation techniques, and these are the primary results 
reported.  To summarize the numerical results, the a90 values for Conventional and Multizone are 
9270 and 2670 square mil, respectively.  The a90/95 values for Conventional and Multizone are 
16,850 and 2,970 square mil, respectively.  The Multizone PoD curve is clearly superior to the 
Conventional PoD curve. 
 
The 5% quantile curves and associated confidence bounds are also presented.  These may be of 
interest as they provide an estimated PoD curve that would be expected to be exceeded by 95% 
of the possible operator system combinations.  The ability to quantify effects associated with 
operator-to-operator and flaw-to-flaw variability from the data obtained in the designed 
experiment enables the production of these quantile curves. 
 
For a number of reasons that are detailed in the report, the new PoD curves are believed to be 
superior to those that currently appear in AC 33.14-1.  However, the fact that they quantify the 
response of synthetic, rather than naturally occurring, hard alpha inclusions must be considered 
in application of the results to lifing.  A number of directions for possible future work are 
discussed, including how to address this issue. 
 
The most significant recommendation is to study the impact of using synthetic rather than 
naturally occurring defects to determine the dependence of the PoD curves on flaw size.  
Experience indicates that the impact could be significant and corrections to the PoD curves are 
required to maximize the usefulness of the study.  It is also recommended that the practice of 
using the lower 95% confidence bound of the PoD curves in lifing calculations be revisited.  
Finally, it was recommended that the effects of the diffusion bonding process used in fabricating 
the SID be examined; it is possible that the bonding process somewhat modified the physical 
properties of the SHAs. 
 
 



 

1.  INTRODUCTION. 

1.1  PURPOSE. 

Probability of detection (PoD) is the metric whereby the efficacy of nondestructive evaluation 
(NDE) measurement techniques is quantified.  It plays a variety of roles in structural integrity 
programs, which include providing an input to the assessment of Design Target Risk (DTR) 
during the determination of the acceptability of new engine designs and the appropriateness of 
proposed field actions [1 and 2].  PoD is generally displayed by curves of PoD versus flaw size 
that are specific to measurement modality, procedural details, and product form.  
Well-established, empirical techniques exist to determine PoD [3].  When flaw response 
information is available and the relationship between (transformed) signal strength and 
(transformed) flaw size can be described by a linear relationship, the preferred approach is the â 
versus a approach, where â is the flaw response and a is the flaw size.  An additional capability 
is emerging that allows the use of physics-based models of the inspection process to reduce the 
time and cost of a purely empirical approach or allow the most efficient and accurate extraction 
of information from a limited set of empirical information [4 and 5].   
 
Because of the challenges of rigorously determining PoD curves, there is a great motivation for 
determining Default PoD Curves that can be used, under specified inspection conditions, in lieu 
of determining new PoD curves for each of many similar inspections.  For the case of the 
inspection of rotating aircraft engine components made from titanium, such curves currently 
exist and can be found in regulatory material [1].  However, since those curves were developed, 
inspection procedures have changed and more sophisticated techniques have become available 
for the statistical analysis of the data obtained in PoD studies.  The original PoD Curves for 
titanium billet inspection have since been updated [6 and 7].  These existing curves are the 
“Default PoD curves” and serve as a benchmark against which the performance of new 
technologies is measured.  The purpose of this program is to develop a corresponding update for 
the PoD curves for titanium forging inspection.  It is intended that these capture the relative 
capabilities of the two most commonly used inspections, Conventional and Multizone.  As 
always, for matters of public safety, where uncertainties exist, conservative assumptions will be 
made. 
 
1.2  BACKGROUND. 

1.2.1  Need for Update of Forging PoD Curves. 

The Federal Aviation Administration (FAA) has developed “a generic damage tolerance 
approach which can be readily integrated with the existing ‘safe-life’ process for high energy 
rotors to produce an enhanced life management process” [1 and 2].  The approach is designed to 
assure a specified DTR, defined in terms of the cumulative number of events (rotor separation, 
failure, or burst with no regard to consequences) for each flight cycle, for all critical rotating 
parts in a given engine, calculated over the projected life of those components.  The default DTR 
values are given as 1 x 10-9 events/flight cycle at the component level and 5 x 10-9 events/flight 
cycle at the engine level.  Among the inputs to the estimation of the DTR are anomaly 
distributions and NDE PoD curves.  The anomaly distributions are quantified by exceedence 
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curves (expected number of hard alpha inclusions of a given size or larger for each million 
pounds of titanium).  Appendix 3 of reference 1 presents default exceedence curves.  Appendix 5 
of reference 1 presents Default PoD Curves.  A detailed discussion of the development of the 
exceedence curves may be found in reference 2. 
 
An element of the strategy in developing the exceedence curve was to adjust the exceedence 
distribution until it fits the detection (find) rates in bar and billet ultrasonic inspection as reported 
by the Jet Engine Titanium Quality Committee (JETQC).  It was found to be impossible to 
simultaneously fit the billet and bar finds using the Default PoD Curves as an input.  Hence, 
aspects of those PoD curves (e.g., the mean, standard deviation, and maximum achievable PoD) 
were varied, a process that resulted in “a range of possible anomaly distributions which all fit the 
analytical model” [2].  Further calibration against field experience of titanium rotor event rates 
was used to define the final default anomaly distribution.  It was believed that the use of the 
PoD, rather than some other inputs, as a fitting parameter was justified “based on our knowledge 
of the limited amount of data available to estimate the PoD curves, therefore, causing 
uncertainties in these estimates” [2]. 
 
Thirteen years have passed since the default anomaly distributions and PoD curves described 
above were developed, and revisions of the tools used to estimate DTR are underway.  A 
re-examination of the Default PoD Curves is called for since (1) inspection techniques have 
evolved and (2) the sophistication of the statistical techniques available to analyze PoD data has 
increased. 
 
The first step in the re-examination addressed billet inspection.  PoD curves were developed for 
two inspections, Multizone and Conventional, starting from data derived from field inspection of 
naturally occurring hard alpha inclusions.  Included were data from three independent databases: 
the Default Probability of Detection-Three-Dimensional (DPD-3D) database, the JETQC 
database, and the Contaminated Billet Study (CBS) database.  Authors of the current report 
participated in updating the Default Ultrasonic PoD Curves for Billet inspections [6 and 7]).  The 
updated PoD curves were substantially different from the previous curves [1].  Contributing to 
the changes were the presence of the additional field find data noted above (the original curves 
had been based only on Conventional inspection data for the DPD-3D database), the fact that 
independent data sets existed for Multizone as well as the Conventional inspection method, the 
availability of statistical analysis techniques that had not been routinely used by the NDE 
community in earlier work, and a better understanding of the physics of the relationship between 
flaw size and ultrasonic response.  The latter two elements enabled significant advances in the 
PoD determination methods. 
 
This report describes the results of analogous efforts to update the forging PoD curves. 
 
1.2.2  Determination of PoD Based on MIL HDBK 1823. 

The basic idea of the â versus a technique, as defined in MIL HDBK 1823A [3], is illustrated in 
figure 1.  Given a measure of flaw response and flaw size (often defined in terms of a logarithm 
of experimental observables), a generalized regression analysis is performed to estimate the 
equation of the regression line (the mean of the estimated distribution of responses as a function 
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of size) and the standard deviation of the distribution about that line (assumed to be independent 
of size).  Given this mean response as a function of size, the standard deviation, and the 
threshold (selected to reduce the number of false alarms to an acceptable level), the PoD is fully 
determined.  This is a particularly simple process when the data is normally distributed about the 
regression line.  In such a case, the PoD can be estimated by evaluating a well-known function, 
the standard normal cumulative distribution function found in numerical tables, or easily 
calculated, as shown in figure 2. 
 

 
 

Figure 1.  The â vs a Regression Analysis Used in the Estimation of PoD Following  
MIL HDBK 1823A 

 

0

1
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POD

Standard normal cumulative distribution function

 
 

Figure 2.  Estimating PoD From the Results of the â vs a Regression Analysis Following  
MIL HDBK 1823A 
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In its simplest form, appropriate when numerical values for the response are available from all 
flaws in the test piece, the â versus a approach is based on a simple linear regression of a plot of 
log â versus log a.  The purpose of the analysis is to estimate the equation of the regression line 
and the standard deviation of the data about that line.  When the data set is less ideal, for 
example when there are saturated data, the response of known flaws is obscured by noise, or 
there is the possibility that unknown flaws are present but undetected, the simple regression must 
be replaced by one that takes into account data censoring and truncation.  Well-known statistical 
tools exist to address these situations. 
 
In summary, the data of flaw response versus flaw size is analyzed to estimate the equation of 
the generalized regression line, sometimes referred to as the mean, and the standard deviation of 
the data about that mean, as illustrated in figure 1.  The PoD curve is fully defined by the mean, 
the threshold, and the standard deviation, as shown in figure 2. 
 
1.2.3  Original Default PoD Curves for Forgings. 

As discussed in detail in reference 7, the Default PoD Curves that appear in Advisory Circular 
(AC) 33.14-1 [1] were based on data and approaches that are now outdated or incomplete, 
particularly in the context of inspection forging.   
 
The data on which the original Default PoD Curves were based was obtained in the detection of 
naturally occurring hard alpha inclusions in billets, using only a Conventional inspection.  Based 
on the best information available at the time, it was assumed that the flaw response was 
proportional to flaw area, i.e., there were only two rather than three parameters to be estimated in 
the regression analysis.  In general, it is assumed that log (â) = B1 log (a) + B0 + δ, where â is the 
effective flat-bottom hole (EFBH) proportional to signal strength and a is the flaw area, δ is 
normally distributed with constant standard deviation, σ.  However, in the estimation of the 
original Default PoD Curves, the parameter B1 was set equal to unity and only the parameters B0 
and  were considered as unknown in the regression.  In the subsequent analysis of the billet 
PoD, this was found to be a faulty assumption [6 and 7]. 
 
In this original analysis, the Default PoD Curves for different types of inspections were all based 
on the same set (DPD-3D).  For any particular inspection (forging or billet), the PoD curve was 
estimated based on the process implied by figures 1 and 2, where the reject threshold used in the 
particular inspection of interest was used.  Thus, all the Default PoD Curves in AC 33.14-1 were 
based on the Conventional billet field data (DPD-3D database) analyzed according to the 
assumption B1 = 1 (later known to be erroneous for naturally occurring flaws in billets) and the 
reject threshold for the actual inspection in question.  This threshold was often couched in terms 
of a signal from a #2 or #3 flat-bottom hole (FBH) in billets and a #1 FBH in forgings.  By 
changing the threshold accordingly, it was possible to make an initial estimate of the PoD for 
Multizone inspections for billets and forgings and the PoD for Conventional inspections for 
forgings from the Conventional billet data. 
 
Figures 3 and 4 respectively show the Default PoD Curves for calibration to a #1 FBH and 
#2 FBH, as they appear in the 2001 AC [1].  In each case, the mean PoD is shown for two 
thresholds, one taken equal to the response of the calibration reflector and one taken to be 
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one-half of the response of the calibration reflector.  Since forging inspections using both 
Multizone and Conventional inspections are generally calibrated to a #1 FBH, the curves in 
figure 1 have been taken to be the Default PoD Curves for forging inspections. 
 

 
 

Figure 3.  Original Default PoD Curves for Inspections Calibrated to a #1 FBH 
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Figure 4.  Original Default PoD Curves for Inspections Calibrated to a #2 FBH 
 

1.2.4  Motivation to Produce Improved Set of Curves. 

Although representing a best effort at the time, it is now known that there are many shortcomings 
of these initial Default PoD Curves.  In the context of forging inspections, the curves (as shown 
in figure 3) were actually based on Conventional inspection of naturally occurring flaws in 
billets (DPD-3D database) and analyzed according to the assumption B1 = 1.  Yet these are 
applied to both Conventional and Multizone inspections of forgings based on the assumption that 
the regression analysis would be the same for those cases and the controlling factor would be the 
threshold.  Clearly, there is a need to update those curves.  However, it should be reiterated that, 
based on the knowledge available at the time, the original curves should certainly be considered 
as a best effort. 
 
1.2.5  Potential Strategies to Update the Default PoD Curves. 

As noted above, for the case of billets, the update of the Default PoD Curves was based on the 
data analysis associated with the detection of naturally occurring hard alpha inclusions, which 
are melt-related defects created during manufacturing.  There were several sources of that data, 
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including separate data for the Conventional and Multizone inspections.  This permitted an 
intensive statistical evaluation of the responses of a significant number of hard alpha defects and 
a comparison of the PoD of the Conventional and Multizone inspections.   
 
In the context of producing PoD curves based on data from naturally occurring defects, there are 
a few instances of the detection of naturally occurring defects in titanium forgings; this number 
is inadequate to produce a statistically sufficient database.  Therefore, a different approach must 
be pursued to develop ultrasonic PoD curves that quantify, as best as possible, the ultrasonic 
detectability of hard alpha inclusions in titanium forgings. 
 
A number of different approaches were discussed by the proposing team, members of the Rotor 
Integrity Steering Committee, and representatives of the FAA in the formulation of the work 
whose results are described in this report.  Included were three possible concepts on which to 
base the PoD estimates:  (1) synthetic inclusions placed directly in a forging, (2) synthetic 
defects placed in a billet that is subsequently forged into a pancake shape, and (3) naturally 
occurring inclusions in a billet that is forged into a sonic shape.  There are advantages and 
disadvantages of each approach that, in many ways, are related to a tradeoff between capturing 
the effects of flaw morphology and time and cost constraints.  The FAA and the team selected 
Concept 1 as the approach to be pursued in this program, and the results are detailed in this 
report. 
 
Because the curves reported herein are based on synthetic rather than naturally occurring flaws, 
care must be taken in the direct comparison of the previously developed Default PoD Curves for 
billets (based on naturally occurring hard alpha inclusions) [7] and the Default PoD Curves for 
forgings (based on synthetic hard alpha (SHA) inclusions), as described in this report.  Both are 
based on well-defined data sets, obtained by manufacturing inspections in the supplier shops 
and, hence, are representative of the relative performance of the various inspections under field 
conditions.  However, if one wished to directly compare the billet and forging curves, some sort 
of adjustment/calibration would be required to account for the relative responses of naturally 
occurring hard alpha inclusions and SHA inclusions in forgings.  That adjustment/calibration is 
beyond the scope of this report. 
 
1.3  PROGRAM OBJECTIVE. 

The objective of this program was to develop a set of Default PoD Curves for the detection of 
SHA inclusions in titanium alloy aircraft engine forgings using both Conventional and Multizone 
ultrasonic inspections.  This requires the design of the experiment, the conduct of that 
experiment, and the analysis of the data obtained.   
 
1.4  RELATED ACTIVITIES. 

As reported in sections 1.1 through 1.3, this team has had a long history of inspection 
development and reliability assessment in prior FAA-funded programs.  In many cases, the work 
was done in collaboration with members of the lifing and risk analysis communities.  
Fundamental studies of titanium billets [8] and titanium forgings [9] provided useful information 
in designing inspections and understanding the factors that will affect the PoD.  A contaminated 
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heat of titanium billet was made available for study [10] and used extensively in the generation 
of Default PoD Curves for billets [7].  In addition to the production inspection research efforts, 
the FAA has funded other inspection activities, including developing in-service inspection tools 
[11], assessing the effect of cleaning and drying methods on fluorescent penetrant inspection 
(FPI), [12], engineering studies of vibrothermography as applied to jet engine materials [13], and 
developing samples containing anomalous machining damage and associated preliminary NDE 
evaluation studies [14].   
 
2.  APPROACH. 

2.1  OVERVIEW. 

Developing improved inspection methods for typical engine forgings was the subject of a prior 
FAA-funded program, as reported in references 9 and 15.  During that program, it was 
recognized that availability of a representative sample with well-characterized flaws would be of 
value; a disk containing SHA at two concentrations and two sizes was fabricated and became 
known as the synthetic inclusion disk (SID).  The approach in the current program to develop 
Default PoD Curves for titanium forgings is based on measurements made on the SID [9 and 15] 
at vendor sites using both Conventional and Multizone ultrasonic inspection technology.  The 
SID contains a number of SHA inclusions, as well as some FBHs in a titanium forging that was 
fabricated [9] and studied in great detail [9 and 15] as a part of the Engine Titanium Consortium 
(ETC) Phase II.  Figure 5 shows a cross-section of the SID on which the radial locations of 
SHAs (also referred to as “seeds”) and FBHs are schematically superimposed (not exactly to 
scale).  The sonic shape is outlined in white.  The FBHs were drilled in the opposite faces from 
the seeds to allow for inspection on the UH surface on the forward side rather than through the 
narrow, US surface on the aft side. 
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Figure 5.  The SID With Embedded Seeds and FBHs 
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There are 58 reflectors within the SID, as summarized in table 1.  As an overview, at each of the 
five radial locations shown in figure 5, there are eight SHAs placed at different circumferential 
locations.  These include two each of the four different types of SHAs shown in the table, one 
placed in a high-noise region and one placed in a low-noise region.  The FBHs are placed near 
the radial locations of the SHAs in the three regions in which the ultrasonic beam would enter 
through a flat surface normal to the disk axis. 
 

Table 1.  Reflectors in the SID Block 

 # 1 # 3 # 5 

3 wt.% N SHA 0 10 10 

17 wt.% N SHA 0 10 10 

FBH 12 3 3 
 
N = Nitrogen 

 
From table 1, it is evident that for each of two concentrations of nitrogen (N) in the SHAs (3% 
and 17%), there were only two sizes (#3 and #5).  This is nonoptimal for the estimation of PoD 
using the â versus a approach (which is intended to be based on a regression analysis of the 
responses of flaws of multiple sizes) for two reasons.  First, since the #5 (0.078 in. = 1.98 mm 
diameter) is considerably larger than the focal spot size of the Multizone system used (≈ 0.05 in. 
= 1.25 mm), there is a beam-limiting effect.  As the flaw diameter exceeds the size of the beam, 
the response is limited since the regions of the flaw outside the beam do not contribute to the 
response.  Hence, a linear regression is no longer appropriate, since this would imply that the 
response would continue to grow without bound as the flaw size increases.  Second, only SHAs 
containing two concentrations of nitrogen are included in the block.  A purely empirical 
approach would estimate the PoD for each concentration.  However, there would be no basis for 
estimating the PoD for other concentrations of nitrogen.  In addition, because of the small 
number of SHAs for each concentration of nitrogen (10 of each for two sizes), the confidence 
bounds would be relatively broad.  To overcome the problems associated with the nature of the 
test block, information from physics-based models of the flaw response was used to allow all 
data, including the responses of the FBHs, to be analyzed in a unified way.  This allowed the 
beam-limiting effect to be built into the PoD curves, allowed PoD to be calculated as a function 
of wt.% N, and reduced the width of the confidence intervals. 
 
The program team combined Iowa State University’s (ISU) expertise in statistical analysis and 
NDE physics with the original equipment manufacturer’s (OEM) expertise in practical 
inspection.  Involvement of the OEMs ensured that the inspection protocols used to generate the 
program data were representative of typical industrial practice and provided a direct path to 
technology implementation as needed to assure utility to the aviation community.  Among the 
team members were representatives who were (1) intimately familiar with the use and 
application of PoD results within the respective design philosophies of their companies, (2) 
knowledgeable of the ultrasonic inspection protocols and specifications to ensure valid data is 
gathered, and (3) fully knowledgeable of the statistical tools available for use in data 
interpretation and analysis.   
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2.2  WORK SCHEDULE. 

The work was conducted in four phases, as summarized below.  The team was led by ISU, which 
had primary responsibility of Tasks 1 (Plan Development), 3 (Statistical Analysis of the Data), 
and 4 (Final Report), with important input from the OEMs at each step.  The OEMs had primary 
responsibility for Task 2 (Data Production).   
 
2.2.1  Plan Development. 

During the first phase, conducted from March through September 2008, the production 
experiments to be performed on the SID block were defined.  This phase consisted of defining 
the protocols used for the Conventional and Multizone procedures and the numbers of sites and 
operators to be involved in the inspections.  The broad philosophy was to obtain the data using 
production procedures.  However, some deviations were required because of the large numbers 
of defects in the blocks and the presence of FBHs, whose counter-bores could produce large 
signals from certain inspection directions, potentially masking the response of the intended 
flaws.  This required some guidance from an OEM representative during each of the production 
inspections, and an important part of the planning process was to ensure that this guidance did 
not cause the data obtained to deviate significantly from data that would be obtained in normal 
production inspections. 
 
2.2.2  Data Production. 

It was planned to obtain data at two sites each for Conventional and Multizone inspections.  
Three operators were planned for each case, so that a total of six Conventional and six Multizone 
inspections were to be represented in the data set.  Scheduling circumstances caused a slight 
modification in the details of this strategy, but the amount of data gathered did not decrease.  
These experiments were conducted from October 2008 through February 2009.   
 
2.2.3  Statistical Analysis of the Data. 

The statistical analysis task had two parts.  First, a procedure had to be developed that was 
assisted by physics-based models for the inspection for the reasons cited in section 2.1.  Second, 
this model was used to develop the final PoD curves.  This work took place from February 2009 
through January 2010.   
 
2.2.4  Final Report. 

The final report was written between January 1, 2010 and July 1, 2010. 
 
3.  DISCUSSION OF RESULTS. 

3.1  STRATEGY. 

The overall strategy was described in section 2.2.  Conventional and Multizone inspection data 
were obtained on the SID for three operators at two sites, leading to a total of six data sets for 

10 



 

each inspection.  These inspections were conducted in accordance with OEM inspection 
procedures to the greatest extent practicable, given the large number of inspection opportunities 
in the SID.  Because of the unique (and non-optimal from a PoD analysis perspective) nature of 
the inspection opportunities (only two sizes and two nitrogen levels of the SHAs), physics-based 
models of the inspection process were used as a component of the analysis to allow the highest 
fidelity information to be extracted from this limited data and to minimize the width of the 
confidence bounds.  Depending on the availability of trained personnel for some of the methods, 
the number of inspection locations varied somewhat from the original plan, as discussed in 
section 3.3. 
 
3.2  SAMPLE. 

As discussed in section 2.1, the data were obtained on the SID, a titanium (Ti)-6 aluminum (Al)-
4V forging of General Electric (GE) design in which SHA reflectors had been embedded by hot 
isostatic pressing (HIP) processes, with additional FBHs present to provide reference signals.  As 
shown in table 1, the SID contained 58 FBH and SHA reflectors.  A detailed description of the 
SID’s construction may be found in reference 9.  Additional information about its ultrasonic 
response may also be found in references 9 and 15.  Some additional information is provided in 
appendix A.  A summary is provided in this section. 
 
The original forging was purchased from a titanium supplier.  After a light skim cut to smooth 
the surface to facilitate ultrasonic inspection, ultrasonic C-scans were made to characterize 
structural noise.  This provided the information needed to allow an equal number of seeds to be 
placed in high- and low-noise regions so any variability associated with noise level could be 
examined.  Figure 6 is an example of a C-scan.  This particular scan was for inspection through 
US surface for Zone 1 using a 10-MHz F/8 transducer.  A full set of C-scans and more detail is 
provided in appendix B of reference 9.   
 

 
 

Figure 6.  Typical C-Scan of Disk After Light Skim Cut to Characterize Structural Noise 
 
The SHAs in the SID were fabricated as right-circular cylinders with height equal to diameter.  
Included were SHAs of two sizes (#3 and #5).  Each SHA had one of two intended 
concentrations of N (3 and 17 wt.% N).  The concentrations and sizes were selected based on a 
number of factors. 
 
The concentration was selected based on the following considerations [9].  Previous hard alpha 
studies had shown that 3 wt.% N seeds were at the lower edge of reproducible detection.  In 
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addition, natural defects were found to have a 3 wt.% N halo (diffusion zone) around them.  
Grain noise, arising from localized anisotropy of sound velocity within Ti-6-4 grains, was an 
additional consideration for selecting a low-nitrogen composition.  It was desired to select a low-
nitrogen composition, whose reflectance relative to a mean velocity in Ti-6-4 would be similar to 
maximum sound reflectance between maximally misaligned grains.  Measurement of sound 
velocity in large Ti-6-4 grains had shown a maximum velocity of 6712 m/s parallel to the c axis 
(hexagonal symmetry axis) orientation, and a minimum velocity of 6063 m/s was measured 
perpendicular to the c axis [9].  This anisotropy could give rise to a 5% reflectance.  In work 
measuring sound velocities of Ti-N alloys [16], a composition of 3 wt.% N was calculated to 
have about a 5% reflectance in host Ti-6-4 metal.  Hence, this satisfied the criteria of matching 
the maximum reflection of misaligned grains.  The higher wt.% N concentration of the second 
set of seeds was chosen because some natural defects had been found to have a core of 
17 wt.% N. 
 
The size selection was based on the desire that the weaker reflectors, the #3, 3 wt.% N seeds, 
produce a signal roughly comparable to a #1/2 FBH.  The detailed argument with respect to the 
relative role of area and reflectance may be found in reference 9.  The rationale for selecting #5 
as the second size was not explicitly stated in the document.  However, it seems quite 
reasonable, since in accordance with area amplitude relationships, that #5 would be expected to 
produce a signal greater than a #3 by a factor of (5/3)2 = 2.78 or 8.9 dB.   
 
As summarized in table 1, a series of 40 hard alpha seeds were embedded in the SID.  This 
process involved cutting the forging in half at the mid-plane (bagel-cut), machining holes for the 
seeds in the forward half, inserting the seeds (see figure 7), e-beam welding the forging halves 
together, HIPping, and machining to the final shape.  The HIPping cycle was 4 hours at 1625F 
and 4 hours at 1750F.  Before inserting the seeds, their dimensions and ultrasonic wave speeds 
were measured.  This information is in appendix A.  The seeds were placed at five radial 
locations, as shown in figure 5.  Note, however, that seeds at radial locations 2 and 4 are shown 
tilted to the aft surfaces.  Only half the seeds had that orientation.  The other half (not shown) were 
tilted to the forward surface.  Circumferential placement was based on the C-scan data that was 
used to characterize noise (figure 6) with paired targets in high- and low-noise regions.  Two 
seeds, each the same size but having different nitrogen levels, were put in adjacent locations, 
about 1 in. apart circumferentially.  For example, a #5 (0.078-inch (1.98-mm)), 3 wt.% N seed 
and a #5 (0.078-inch (1.98-mm)), 17 wt.% N seed were placed together. 
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Figure 7.  Inserting a Seed in a Machined Hole in the Forward Half of the SID in 
Preparation for HIPping 

After the final machining of the SID, FBHs were drilled in the aft surface.  A set of 18 FBHs 
were drilled in the three flat surfaces on the aft side.  Three radial positions were used, as shown 
in figure 5.  Note that the FBHs were drilled in the opposite side of the disk from that used for 
drilling the small holes into which seeds were inserted.  This design was motivated by two 
factors.  For the SHAs whose axis was perpendicular to the bond plane, as a precaution, it was 
believed that there was less potential for contamination of the signal by a residual bond plane 
reflection if the inspection direction was chosen such that the ends away from the bond plane 
were insonified.  The forward surface was chosen so that the rim region could be inspected 
through the larger UH surface on the forward side as opposed to the smaller US surface on the 
aft side.  This implied that the FBHs be drilled from the aft side.  Note also that the long drilling 
distances required that counter bores be drilled first for many of the holes.  These produced large 
reflecting surfaces, and one of the challenges in the development and implementation of the 
inspection procedure was to assure that the operators did not mistakenly report the signals from 
these surfaces as defect signals. 
 
Figure 8 shows the seed and FBH locations as a function of angular and radial position viewed 
from the forward side.  Symbols following the indicators for seeds 3, 4, 7, and 8 under the UJ 
and UL surfaces indicate that those seeds were tilted to be seen through UR and UP surfaces on 
the aft side, respectively.  Figure 9 shows a photograph of the final form of the SID. 
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Figure 8.  Seed and FBH Location Viewed From the Forward Side 

 

 
 

Figure 9.  Final Form of the SID 
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Appendix A provides further detail about the seeds and their properties before (dimensions and 
ultrasonic velocities) and after (ultrasonic velocities, reflected waveforms) bonding.  The former 
were measured on each of the individual seeds.  For the #5 seeds for which the measurements 
were more accurate, the average longitudinal velocities were 6.79 mm/µsec for the 3 wt.% N 
seeds and 8.46 mm/µsec for the 17 wt.% N seeds [9].  The velocities after bonding were 
determined by gathering radio frequency (RF) waveforms (see figure 10) from each of the seeds 
that could be viewed at normal incidence below a flat surface and estimating the velocity from 
the nominal seed length and time difference in arrival times from the front and back surface of 
the seeds (taking into account the phase reversal between those echoes).  The velocities of the 
#5, 3 wt.% N seeds had an average value of 7.04 mm/µsec.  The corresponding average for the 
17 wt.% N seeds was 9.12 mm/µsec.  The difference of 3.5% and 7.3% are, respectively, 
believed to be within the experimental uncertainty for measurements on such small seeds. 
 

 
 

Figure 10.  An RF Waveform From a 3 wt.% N, #5 SHA After HIPping the SID (The two signals 
correspond to reflections from the front and back surfaces of the SHA.  The vertical scale is in 

volts and the horizontal scale is in microseconds.) 
 
3.3  EXPERIMENTAL PROCEDURES. 

Two inspection methods (as implemented by three operators at each of two locations) were to be 
evaluated in the program.  To ensure consistency in the data acquisition process, a generic data 
collection procedure was defined by the team and approved by the FAA.  The full generic 
process was developed for team planning.  After completion of the generic process, a second set 
of documents were generated that were specific to the two methods and were provided to the 
respective suppliers for their use in determining their ability to support the program and 
estimating the cost of the inspections.  GE was assigned responsibility for the Multizone 
inspection and Pratt & Whitney (PW) for the Conventional inspection.  Each organization used 
their internal documents as guidelines in generating the generic protocol.  Honeywell and Rolls 
Royce were also active participants ensuring that the protocol was representative of their 
practices as well to the extent possible.  It should be noted that all OEMs have specialized 
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procedures that are used in cases where geometry, material properties, access, etc., may warrant 
the modification.  In the original design and fabrication of the SID, consideration was not given 
to specialized procedures but, rather, was restricted to inspection with the transducer normal to 
the entry surface.  Given the restrictive placement of the synthetic inclusions, it was not possible 
to incorporate all aspects of routine inspections or specialized procedures.   
 
The generic protocol incorporated site and inspection logistics, a description of the sample, a 
description of the Conventional and Multizone procedures, and necessary forms for data 
recording.  A copy of the generic protocol is included in appendix B.  Appendices C and D 
provide the unique protocol documents developed for use by the suppliers for Multizone and 
Conventional inspections, respectively.   
 
To identify any shortcomings in the protocol, the SID was inspected using the Conventional 
protocol at ISU and using the Multizone protocol at GE.  This was a necessary step to understand 
effects related to the unique aspects of the SID, e.g., the impact the counterbores had on 
interpretation of responses from the FBHs, whether there were any bond plane effects, the time 
for data acquisition, and identification of inspection thresholds.   
 
The Conventional inspection was done by an ISU student under ISU staff supervision.  There 
were some difficulties because of the unavailability of setup standards used for calibration.  The 
data set was useful in identifying issues that needed to be addressed in finalizing the protocol, 
but could not be used as a viable data set for the PoD analysis as it was not representative of a 
production inspection. 
 
The Multizone inspection was completed at GE by a trained inspector using a production-
equivalent system and required calibration blocks.  In addition to resolving issues with the 
protocol, the data set was also used in the final PoD analysis.   
 
The outcome of the two “trial runs” was a more accurate estimate of the time to complete the 
inspection; it also allowed for the identification of some peculiar effects caused by the nature of 
the sample fabrication, which included the following: 
 
 During the baseline inspection of the SID block with Conventional and Multizone 

techniques, it was noted that unbonded regions caused signals that would be evaluated in 
a typical inspection.  As a result, it was determined that, during the tests, the OEM 
representative would identify these features after the evaluation scan and indicate that 
these features were not to be peaked on by the inspector.  It was decided that these data 
would not be included in the PoD calculation.   

 The existence of counterbores that are associated with FBHs was to be discussed with the 
operator prior to the inspection.  When they were encountered in the C-scans, the 
operator was instructed to identify and peak on the FBH and ignore the response from the 
counterbores.  If a zoned inspection placed the counterbore without the FBH in a scan, 
the operator was not to peak on the feature only associated with the counterbore.   
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 During the baseline inspection of the SID block, it was noted that peaking on some 
synthetic reflectors led to multiple reflections (presumably front and back surfaces of the 
feature).  The operator was instructed to peak on only the first reflected signal.  If the first 
echo was gated in multiple zones, it was evaluated in each zone. 

 When signals were noted due to obliquely oriented features, such as the sides or shanks 
of the SHAs, the operator was permitted to peak on those features, but they were 
excluded from PoD evaluation.   

The details for the two inspection methods follow. 
 
3.3.1  Multizone Inspection. 

The Multizone inspection specification requires longitudinal inspection of flat surfaces using 
0.5″ zones and a near surface resolution of 0.060″.  For surfaces with significant curvature, 
subsurface focusing is not possible, and a single, surface-focus scan is allowed to provide 
coverage to a 1.5″ depth.  Furthermore, the sound beam is required to travel perpendicular to the 
flow lines, and if the discrepancy becomes too great, coverage is achieved through shear wave 
scans.  For the SID block geometry, only longitudinal, zoned inspection and surface-focused 
inspections are required.   
 
The Multizone setup strategy is to maximize signal strength by putting the focus of the sound 
beam subsurface, and only gating the regions of the material where the beam is highly focused 
(small pulse volume).  To ensure all targets provide a maximum response, the inspection index is 
selected for an insonification uniformity of 3 dB.  This is achieved by knowing the beam 
diameter and setting the orthogonal indices to a value that ensures all material falls within the 
3-dB beam volume for at least one excitation pulse.   
 
The Multizone evaluation strategy is to test all indications to a signal-to-noise ratio (SNR) 
criterion.  An amplitude criterion is only set to cap the noise.  The goal is to duplicate the action 
of the human eye, which picks out targets as significant indications, even when below the 
established amplitude threshold.  When an amplitude threshold is established for an inspection, it 
must be at a margin above the noise floor; the noise floor is defined as the line below which all 
targets blend in with the background noise.  To avoid large numbers of rejected parts, most 
inspected regions have a noise floor well below the threshold.  This gap between noise floor and 
amplitude threshold represents a margin of sensitivity that can be reclaimed in a repeatable 
manner by using a structured SNR criteria.   
 
Further details are provided in appendix C. 
 
3.3.2  Conventional Inspection. 

The Conventional inspection requires a longitudinal inspection over the entire geometry with 
some overlapping coverage from two different surfaces.  This Conventional inspection requires 
two zones for full coverage; zone 1 from 0.060″ to 2.00″ and zone 2 from 1.5″ to 3.5″.  To 
compensate for attenuation, a loss of backface scan was performed on two parallel surfaces on 
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the disk and compared with the calibration block of similar thickness.  A dynamic test was 
carried out to determine the appropriate index increment and scan speed for the inspection. 
 
Each C-scan was evaluated to identify any flaws that appeared above the noise threshold.  
Inspectors then went back to each identified flaw, peaked up on the flaw and reported the 
information as specified.  After the inspection was performed by the first inspector, the second 
inspector was required to remove the part from the tank and start the process again.  This 
included starting from the beginning and repeating the process for probe calibration, attenuation 
check, and dynamic check, as stipulated in their Conventional procedures. 
 
Further details are provided in appendix D. 
 
3.3.3  Inspection Procedures. 

Additional details of the inspection procedures used to obtain the Multizone and Conventional 
ultrasonic data for POD analyses are presented in Procedure No. 03092012.  This procedure 
provided in appendix J, specifies important ultrasonic parameters and requirements, including 
technical requirements, equipment calibration, scanning procedure, acceptance criteria, records, 
and reporting criteria. 
 
3.4  DESCRIPTION OF DESIGNED EXPERIMENT. 

As previously stated, the evaluation of the two techniques was intended to be based on six data 
sets for each technique.  Slight deviations occurred in this plan, but the amount of data gathered 
did not decrease.  The final number of sites and operators per site is listed in table 2.  Details of 
the sites and operators are described in the sections that follows.   
 

Table 2.  Number of Operators per Site for the Two Methods 

Inspection Method Site A Site B Site C Site D 

Multizone 1 operator 
(all day shift) 

2 operators 
(all day shift) 

4 operators 
(all day shift) 

Not applicable 

Conventional Not applicable Not applicable 3 operators 
(all day shift) 

3 operators 
(on three different shifts) 

 
3.4.1  Sites. 

The original experimental plan called for two locations for each method with three inspectors at 
each location.  For Multizone, there was difficulty achieving the desired three operators per site.  
The first site scheduled three operators, but the third operator demonstrated an inadequate level 
of experience with the Multizone procedure.  As a result, that operator was dropped from the 
study, and because no additional Multizone operators were available at that site, a fourth 
operator was added to the second site.  This provided the desired six data sets.  However, after 
examining the protocol validation data set acquired at GE, it was determined that there were no 
statistical differences between the three sites, and the GE data was included as a seventh data set 
to improve confidence bounds.  This was not expected prior to the study since the GE protocol 
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validation data was produced with significant bias, with the operator knowing the number and 
location of all targets.   
 
For the Conventional inspection, two sites were selected with three inspectors at each location.  
Both sites used two different inspection systems (Matec and IRT Scanmaster) and three different 
probes.  Six inspectors performed this inspection (three from each site), and the years of 
experience of each operator varied.  At site C, all the inspectors ran the test on first shift and at 
site D, an operator was chosen from each shift (three shifts:  7.00 a.m.-3.30 p.m., 3.30 p.m.-
11.30 p.m., and 11.30 p.m.-7:00 a.m.).   
 
It was determined that one location could provide both Conventional and Multizone inspections 
(Site C).  The same inspectors performed both the Multizone and Conventional inspections.  For 
the sites where multiple inspections were performed, all inspectors used the same system, 
transducers, and setup standards for a given inspection.   
 
3.4.2  Operators. 

All operators who participated in the tests were trained and qualified to perform the respective 
inspection techniques.  Prior to the tests, a representative from the team familiar with goals of the 
program and with the inspection practices of their own organization would meet with the site 
supervisor and the inspection team.  The protocol was reviewed along with the data acquisition 
procedures, data analysis methods, and recording instructions.  It was emphasized that saturated 
responses were undesired, and the procedure to reduce gain to arrive at an unsaturated response 
was described.   
 
3.5  SUMMARY OF EXPERIMENTAL DATA. 

As noted, the SID contains FBHs and SHA targets at different depths.  For the FBH targets, there 
were three target sizes:  #1, #3, and #5 (corresponding to 1/64, 3/64, and 5/64 inch in diameter, 
respectively).  For the cylindrical SHA targets, there were only two sizes:  #3 and #5.  The SHA 
targets also had two different weight nitrogen concentrations for each target size:  3% and 17%.  
Thus, there were seven different targets types, denoted by #1 FBH, #3 FBH, #5 FBH, #3 SHA3, 
#3 SHA17, #5 SHA3, and #5 SHA17.   
 
In each inspection, the responses from each measurement inspection were converted to EFBHs.  
For this study, the EFBH response was defined as the FBH area that would give a signal 
response equal to the observed response, assuming calibration to a #1 FBH.  In terms of the 
experimental observables, the EFBH is defined as 
 
 EFBH = (S/Sc)(π/4)(C/64)2 (1) 
 
where S is the flaw signal strength (in units of % full-screen height (FSH)), Sc  is the calibration 
signal strength (in units of % FSH), and C is the size of the calibration hole (in units of 1/64 inch 
diameter). 
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For Multizone inspection, the noise threshold levels were also converted to EFBH units. 
 
Some data points were filtered out of the original data sets, based on group decisions, as needed, 
to make the statistical analyses possible and meaningful.  For example, the team filtered out 
“mal-oriented” targets (inspection opportunities in which the flaw was not insonified 
perpendicular to a planar end surface) and all data from targets under the US surface (because 
the full width of the ultrasonic beams did not strike the US surface, so the beam was truncated 
and the measurements were biased downward).   
For most observations on individual targets within an inspection, exact readings were obtained 
that were translated to EFBH.  In some inspections, however, the signal was below the detection 
threshold and therefore determined to be a “miss.”  These observations were left censored in that 
only the actual EFBH response was less than the noise floor EFBH.  In some Multizone 
inspections, the operator did not follow the protocol with respect to saturated observations (i.e., 
reduce the gain in a sequence of steps until an actual reading could be made), and thus, there 
were right-censored observations because only the EFBH response is larger than 100% FSH at 
normal gain.  Statistical methods to determine the likelihood contribution of such left- and right-
censored data are available [17] and were used as discussed in a section 3.6. 
 
Figure 11 shows a summary plot of the data sets used in the analyses for both Conventional and 
Multizone inspections, showing the seven different target types.  Appendix E presents the data in 
greater detail, breaking it into plots that reveal operator-to-operator, target-to-target, and surface-
to-surface variabilities.   
 

 
 

Figure 11.  The Final Data Sets Used in the Analyses for Conventional (Left) 
and Multizone (Right) Inspections 
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3.6  DATA ANALYSIS PROCEDURE. 

3.6.1  Using Physics-Based Model to Stabilize Analysis. 

3.6.1.1  Need for Physics Assistance. 

As summarized in table 1, data is available from a matrix of SHAs consisting of two sizes (#3 
and #5) and two concentrations (3 and 17 wt.% N).  Additional data has been obtained from 
FBHs of sizes #1, #3, and #5.  Purely empirical approaches to determine PoD would be 
problematic.  Clearly, the PoD for 3 and 17 wt.% N SHAs would be different.  To obtain these, 
the PoD curves would have to be estimated for each concentration from response data obtained 
at only two sizes (#3 and #5).  A PoD curve could also be estimated for FBHs from response 
data obtained at three sizes. 
 
This traditional approach is undesirable for three reasons.  First, developing a PoD curve for 3 or 
17 wt.% N from just 10 points at each size would have resulted in wide confidence bounds.  This 
is a consequence of the well-known fact that confidence bounds indicate the uncertainty of the 
estimate of the mean curve associated with the finite number of observations.  The fewer the 
number of observations, the greater the uncertainty. 
 
Second, there were only two SHA flaw sizes in the sample.  The traditional â versus a approach 
in the absence of truncation or censoring is based on a linear regression of a plot of log â versus 
log a.  Since it is always possible to fit a straight line through two points (more precisely through 
sets of points at two sizes), such a fit will always be possible.  However, the positive slope that is 
expected to occur implies that the signal would increase at the same rate, without bound as the 
flaw size grows.  However, for reflectors with planar surfaces, such as the SHAs, this clearly 
cannot occur.  Once the reflector is larger than the beam, the signal would no longer increase.  
Such an estimate would be anticonservative. 
 
To demonstrate the importance of the above consideration, figure 12 presents data from an 
inspection conducted on the SID in a prior program [15].  In that work, the inspection was 
performed under laboratory conditions at 10 MHz with a phased array specially designed with a 
large aperture to decrease the beam diameter in the focal plane to about half of the production 
implementation of Multizone.  Hence, the data are not representative of the performance of the 
current productions inspections quantified in this report.  However, they clearly illustrate the 
problem with applying the traditional â versus a approach under conditions in which the beam 
size is on the order of the size of the reflectors of interest.  The data points in figure 12 represent 
the responses measured from the 17 wt.% N SHAs in the SID in that previous study [15].  The 
dashed line is the result of the linear regression of that data, the first step in the â versus a 
approach.  The solid line is an estimate of the behavior based on the inspection physics.  The 
most striking feature is that the response does not continue to rise with flaw size but reaches a 
plateau or asymptote, which is a consequence of the aforementioned beam-limiting effect.  
Clearly, the â versus a approach will lead an overestimate of the response of large flaws, 
implying that the deduced PoD would be too large.  It would also lead to an overestimate of the 
response, and hence the PoD, at small sizes.  The effect was not as large in current production 
inspections because the beam was not as tightly focused as in previous laboratory studies using a 
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developmental inspection system [15].  Nevertheless, the effect was still expected to be 
significant.  Because the simple â versus a approach leads to anticonservative estimates of PoD 
for both small- and large-sized flaws, an alternative approach was clearly needed. 
 
When the flaw dimensions become significantly smaller than the ultrasonic wavelength, the 
physics of the reflection changes.  One enters the Rayleigh scattering regime, in which the pulse-
echo response of a planar reflector is proportional to flaw volume (area1.5) rather than flaw area.  
This effect was discussed in some detail in previous work determining Default PoD Curves for 
billets [7 and 18].  Again, it cannot be captured by a purely empirical analysis. 
 
Third, the empirical approach can only yield the PoD for the concentrations of nitrogen that were 
present in the SID.  There would be no technical basis for determining the PoD for SHAs of any 
other concentrations. 
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Figure 12.  Comparison of â vs a Based on Regression Analysis for Data at Two Flaw Sizes to 
Results Expected Based on Physics (These results are for measurements with an experimental 

laboratory system that is more tightly focused than current production inspections.) 
 
For these reasons, as described in section 3.6.1.2, a physics-based model was developed that 
could simultaneously predict the response of all 58 reflectors in terms of a small number of 
parameters to be inferred from the data.  This approach is believed to afford the opportunity to 
develop PoD curves that overcome the shortcomings noted above.   
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3.6.1.2  Initial Form of the Physics-Based Model. 

A measure of the flaw response that is broadly used by the industry in the inspection of billets 
and forgings is the EFBH.  As previously noted, this is defined as the area of an FBH that would 
produce the same response as the flaw in question [7], i.e., a quantity that has units of area.  In a 
production ultrasonic inspection, the display screen is usually calibrated by setting the response 
of an FBH calibration reflector to a certain level.  Under these conditions, the EFBH is computed 
in accordance with equation 1. 
 
To gain a better understanding of this formula, suppose that the “flaw” was actually a second 
FBH of the same size as the calibration reflector.  Then the EFBH of this second FBH would be 
the area of the calibration reflector (as required by the definition of the EFBH) and the signal 
from this “flaw” would be equivalent to the calibration reflector.  For other FBH reflectors, the 
EFBH would also be the area of the FBH, as long as the area-amplitude law is followed by both 
the “flaw” FBH and the calibration FBH.  However, this is no longer the case when the “flaw” 
FBH is sufficiently larger than the UT beam and the area-amplitude law no longer applies.  In 
that case, the EFBH would be somewhat smaller than the physical area of the FBH with the 
reduction in size controlled by the UT beam size. 
 
A physics-based model was developed to account for the effects of composition and relative flaw 
and beam size based on two simple ideas.  For a flat, circular interface between two materials 
(e.g., the matrix titanium alloy material and a SHA or the matrix material and the end of a FBH), 
the response is proportional to the product of a reflectance and a beam factor, which is a function 
of both the flaw and beam radii.  The reflectance is defined as the fractional amplitude of a plane 
wave that would be reflected at normal incidence if the interface were an infinite plane.  It is a 
function of the relative acoustic impedance of the material on the two sides of the interface.  For 
reflector radii (small with respect to the beam radii), the beam factor must be proportional to the 
flaw area in accordance with well-known, area-amplitude relationships [19].  For reflector radii 
(large with respect to the beam radii), the beam factor must approach a constant, determined by 
the beam area.  This is needed to describe the beam-limiting effect since portions of the interface 
outside the beam do not contribute to the response signal.  The model can be represented by the 
equation 
 
 EFBH = R B (b, w) (2) 

 
where R is the magnitude of the reflectance; B is the beam factor, which is a function of the 
radius b, of an assumed circular flaw; and w, a measure of the beam radius in the plane of the 
flaw.  Equation 2 is valid only when there is an abrupt change in properties from the matrix to 
the flaw (i.e., any effects of a diffusion zone are neglected for the SHAs so that the reflectance of 
a perfect interface controls the signal), and the flaw radius is not so small with respect to the 
ultrasonic wavelength that either (1) one enters the Rayleigh scattering regime or (2) the front 
surface and back surface signals of the SHA are not resolved in time.  Appendix F discusses 
these conditions in detail, including the presentation of explicit formulae.  With one exception, 
which is discussed in section 3.6.1.3, these assumptions are well satisfied under the conditions of 
this study.   
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3.6.1.3  Adding a Factor to Account for wt.% N Effect. 

The data were first compared to the predictions of equation 2 (without beam limiting) to 
determine the level of agreement and whether any additional effects needed to be considered.  
Figure 13 summarizes the results.  The columns represent the three sizes of reflectors in the SID 
(#1, #3, and #5).  For each size, the solid black bars represent the predictions of the expression 
EFBH = R (πb2), i.e., no beam-limiting effects were considered, which is also represented by the 
solid horizontal lines in figures E-1 to E-8 of appendix E.  The blue and red bars represent the 
mean of the observed signals for reflectors of this type, again using the same values shown in 
figures E-1 to E-8.   
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Figure 13.  Comparison of Predictions of Theory (Without Beam Limiting) to Mean of the 
Experimental Data for All Reflectors and Both Inspection Procedures 
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Three distinct trends are evident when comparing the data and predictions in the absence of 
beam limiting.  First, for the #1 FBHs, both the Conventional and Multizone disagree with the 
data above the predictions.  This is believed to be a consequence of various calibration effects 
and represents a conservative setup of production inspection.  A factor will be included in the 
model, to be deduced from the data, to take this into account.  Second, as one progresses from 
small to large size flaws, the data systematically shift downward with respect to the predictions.  
This is believed to be a consequence of the beam-limiting effect and confirms the need to take 
that into account in the model, as described above, and is accounted for by the factor B in 
equation 2.  Finally, the response of the 17 wt.% N seeds is systematically shifted down with 
respect to the theory compared to the FBH and 3 wt.% N seeds.  In other words, the signals 
reflected from the 17 wt.% N seeds are lower than the predicted signals based on the standard 
formula for reflectance and the measured properties of those seeds before insertion in the SID.  A 
number of hypotheses were explored for this effect.  For example, it was suggested that, since 
the composition of the 17 wt.% N seeds is far from equilibrium with that of the matrix, some 
diffusion could have occurred during HIPping that would (1) reduce the nitrogen concentration 
in the seed and (2) produce a diffusion zone that would smooth the transition between the 
properties of the matrix and the seed.  Both of these effects would have weakened the reflection. 
 
The information needed to independently prove or disprove these hypotheses, e.g., the results of 
a chemical analysis in the region of a seed that had undergone HIPping, was not available to the 
team.  Hence, it was decided to add a factor to the statistical model to account for these effects.  
Further discussion of these possible effects is in appendix A. 
 
3.6.2  Overview of Statistical Procedure. 

As noted, the nature of the reflectors in the SID has led to the use of a physics-based model as 
the basis of the regression.  This approach has the advantage of providing mechanisms to build 
in beam-limiting effects, allow estimates of the PoD for any wt.% N, and produce PoD curves 
with tight confidence bounds compared to those that would be obtained if the data for each 
reflector type was analyzed individually. 
 
The physics-based model used in equation 2, with the explicit relationships for evaluating R and 
B, is given in appendix F, equations F-6 and F-12, respectively.  By substituting equation F-12 
for equation 2, adding a multiplicate factor to account for possible calibration variations, and 
taking the logarithm of each side, equation 3 is obtained.   
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 (3) 

 
where R is the magnitude of the reflectance of the front surface, and the factors following it are 
the explicit expression for B, which describes the beam-limiting effect.  The reflectance is a 
known function of the acoustic impedance on the two sides of the interface, which is a 
predictable quantity as a function of wt.% N, (see equations F-6 and F-22 through F-25 in 
appendix F).  The response of all the reflectors in the SID can be described by this one model 
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because R has a well-known value for each reflector, i.e., 0.0441, 0.163, and 1 for the 3 wt.% N, 
17 wt.% N, and FBH, respectively (see table F-2 in appendix F). 
 
The derivation of the expression for B is also discussed in appendix F.  To gain an intuitive 
appreciation for the form, note that when b becomes much larger than the beam radius w, the 
expression approaches πw2/2, controlled by the area of the beam and independent of the size of 
the reflector.  When b is much smaller than w, the expression approaches πb2, the area of the 
reflector.  This has the proper limits that are desirable to capture in a description of the beam-
limiting effect.  w is viewed as an unknown, to be inferred from the data. 
 
Based on the physics-based model, the following statistical model has been developed. 
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Here, the last three terms describe random effects having distributions 
 

      2 20, , 0, , 0,OP ID errorOP N ID N error N    2  (5) 

 
OP, ID, and error are the corresponding operator, target ID, and error random effects terms, 
respectively. 
 
Hidden in the formal presentation of equations 4 and 5, there is one additional effect that was 
considered.  As noted in section 3.6.1.3, the raw data indicated that the 17 wt.% N seeds 
reflected more weakly than expected, based on the physics-based model.  It was also speculated 
that the cause may be attributable to changes in the N content of the seeds due to diffusion during 
the diffusion bonding process.  Hence, an effective wt.% N, Nwc, was defined by the relationship 
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where Nweight is the wt.% N and β is a fitting factor.  When β = 0, Nwc = Nweight.  As β increases, 
the ratio Nwc/Nweight decreases, with a more pronounced effect at higher concentrations of 
nitrogen.  This was motivated by the experimental observations that the 17 wt.% N SHAs had a 
response that was lower with respect to expectations compared to the 3 wt.% N SHAs.  
Assuming that the hypothesized mechanism of diffusion, it is also consistent with the idea that 
the 17 wt.% N SHAs were further from equilibrium and, hence, were expected to exhibit greater 
loss of N. 
 
The goal of the statistical analysis is to estimate from the total data set (consisting of multiple 
measurements on each of 58 reflectors) three physical factors (α, β, and w) and three standard 
deviations.  In other terms, the physics-based model was used to define a nonlinear mean 
response function; the available data included left (known misses) and right (saturated signals) 
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censored data, and models were developed for the random effects of the operator and target ID, 
as well as the random error term.  In addition to the mean response function and PoD, it was 
desired to determine the lower confidence bound (averaged over the random effects) response 
function of the PoD, as well as to estimate quantiles of the PoD curve arising from the random 
effects. 
 
In principle, this goal could be realized using three common methods for estimating the 
parameters of the statistical model:  least squares, maximum likelihood, and Bayesian methods.  
The relative attributes of these approaches are summarized below. 

 
 Least squares are best known because they are taught in elementary courses and are 

available in a wide range of software packages (both statistical software and spreadsheet 
packages).  The least squares method, however, could not be used for the analysis of the 
SID data, due to censoring data. 

 Likelihood-based methods (such as maximum likelihood) are also well known in the 
areas of reliability and advanced NDE data analysis and are available to do estimation for 
certain models in some advanced statistical packages.  There are software packages based 
on likelihood methods that can analyze censored data and can be used to analyze data 
being fit to models with random effects.  However, there is no currently available 
commercial software that can use maximum likelihood to fit a random effects model to 
censoring data.   

 Bayesian methods, which are closely related to likelihood methods, were chosen as an 
alternative method of analysis based on the widely used freeware package Bayesian 
Inference Using Gibbs Sampling for Windows (WinBUGs) [20 and 21], which can be 
programmed to handle complicated model/data combinations, such as the combination 
involving the nonlinear response function, censored data, and random effects in this 
study.  Also, the posterior parameter distributions provided by WinBUGs can be used to 
generate lower credible bounds (similar to the confidence bound used in classic 
statistics).  As a check, the near-equivalence between estimates from WinBUGs 
with diffuse priors and likelihood-based methods on a subset of the SID data set 
by dropping the censored data points and treating the target types as categorical variables 
were demonstrated, so standard computer packages could be used for the 
demonstration/comparison analysis. 

Figure 14 shows the mean response curves obtained for the 3 wt.% N SHAs as an example.  
Note that in the fitting process, one set of parameters was developed from fitting to all the data 
(3% N SHA, 17% N SHA, and FBH).  The blue line shows the mean response, and the broken 
red line shows the 95% lower bound.  This plot shows the agreement between that general 
response model and the data at 3 wt.% N.  As expected, the experimental data for the SHAs of 
the two sizes are nicely distributed about the mean response line.  The fact that the response 
bends over at the larger sizes is a consequence of the beam-limiting effect.  This is more 
pronounced for the Multizone case, as expected, given the fact that the beam is more tightly 
focused.  In principle, the beam-limiting effect should be depth-dependent since the beam size 
varies with depth.  However, no effort was made to account for this since it was believed that, to 

27 



 

do so would make the analysis too complex.  The beam width parameter determined represents 
an average over depth. 
 

 

(a) 

 

(b) 
 

Figure 14.  Mean Response and 95% Lower Bounds for 3 wt.% N SHAs for Both 
(a) Conventional and (b) Multizone Inspections 

 
3.6.3  Quantile PoD Curves. 

The PoD quantity most typically put forth for policy purposes is the mean PoD (averaging over 
all random effects in the inspection process), usually along with a corresponding lower 
confidence bound.  However, during the course of this study, it was suggested that quantile 
estimates of the PoD might be more appropriate.  The motivation was that it is sometimes 
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(erroneously) thought that 95% of inspections would be expected to be better than the 95% 
confidence bounds of the PoD.  However, this is not a proper interpretation of a confidence 
bound.  The 95% confidence bound of the mean PoD is a statement of statistical uncertainty (i.e., 
uncertainty due to a limited amount of data) in the mean PoD.  After an experiment is completed 
and an estimate of mean PoD is computed (for a given flaw size), sometimes the estimate will be 
larger than the true PoD and sometimes it will be lower.  The more points that have been taken, 
the closer the confidence bound will be to the curve estimated from the particular data set that 
has been obtained.  Simply stated, 95% lower bound on PoD indicates that one is 95% confident 
that the true mean PoD (at a given flaw size) is larger than the lower bound.  For a more precise 
statement, the statistics literature should be consulted.  Similarly, the commonly quoted a90/95 
point can be viewed as an upper confidence bound on the mean flaw size that will be detected 
with 95% probability. 
 
A quantile PoD is quite a different quantity.  When there are random effects in an inspection 
process (e.g., due to operator proficiency in peaking, accuracy of calibration), each 
operator/setup combination would result in a different PoD.  As evident from the results of the 
experimental data from this study, some operators tended to report much higher signal responses 
than others.  For a given flaw size, the true PoD would vary each time an operator was assigned 
to an inspection and completed the calibration.  That is, the PoD itself has a probability 
distribution.  Sometimes, the true PoD for an inspection will be higher than the mean (which has 
typically been the focus of estimation) and sometimes lower.  However, one might want to 
estimate a PoD such that the true PoD would be expected to be greater than the estimate 95% of 
the time.  This is what would be called an estimate of the 0.05 quantile of the PoD distribution.  
This has appeal from a policy perspective because it provides focus on the worst-case 
possibilities for realized PoD for a given type of inspection.  The position of the 0.05 quantile of 
the PoD curve with respect to the mean curve is most strongly influenced by the random effects 
variability rather than the sampling. 
 
An estimate of the 0.05 quantile of the PoD distribution is also subject to statistical uncertainty. 
 
As noted in the first paragraph, there is some confusion in the NDE field because those not well-
versed in statistics may associate the attributes of the 0.05 quantile PoD curve with the 95% 
lower confidence bound of the mean PoD curve.  Given this ambiguity, there was some 
discussion regarding whether mean PoD or quantile PoD results should be reported in this work.  
In light of the fact that the mean PoD curve and its 95% lower bound are the quantities that have 
been traditionally used in PoD analysis, and life management procedures have been based about 
their properties, it was decided to report them as the primary outputs of this study.  However, 
0.05 quantile PoD curves (with their corresponding 95% lower confidence bounds) were also 
computed from the data and are reported in appendix H.  An example of quantile PoD curves is 
given in section 3.7.3. 
 
3.6.4  Summary of Results of Variability Analysis. 

Appendix E provides a detailed graphical summary of the experimental data showing both 
target-to-target variability (in the Operator plots in figures E1-E7) and the run-to-run/operator-
to-operator variability (in the Target plots in figures E-8 to E-14).  A variance-components 
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analysis based on these data provides estimates of the standard deviations for both variability 
sources, which are summarized in the table 3.  This variance analysis shows that there is 
considerably more operator-to-operator variability for the Conventional inspection.   
 

Table 3.  Estimates of Standard Deviations and Standard Errors of These Estimates From the 
Inspection Components of Variability Analysis 

Conventional Multizone 
 Estimate SE Estimate SE 

Sigma_OP 0.1016 0.04644 0.03314 0.01274 

Sigma_ID 0.05398 0.00575 0.06920 0.007475 

Sigma_error 0.05343 0.002183 0.07186 0.002737 
 

SE = Standard errors 
 
These estimates of variability are important for two reasons.  First, larger process variability 
translates into larger statistical uncertainty (i.e., uncertainty due to limited data).  As a result, 
larger process variability will cause the lower confidence bound on mean PoD to be further away 
from the point estimate of PoD.  Second, and more dramatically, larger process variability will 
cause estimates of the “worst-case” quantile PoD estimates (and corresponding lower confidence 
bounds on the quantile PoD) to be considerably lower than the estimates of mean PoD.  The 
larger operator variability effects in the Conventional inspection in the example PoD curves are 
described in sections 3.7.1 and 3.7.3. 
 
3.7  THE PoD RESULTS. 

The PoD curve is defined by the mean response function, the standard deviation of the data about 
that function, and the threshold, as illustrated in figures 1 and 2.  For the Conventional 
inspection, this is quite straightforward to determine given results such as those shown at the top 
of figure 14, since there is a well-defined threshold.  A more formal description of this process is 
given in appendix G. 
 
The situation is more complicated for the Multizone system because there is a dual accept/reject 
criteria, wherein one is based on signal (flaw response) amplitude, and one is based on SNR.  In 
practice, the SNR criterion is more sensitive.  Nearly all defects that are rejected could be 
rejected based on this criterion alone.  The relationship between the amplitude and SNR criteria 
can be understood by noting that the SNR criterion is equivalent to an amplitude threshold, 
determined by the local value of the noise, given by 
 
 Nth = 2.5 Np – 1.5 Na (7) 

30 



 

where Np is the peak noise and Na is the average noise in a region of interest in the vicinity of the 
flaw.  When a signal exceeds Nth, it is cause for rejection.  The statement that most flaws are 
rejected based on the SNR criteria is equivalent to stating that Nth is typically less than the 
amplitude threshold for rejection. 
 
Processing history causes Np and Na, and hence Nth, to vary from point to point within a forging.  
Hence, the threshold is described by a distribution rather than a single value.  Therefore, the PoD 
for Multizone was determined by comparing the distribution of flaw responses, as described by 
the analysis shown at the bottom of figure 14, to a distribution of thresholds derived from the 
distribution of noise in the SID, assuming that to be a typical forging.  Details of how this was 
done, as well as of the rest of the statistical analysis, are described in appendix G. 
 
3.7.1  Example of Mean PoD Curves for Detecting 3 wt.% N SHAs. 

These procedures have been used to develop the mean PoD curves and their lower bounds as a 
function of wt.% N, as described in appendix G.  A full set (3, 6, 9, 12, and 17 wt.% N SHAs and 
FBHs) of PoD results may be found in appendix H.  As an example of those results, the mean 
PoD curves and 95% lower bounds are shown in figure 15 for both the Conventional and 
Multizone inspections for the case of 3 wt.% N.  This particular composition is presented here 
because it represents a conservative choice and corresponds to one of the compositions that was 
physically present in the block.  The a90 values for Conventional and Multizone are 9270 and 
2670 square mil, respectively.  The a90/95 values for Conventional and Multizone are 16,850 and 
2,970 square mil, respectively.  
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Figure 15.  Comparison of Conventional and Multizone Mean PoD and 95% Lower Bound 
Curves for 3% N SHAs 
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These results indicate that, for the case of billets [7], the Multizone PoD curve is clearly superior 
to the Conventional PoD curve.  Note that the amplitude data for the Multizone and 
Conventional inspections are similar, yet the PoD results are importantly different.  The major 
contributor to the improved performance of the Multizone system is the lower average threshold 
implied by the SNR criterion.  Also, the lower confidence bounds for PoD for the Multizone 
inspection are much closer to the point estimates because there was less variability in the 
Multizone data, as shown in the variance analysis results in table 3.  However, the table 3 results 
show only that the operator variance is lower for Multizone, the other two components are 
higher.  It appears that the operator variance is having the most influence on the bound 
difference from the estimate. 
 
3.7.2  Comparison With Original Default PoD Curves. 

Section 1.2.3 describes the background behind the original Default PoD Curves for forgings and 
the motivation for generating updated curves.  Figure 16 compares the original and the new 
curves. 
 

 
 

Figure 16.  Comparison of the Original Default PoD Curve With the new Default PoD Curves 
 
Reasons for the differences between the original Default PoD Curve and the new Default PoD 
Curves include: 
 
 In the analysis for the original Default PoD Curves, the EFBH signal was regressed 

against the area of the diffusion zone.  For the new curves, an SHA target area was used. 
 
 For the original Default PoD Curves, an assumption was made that the slope of the 

regression relating EFBH signal and diffusion zone area had a slope of one (an 
assumption that is now known to be incorrect).  For the new curves, the slope was 
estimated from the data. 

 
 The original Default PoD Curves were based on data from actual hard alpha finds using 

Conventional inspection, with calibration to a #1 FBH.  The new curves were developed 
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based on SHA inclusions in the SID, and it is known that the slope of the EFBH response 
versus area function will not be the same for these two types of reflectors. 

 
Additional discussion of these points is provided in section 4. 
 
3.7.3  Examples of Quantile PoD Curves for Detecting 3 wt.% N SHAs. 

As described in section 3.6.3, the procedures described in appendix G have also been used to 
develop the quantile PoD curves and their lower bounds as a function of wt.% N.  A full set (3, 
6, 9, 12, and 17 wt.% N SHAs and FBHs) of quantile PoD results may be found in appendix H.  
As an example of those results, the quantile PoD curves and 95% lower bounds are shown in 
figure 17 for both the Conventional and Multizone inspection for 3 wt.% N.  This particular 
composition is presented here because it represents a conservative choice and corresponds to one 
of the compositions that was physically present in the block. 
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Figure 17.  The 0.05 Quantile PoD and 95% Lower Credible Bounds of 3% SHA for 
(a) Conventional and (b) Multizone Inspection 
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4.  SUMMARY. 

The PoD curves for the detection of SHAs were obtained from Conventional and Multizone 
ultrasonic inspections of forgings based on the data obtained on at least six production inspection 
of the SID for both Conventional and Multizone techniques.  These were designed to capture the 
major sources of field inspection variability. 
 
The discrete nature of the SHAs in the SID (two sizes at each of two nitrogen levels) required a 
deviation from fully empirical PoD determination approaches since those would have not been 
able to capture such important effects as beam limiting (flaw response and PoD cannot continue 
to rise when the SHA is larger than the beam).  Physics-based models were incorporated into the 
analysis to overcome those problems.  One advantageous consequence was that all data could be 
pooled into a single statistical analysis, tightening the confidence bounds of the estimate.  This 
approach also allows the PoD to be estimated for any size or composition of the SHAs, not just 
the values that were physically present in the SID. 
 
Curves for the 3 wt.% N seeds were provided in the text as a conservative example.  To 
summarize the numerical results, the a90 values for Conventional and Multizone are 9270 and 
2670 square mil, respectively.  The a90/95 values for Conventional and Multizone are 16,850 and 
2,970 square mil, respectively.  The Multizone PoD curve is clearly superior to the Conventional 
PoD curve.  Additional curves for 6, 9, 12, and 17 wt.% N seeds are provided in appendix H and 
show that the Multizone PoD curves are clearly superior to the Conventional PoD curves. 
 
These curves are believed to better represent the capabilities of ultrasonic forging inspection 
systems that the current Default PoD Curves [1], as shown in figures 3 and 4.  By way of 
reference (see section 1.2.3), the procedures used to estimate the original Default PoD Curves 
can be summarized as follows: 
 
 Field data were based on Conventional inspection of billets containing naturally 

occurring hard alpha inclusions. 

 The Effective Reflectivity (Re) technique was used to define the distribution of flaw 
responses as a function of flaw size.  Based on more recent work [7], it is now known 
that this analysis made the erroneous assumption (reasonable based on the knowledge 
available at the time) that log flaw response increases linearly with log area.  This is far 
from the case for naturally occurring flaws of complex morphology. 

 It was assumed that the only thing that controlled the PoD of an inspection system was 
the accept/reject threshold (in terms of FBH calibration reflectors).  This further implied 
that one could predict the PoD of Multizone inspection of billets and Multizone or 
Conventional inspection of forgings from the Conventional inspection data for billets by 
using the same flaw response function and simply changing the threshold. 

The approach described in this report uses synthetic hard alpha data in forgings (the product 
form of interest) and does not make the Re assumption in the statistical analysis.  It is also based 
on actual independent inspections of the forgings with typical Conventional and Multizone 
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practices.  Hence, it captures the various sources of variability in the production implementation 
of forging inspections, as opposed to billet inspections, and does not make faulty assumptions in 
the analysis of the data. 
 
Despite these major improvements in the methodology leading to the current curves, the new 
curves are based on the responses of synthetic hard alpha inclusions rather than naturally 
occurring defects.  The curves developed represent a high-fidelity measure of the relative 
performance of current forging inspection techniques on SHAs.  However, since the Default PoD 
Curves for the ultrasonic inspection of billets are based on the responses of naturally occurring 
flaws, some calibration is needed to allow the two to be directly compared.  Two major questions 
must be considered. 
 
 What composition of SHA (i.e., wt.% N) should be chosen to best emulate the response 

of naturally occurring flaws? 

 Are there any corrections to the shape of the PoD curves required to compare the forging 
to the billet curves since the mean flaw response of naturally occurring and SHA defects 
have a different dependence on flaw size?  

5.  RECOMMENDATIONS FOR FUTURE WORK. 

Future work should address the last question posed in section 4 regarding how to relate the flaw 
response of the SHAs to naturally occurring forging flaws and the effect that this has on PoD.  
Experience in billets suggests that it could be a significant effect.  However, it will not be a 
simple problem to address.  As one example, one could start with either an existing or 
manufactured billet containing naturally occurring flaws, forge that into a representative shape 
and determine the relative responses.  Such an approach could be supplemented by a modeling 
effort to predict the effects of forging in flaw morphology [22] and the effects of these 
morphologies on the ultrasonic response [7, 23, and 24].  This is an important topic for future 
work, which would allow even greater value to be extracted from the current study. 
 
During the course of this study, a question arose regarding which PoD curve should be used in 
lifing.  In general, influenced in part by history, the lower 95% confidence bound to the 
measured mean PoD curve has been taken by the NDE community as a conservative estimate of 
the actual PoD.  However, as discussed in section 3.6.3, a solid argument can be made in support 
of other measures of PoD, such as the 0.05 quantile of the PoD distribution.  This would be more 
appropriate if one wants to develop a PoD curve that would be expected to be exceeded by 95% 
of the possible operator system combinations.  In contrast, the lower 95% confidence bound is 
strongly influenced by the number of experiments that were conducted.  In essence, it says that, 
given the finite set of data that has been gathered, there is a 95% confidence that the true PoD 
curve is higher than the estimated value.  This is not just a measure of the inspection technique, 
but also of the amount of data that was gathered.  The operational question then becomes, is it 
desirable to base NDE/lifing decisions on a conservative estimate of the mean PoD curve, which 
is expected to be lower than the true mean curve 95% of the time-given statistical uncertainties?  
Or would a curve such that 95% of operator/system combinations would exhibit better 
performance be more desirable?  In the context of this program, the traditional interpretation was 
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emphasized and given prominence to the mean curve and its 95% confidence bound.  However, a 
discussion should be initiated with the lifing community to determine if this is really the quantity 
of greatest interest to them.  It should be mentioned that similar questions are being raised in 
other segments of the aerospace community [25]. 
 
During the course of this study, it was hypothesized that the diffusion bonding process used in 
the fabrication of the SID somewhat modified the physical properties of the SHAs.  If future 
blocks are to be made using these fabrication procedures, a better understanding of the effects of 
the bonding process on the seeds should be conducted.  Questions include whether the density 
and ultrasonic wave speeds are changed and whether a gradient of properties develops at the 
interface between the seed and the matrix, all of which could occur as a consequence of diffusion 
during the bonding process.  This could be readily and easily addressed by cutting the SID to 
remove one or more seeds and making measurements of the composition as a function of 
position.  Alternatively, a few SHAs could be manufactured in small laboratory samples starting 
from similar seeds and time-temperature-pressure processes that were used in the production of 
the SID, examined ultrasonically, and then characterized in detail during sectioning, and an 
equivalent destructive analysis conducted. 
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APPENDIX A—PROPERTIES OF SYNTHETIC HARD ALPHA SEEDS BEFORE AND 
AFTER BONDING 

 
Prior to insertion in the synthetic inclusion disk (SID), the dimensions and ultrasonic velocities 
in all of the seeds were measured.  Table A-1 presents the results [A-1].  It should be noted that 
the velocities are tightly bunched.  A close examination of the data shows that the velocities of 
the #5 (0.078-inch (1.98-mm)) seeds are slightly lower than the #3 (0.047-inch (1.19-mm)) 
seeds.  This is likely an artifact of the measurement process.  The larger seeds were deburred 
after machining, while the smaller seeds were not.  Since seed lengths were measured with a 
micrometer, the lengths of the smaller seeds may have had a bias to positive error, since burr-to-
burr length would be measured.  Hence, the reported velocities may be low.  In addition, the 
effects of uncertainty in the time measurements would be greater for the smaller seeds since the 
total delay that was measured was less.  For these reasons, the average of the velocities of the #5 
seeds was used in the technical discussions in the report.  These averages were 6.79 mm/μsec for 
the 3 wt.% N seeds and 8.46 mm/μsec for the 17 wt.% N seeds. 

 
Table A-1.  Synthetic Hard Alpha Seed Dimensions and Ultrasonic Wave Velocities (for both 

longitudinal and shear waves) [A-1] 
 

Seed No. wt.% N 
Length 
(mm) 

Diameter 
(mm) 

cL  
(mm/µs) 

cS 
(mm/µs) 

1 3 1.223 1.200 7.152  

2 17 1.216 1.197 8.492  

3 3 1.241 1.199 6.891  

4 17 1.202 1.164 8.435  

5 3 1.994 1.934 6.588 3.537 

6 17 1.955 1.994 8.323 4.915 

7 3 1.972 1.920 6.743 3.501 

8 17 1.953 1.978 8.328 4.901 

9 3 1.198 1.185 6.897  

10 17 1.211 1.188 8.398  

11 3 1.227 1.184 6.999  

12 17 1.219 1.204 8.471  

13 3 1.982 1.911 6.678 3.576 

14 17 1.923 1.986 8.314 4.918 

15 3 1.995 1.939 6.619 3.542 

16 17 1.962 1.965 8.307 4.908 

17 3 1.251 1.207 6.923  

18 17 1.209 1.192 8.562  

19 3 1.192 1.185 6.819  
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Table A-1.  Synthetic Hard Alpha Seed Dimensions and Ultrasonic Wave Velocities (for both 
longitudinal and shear waves) [A-1] (Continued) 

 

Seed No. wt.% N 
Length 
(mm) 

Diameter 
(mm) 

cL  
(mm/µs) 

cS 
(mm/µs) 

20 17 1.250 1.223 8.735  

21 3 1.982 1.929 6.653 3.628 

22 17 1.966 1.963 8.306 4.894 

23 3 2.021 1.985 6.551 3.513 

24 17 1.999 1.975 8.336 4.885 

25 3 1.211 1.227 6.881  

26 17 1.218 1.169 8.559  

27 3 1.198 1.188 6.768  

28 17 1.299 1.190 9.339  

29 3 1.983 1.925 6.645 3.632 

30 17 1.956 1.954 8.295 4.921 

31 3 2.002 1.910 6.638 3.539 

32 17 1.961 1.951 8.309 4.896 

33 3 1.231 1.210 7.010  

34 17 1.208 1.166 8.513  

35 3 1.236 1.213 7.112  

36 17 1.243 1.177 8.456  

37 3 2.003 1.950 6.619 3.351 

38 17 1.979 1.968 8.368 4.905 

39 3 2.011 1.938 6.570 3.505 

40 17 1.930 1.974 8.308 4.917 
 
After bonding, the data obtained in the production inspection showed that the signals from the 
17 wt.% N synthetic hard alpha (SHA) inclusions were smaller (with respect to the flat-bottom 
holes (FBH) and 3 wt.% N SHAs) than was expected based on their relative properties (density 
and ultrasonic wavespeeds).  One speculation was that diffusion of nitrogen from the 17 wt.% N 
SHAs during the diffusion bonding process had modified their reflectivities.  To test this 
hypothesis, laboratory measurements were made of the radio frequency (RF) A-scans reflected 
from each seed that could be viewed through a flat surface (UM-bore, UK-web, UH-rim).  No 
waveforms were gathered from the seeds that had to be viewed through the curved surfaces since 
only spherically focused transducers were available in the laboratory.  The data gathered 
consisted of the digitized, pulse-echo waveforms and the velocities inferred from the relative 
arrival times of the front and back surface reflections. 
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Figures A-1 through A-4 present the observed waveforms for the four different conditions (#3 
and #5 SHAs each of 3 wt.% N and 17 wt.% N material).  Because these were diagnostic 
experiments, the technique evolved during their execution.  Hence, not all signals were acquired 
at the same digitization rate or gate length.  These differences were taken into account in the 
computation of velocity, but have the consequence that the waveforms presented are not all on 
the same scale.  In addition, effort was not made to peak the signal amplitudes.  The 
experimental criterion was to have stable times of the front and back surface signals.   
 

 
 

Figure A-1.  The RF Waveforms Observed for #3 3 wt.% N SHAs in the Laboratory (Not all 
time scales are the same.  The vertical scale is in volts and the horizontal scale is in 

microseconds.) 
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Figure A-2.  The RF Waveforms Observed for #3, 17 wt.% N SHAs in the Laboratory (Not all 
time scales are the same.  The vertical scale is in volts and the horizontal scale is in 

microseconds.) 
 



 

 
 

Figure A-3.  The RF Waveforms Observed for #5, 3 wt.% N SHAs in the Laboratory (Not all 
time scales are the same.  The vertical scale is in volts and the horizontal scale is in 

microseconds.) 
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Figure A-4.  The RF Waveforms Observed for #5, 17 wt.% N SHAs in the Laboratory (Not all 
time scales are the same.  The vertical scale is in volts and the horizontal scale is in 

microseconds.) 
 

Despite these factors, an examination of the waveforms shows that, for most cases, the signal 
consists of a front surface reflection and an inverted back surface reflection (of opposite phase).  
This inversion is a consequence from the front surface signal being produced when the wave 
passes from a region of lower acoustic impedance (the titanium alloy matrix) to higher acoustic 
impedance (the SHA); whereas, the back surface impedance is produced when the wave passes 
from a region of higher acoustic impedance (the SHA) to a region of lower acoustic impedance 
(the matrix). 
 
The velocity was computed by dividing the relative arrival times of the front and back surface 
signals (taking the signal inversion into account) by the nominal length of the SHA.  The relative 
arrivals were obtained by comparing the arrival times of two corresponding peaks in the front 
and back surface signals.  (Because of the inversion, one would be positive and the other 
negative.)  Two approaches were taken to determine the relative arrival times.  In the first, the 
time difference between the digitized signal samples having the correspondingly largest and 
smallest values were taken.  However, it was recognized that the time peak might not occur at 
the exact time the waveform was sampled.  Hence, a parabolic curve was fit to three data points, 
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including the peak and at the points immediately preceding and following it.  The “true peak” 
was taken as the maximum value (or minimum in case of an inverted waveform) of this parabolic 
fit.  The difference in the time of the true peaks of the front and back surface signals was used to 
determine the velocity.  This latter approach was believed to be more accurate and is the basis 
for the velocities reported here.  Figure A-5 illustrates the parabolic fit for a typical waveform. 
 

 
 

Figure A-5.  Parabolic Fit to a Typical Waveform (The left figure shows the waveform and the 
right figure shows the parabolic fit to the three most positive points of the main peak.) 

 
Table A-2 presents the velocities measured for the individual seeds of the four types.  Because of 
their greater length, the values of the #5 seeds are believed to be the most accurate.  Table A-3 
compares the velocities measured before and after bonding for the #5 seeds. 
 

Table A-2.  Velocities Measured for the Four Types of Individual Seeds 
 

Seed #3, 3 wt.% #3, 17 wt.% #5, 3 wt.% #5, 17 wt.% N 

Bore 7.22 8.19 6.88 8.93 

Bore 7.08 10.13 6.93 9.52 

Web 7.30, 7.26 8.95, 8.94 - 8.67 

Web 7.11 8.62 7.08 8.91 

Rim 7.06 8.67, 9.10 6.99 9.40 

Rim 7.07 9.33 7.32 9.33 
 

Table A-3.  Comparison of Average Velocity Before and After SHA Seeds 
Were Placed Into the SID 

 
 #5, 3 wt.% #5, 17 wt.% N 

SHA seed before 6.79 8.46 

SHA seed in SID 7.04 9.12 
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An examination of figures A-1 through A-4 shows that the response of each seed can be 
reasonably described by a front surface echo followed by a delayed, inverted, and weaker back 
surface echo.  These two signals begin to overlap for the #3, 17 wt.% N SHAs (smaller size and 
highest velocities) but are clearly resolved for the other three cases.  Thus, from a qualitative 
perspective, the seeds seem to interact with the ultrasonic wave as shown. 
 
The velocities reported in table A-2 show a reasonable uniformity in the observations.  The 
scatter is greater for the 17 wt.% N seeds than for the 3 wt.% N seeds.  For the 17 wt.% N seeds, 
scatter is also greater for the #3 than for the #5.  The latter may represent measurement error 
rather than seed properties because of the greater difficulty in resolving the front and back 
surface echoes for the #3 seeds. 
 
Table A-3 indicates that the average properties of the seeds have not been changed appreciably 
by the diffusion bonding process.  There is an apparent 3%-7% increase in the velocity, which 
could represent measurement uncertainty.  This does not support the hypothesis that there was a 
significant diffusion of nitrogen out of the 17 wt.% N seeds.  However, it does not rule out the 
possibility for a small amount of diffusion near the ends of the seeds, as is shown in figure A-6.  
If such diffusion occurred over a very small length scale on the order of the ultrasonic 
wavelength (~0.6 mm), it could more than account for the observed decrease in reflectivity.  It is 
well known [A-2] that a gradual transition of the acoustic impedance on a scale on the order of 
but less than the ultrasonic wavelength can significantly reduce the reflection with respect to that 
of an abrupt, step-like jump in the acoustic impedance.  Further work would be required to verify 
this hypothesis or identify an alternate mechanism. 

 

  
 

Figure A-6.  Possible Smoothing of Acoustic Impedance Discontinuity due to Diffusion 
Near the Ends of the SHA Seed 
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APPENDIX B—SUMMARY OF GENERIC EXPERIMENTAL PROTOCOL 
 

Purpose:  To provide ultrasonic inspection data of a typical titanium forging shape for use in 
generating default probability of detection (PoD) curves for use in FAA Advisory Circular, AC 
33.14 – Damage Tolerance Design of Jet Engine Components.  The purpose of this document is 
to define the protocol that the ETC team will use in gathering the necessary data.  Upon 
agreement with the protocol, a second set of documents will be generated for use with the 
inspection vendors.   
 
Scope:  This protocol provides Nondestructive Test (NDT) Method Requirements for detecting 
subsurface discontinuities using pulse-echo immersion techniques including Conventional 
inspection per the P&W specification SIM-1- CHG L, SIS 322 code 16, and Multizone 
inspection per GE specification P3TF52, class D.  The test article, known as the “Forging PoD 
disk” (FPD), requires additional consideration given the number of inclusions and special nature 
of its fabrication.   
 
Protocol:  The following outline indicates the topic areas included in this protocol.  The function 
of the protocol is to assure that the objectives of the experiment are implemented, that the 
experiment is carried out in a consistent manner, that the data are defined and gathered 
consistently, that consistent instructions and background information is given to the inspectors 
and their management, and that deviations from the experimental plan are dealt with effectively.  
Detailed instructions for each of the items follows with the appendices providing a copy of scan 
plans and data recording sheets for the planned inspections as listed below.   
 
1. Site logistics 

2. Inspection logistics 

3. Sample description 

4. General procedures 

5. Conventional inspection specific procedures 

6. Multi-zone inspection specific procedures 

7. Data sheet preparation for PoD computation 

Appendix B.1:  Conventional scan plan 

Appendix-B.2:  Conventional data recording sheet 

Appendix-B.3:  Multi-zone scan plan 

Appendix-B.4:  Multi-zone data recording sheet 
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Site Logistics. 

The program plan calls for two ultrasonic inspection methods (Conventional and Multizone) at 
two locations each for a total of four inspection locations.  At each location, three inspectors will 
be used for a total of twelve data sets.  An ETC representative will serve as the monitor and 
remain on site at all times during the inspection for the purposes of monitoring the inspection, to 
assure that the experimental objectives are realized, and to address any unanticipated issues.  The 
ETC monitor may be joined by a FAA monitor(s) at various times during the inspections.  The 
ETC representative will provide a briefing to vendor management and express appreciation for 
participation.  Selection of vendors will be limited to those companies familiar with the 
applicable PW and GE specifications listed in the Scope.  The presence of a monitor is a 
deviation to standard inspection procedures and is required by the unusually large number of 
indications, many of which are not relevant to the PoD analysis.  Interaction with the inspector 
should be kept to a minimum and is limited to the ETC monitor.  The FAA monitor(s) may 
communicate concerns or questions to the ETC monitor for resolution. 
 
Inspection Logistics. 
 
A briefing will be provided to the inspectors by the ETC representative who will explain the 
objective, emphasizing the need to treat this as a “normal inspection” even though this is not a 
“normal part”.  Questions during the inspection process will be noted by the monitor.  It is 
important that the monitor observe but not interfere with the inspection process.  The inspectors 
should be encouraged to perform the inspection per normal production procedures and ask 
questions when necessary to clarify a technical issue. 
 
Each inspection will be treated as a separate test.  The sample shall be removed and returned to 
the tank after each inspector completes his/her inspection task.  The monitor will ensure that data 
is gathered for all the required surfaces per the scan plan in appendices B.1 and B.3   
 
Sample Description.   
 
The sample used for this evaluation is a forged Ti-6-4 disk with a diameter of 22.1 inches.  A 
cross section showing approximate dimensions is shown in figure 1.  Surface designations of UG 
through US are used as shown below.  The sample itself is referred to as the “FPD Forging PoD 
Disk.  Items that are specific to the FPD that require discussion with the facility prior to the 
inspection are listed below.  This information will enable the facility to generate their inspection 
test plan in accordance with the relevant specification, i.e., SIM1 or P3TF52.   
 
a. Dimensions of the part as shown in figure B-1. 

b. Surfaces to be included in the inspection.  Details of the inspection surfaces are provided 
in the respective sections for Conventional and Multizone below.  Nine surfaces have 
been selected for inspection during this PoD study.  The same surfaces will be scanned 
using both methods.  Those surfaces which will provide relevant data were selected to be 
scanned.  While this will not lead to full coverage of the part geometry which is the 
normal inspection requirement, time and funding constraints necessitate down selection.   
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Figure B-1.  Cross Section of Sample Showing Positions of the SHA and FBH Reflectors.  Not 

Shown in the Image are the SHA Reflectors That are Also Oriented for Inspection Through 
Surfaces UL and UJ 

General Procedures. 

Facilities selected to participate in the data collection activities are experienced in the inspection 
of titanium forgings and have established procedures for those inspections which comply with 
OEM requirements, SIM-1 and P3TF52.  While the sample (FPD block) used in this study has its 
own unique shape, there are standard procedures for defining inspections of any part that 
vendors routinely apply, an activity that does not require interaction with an ETC representative.  
To minimize interference with standard practices, minimal to no guidance will be provided for 
the typical definition of inspection steps.  However, these items will be recorded as part of the 
documentation of the study.  A summary of those set-up steps as described in detail in SIM-1 
and P3TF52 are listed below: 
 

a. Selection of transducers from existing vendor inventory.  Record transducer 
manufacturer, frequency, diameter, and serial number using supplied data sheets.   

b. Alignment of the part on the turntable using typical vendor practices.  A fiducial mark 
on the disk will be located and will serve as “zero” degree point in the inspection.  
Radial and circumferential position of indications will be recorded for later data 
analysis.   
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c. Normalization of transducers using typical vendor practices.   

d. Recording of setup parameters and instrument settings will be performed on supplied 
data sheets.   

e. Establishing calibration and attenuation correction using in house samples.  Record 
DAC gain values using supplied data sheets.  Record attenuation difference between 
the part and set-up samples in dB/inch on supplied data sheet.  Record name/serial 
number or other unique identifier of the calibration set on the supplied data sheets. 

f. Defining index and scanning increments associated with #1 FBH sensitivity inspection.  
Record on supplied data sheet. 

During the inspection it is anticipated that the following items related to the inspection and 
evaluation of the disk will require interaction between the inspector and the ETC representative.  
Deviations from typical scan plans necessitated by the unique orientation of the defects and 
budgetary constraints.  The following items describe deviations from the standard procedures 
and their rationale. 
 

a. During baseline inspection of the FPD block with Conventional and Multizone 
techniques, it was noted that unbonded regions caused signals which would be 
evaluated in a typical inspection.  The ETC representative will identify these features 
after the evaluation scan and indicate that these features will not be peaked on by the 
inspector.  This data will not be included in the PoD calculation.   

b. The existence of counterbores that are associated with FBHs will be discussed with the 
operator.  When they are encountered in the C-scans, the operator will be instructed to 
identify and peak on the FBH and ignore the response from the counterbores.  If a 
zoned inspection places the counterbore without the FBH in a scan, the operator is not 
to peak on the feature only associated with the counterbore. 

c. During the baseline inspection of the FPD block, it was noted that peaking on some 
synthetic reflector(s) lead to multiple reflections (presumably front and back surfaces 
of the feature).  The operator will be instructed to peak on only the first reflected 
signal.  If the first echo is gated in multiple zones, it shall be evaluated in each zone. 

d. When signals are noted due to obliquely oriented features such as the sides or shanks 
of the SHAs, the operator will be permitted to peak on those features but they will be 
excluded from PoD evaluation.   

e. Recording the values in an appropriate and consistent format should be assured by the 
ETC representative.   

Following each test, the ETC representative will collect all hard-copy data and electronic data.  
An effort will be made to have the ultrasonic C-scan data recorded in a fashion that can be 
reviewed on some system that at least one ETC member has access to.  The ETC representative 
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will ensure that all required surfaces were inspected prior to removing the FPD block from the 
tank.  The inspection start and stop times will be recorded. 
 
Procedures Specific To Conventional Inspections. 

 
Conventional inspections are generally designed by the inspection facility to comply with SIM1 
with approval by the OEM.  Typically, the part dimensioned drawing is provided to the supplier 
so that the supplier can design the sonic shape and define part coverage.  This is not feasible for 
FPD block because it is a one-of-a-kind sample and computer-aided design files do not exist.  
Instead, the inspection was designed at PW with typical procedures that incorporate near surface 
resolution of 0.075″ and a second zone for two surfaces, UH and UR.  This will assure consistent 
inspection between facilities.  An overview of the scan plan is shown in appendix-B.1.  
Appendix B.1 shows a typical scan plan for this part geometry in which full coverage is assured.  
Note this is not the inspection that will be performed for this part.  Nine surfaces were selected 
for inspection as shown in appendix B.1.  Those surfaces for which the FPD block was designed 
were selected.  This was necessary due to time and budget constraints.  The scan plan will be 
reviewed with the facility at the initial discussion.  The ETC representative will ensure that all 
required surfaces are inspected. 
 
For existing Conventional inspection procedures, C-scan data collection is allowed but not 
required.  Because of the large number of reflectors in the FPD, a stop-on-defect mode would not 
be practical.  Therefore, data collection for the FPD will necessarily incorporate the use of C-
scan.  For a typical inspection of a production part, an operator would encounter only a few 
signals that need to be evaluated but the FPD can have as many as 100 that have to be tracked 
and evaluated.  Without the use of a C-scan map, the PoD data collection would not be accurate 
due to the complications of so many signals. 
 
The inspection gate that is used for a Conventional inspection extends from the front surface to 
the backwall or from the front surface to the end of the zone if a second zone is used.  For the 
FPD block, three regions (UH, UR and US) will require use of the second zone. 
 
Each inspection surface will be scanned in an evaluation mode and C-scan and noise data 
recorded.  The inspector will then review the data.  For any indication that the inspector deems 
observable above background, a peaked, unsaturated signal will be obtained.  This will entail 
returning the probe to that location, peaking the signal by adjusting the scan, index, and probe 
alignment and recording the peaked amplitude and peak gain level on the data sheet in appendix 
B.2.  The non-saturated signals will be recorded as gain level at 80% of screen height.  Upon 
completion of the evaluation scan and recording of peaked amplitude and position data for 
observable indications, the inspector will move to the next surface, renormalize the transducers 
and begin the next scan.  For an inspection of a production part, the operator would peak the 
signal from all surfaces where the indication was seen and record the amplitudes.  For this PoD 
study, the signals will be peaked only for the intended inspection surfaces since only those 
values will be used for PoD evaluation. 
 
The SIM-1 procedure states that the alarm threshold shall be a minimum of 2.5 dB below the 
rejection threshold which is a means of guaranteeing that the noise does not prohibit the 
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inspection sensitivity from being achieved.  The use of C-scan for PoD data collection will be in 
line with that procedure and the noise will be recorded in the C-scans.  If the noise exceeds a 
value that is 2.5 dB below the rejection threshold in some area, then that region is deemed 
uninspectable.  Based on the preliminary scans performed at ISU, there should be no occurrence 
of uninspectable regions. 
 
Procedures Specific To Multi-Zone Inspections. 

Multizone inspection shall be completed in accordance to GE specification P3TF52.  The 
specification calls for longitudinal inspection of flat surfaces using ½″ zones and a near surface 
resolution of 0.060″.  For surfaces with significant curvature, sub-surface focusing is not 
possible and a single, surface-focus scan is allowed to provide coverage to 1.5″ depth.  
Furthermore, the sound beam is required to travel perpendicular to the flow lines, and if the 
discrepancy becomes too great, coverage is achieved through shear wave scans.  For the FPD 
block geometry, only longitudinal, zoned inspection and surface focused inspections are 
required. 
 
The surfaces to be scanned were selected in accordance with standard Multizone practices, 
considering coverage for optimal sensitivity and minimum inspection cost.  The baseline scan 
map is shown in appendix B.3, figure B.3-2.  Scans were subsequently eliminated from this scan 
plan if there were no PoD targets perpendicular to the sound beam, as shown in fig. B.3-3.  
These were eliminated to reduce the operators’ workload, otherwise the operator likely would 
evaluated twice as many targets, increasing the odds of error due to operator fatigue. 
 
Each specified surface will be scanned and C-scan data will be recorded for the inspector to 
review.  The C-scan will be evaluated per standard practice for identifying indications above the 
background noise.  Signals flagged by the operator will be considered the candidates for Signal-
to-Noise Ratio, (SNR), evaluated, and a peaked, unsaturated signal will be obtained.  
Corresponding noise values will be obtained directly from the C-scan image.  Indications which 
exceed the amplitude criteria, but do not exceed the SNR criteria will not be considered discrete 
indications, but instead renders the region rejectable due to high noise.  Preliminary scans of this 
part suggest no such high noise regions will be encountered and SNR will be the primary 
information describing the severity of the indications. 
 
All amplitude data will be recorded in the unsaturated mode.  The amplitude will be measured at 
the calibration gain, including any relevant Distance-Amplitude Correction, (DAC).  If peak 
amplitude is saturated, gain will be reduced in 6 dB increments.  Data will be recorded as 
%amp–dB.  Note that no correction is added for attenuation beyond that established when 
creating the DAC settings. 
 
Datasheet Preparation For PoD Computation. 

Data sheets will be used to record data for later statistical analysis and PoD computation.  All 
relevant inspection information will also be recorded as shown in appendix B.2 and B.4 for 
Conventional and Multizone inspection, respectively.   
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APPENDIX B.1–CONVENTIONAL SCAN PLAN 
 
The surfaces that are indicated for scanning in figure B.1-1 are what would be performed for 
standard Conventional inspection where solid plus dashed lines indicate two zones.  The intent 
of a Conventional inspection scan plan is to cover all regions from two surfaces where possible.  
For purposes of PoD data collection, however, the scan plan shown in figure B.1-1 will be used 
since the reflectors were placed in the part with the intent of inspection through limited surfaces.  
Inspection through other surfaces would require speculation as to the expected response which is 
beyond the scope of the current program.   
 
Surface US would not normally incorporate a second zone, but to make the inspection 
opportunities consistent for the PoD exercise, as second zone will be used as indicated in the 
figure B.1-1. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure B.1-1.  Typical Scan Plan and Coverage Map for the Sonic Shape 
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The nine surfaces that are shown in figure B.1-2 will be used for PoD data collection with 
normal incidence scans.  Part dimensions warrant a near and far zone scan of some surfaces as 
indicated.   
 

 
 

Figure B.1-2.  Surfaces Used for PoD Data Collection 
 



 

APPENDIX B.2-CONVENTIONAL DATA RECORDING SHEET 
 

Surface: Sheet no. of sheets

Start Time Stop Time

1
2
3 near zone setup information far zone setup information
4 transducer transducer
5 waterpath waterpath
6 instrument instrument
7 instrument settings instrument settings
8 pulse width pulse width
9 voltage voltage 

10 filter filter
11
12
13
14
15 DAC gain values, dB with comp. DAC gain values, dB with comp.
16 0.075 1
17 0.25 1.5
18 0.5 2
19 1 2.5
20 1.5 3
21 2 3.5
22 4
23 Attenuation difference
24 dB/inch
25
26 calibration set
27
28 Observation Notes:
29
30
31
32
33
34
35
36

Date

Inspector

Relevant Specification SIM1-CHG L

FPD POD DATA 

feature 
radial 

position
circumfntl. 

position depth

peaked 
amplitude 

(gain at 80%)
c-scan 

amplitude
Zone, near 

or far Comments Company
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Figure B.2-1 Conventional Data Recording Sheet 

 



 

APPENDIX B.3–MULTIZONE SCAN PLAN 

 
 

Figure B.3-1.  First Page of Multizone Scan Plan, Containing Inspection Parameters 
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Figure B.3-2.  Scan Plan Page 2; Baseline Configuration Containing all Surfaces Normally 
Required 
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Figure B.3-3.  Scan Plan Page 2; Surfaces Reduced to Those With Targets Perpendicular to 
Sound Beam 



 

APPENDIX B.4–MULTIZONE DATA RECORDING SHEET 
 

Site
Operator
Tank
Date:

Zone Transducer S/N Waterpath Increments Zone Parameter Value
1 1 Base Gain
2 1 DAC - near
3 1 DAC - mid
4 1 DAC - far
5 2 Base Gain

2 DAC - near
2 DAC - mid
2 DAC - far

FBH Block S/N 3 Base Gain
0.06 3 DAC - near
0.25 3 DAC - mid
0.5 3 DAC - far

0.75 4 Base Gain
1 4 DAC - near

1.25 4 DAC - mid
1.5 4 DAC - far

1.75 5 Base Gain
2 5 DAC - near

2.25 5 DAC - mid
2.5 5 DAC - far

Filter
Damping

Date Pulse width
Start time Pulse voltage
Stop time

Observation Notes:

Transducers

Cal Block S/N

Instrument Settings
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Surface: Sheet no. of sheets

Ind # Area Zone
Depth 
(in) Circ Loc Axial Loc

C-scan 
Amp

Peak 
noise

Mean 
noise SNR

Peaked 
Amp

Gain for 
Peak A-axis B-axis Comment

FPD POD DATA 

 
 



 

APPENDIX C—SUMMARY OF EXPERIMENTAL PROTOCOL AS PROVIDED TO 
SUPPLIERS – MULTIZONE 

 
Multizone Forging PoD Data Collection Procedure 
 
Purpose:  To provide ultrasonic inspection data of a typical titanium forging shape for use in 
generating default probability of detection (PoD) curves for use in FAA Advisory Circular, AC 
33.14 – Damage Tolerance Design of Jet Engine Components.  The purpose of this document is 
to define the protocol that the ETC team will use in gathering the necessary Multizone data.   
 
Scope:  This document provides ultrasonic test method requirements for detecting subsurface 
discontinuities using the Multizone inspection per GE specification P3TF52, class D.  The test 
article, known as the “Forging PoD disk” (FPD), requires additional consideration given the 
number of inclusions and special nature of its fabrication.   
 
Protocol:  The function of this document is to assure that the objectives of the experiment are 
implemented, that the experiment is carried out in a consistent manner, that the data are defined 
and gathered consistently, that consistent instructions and background information is given to the 
inspectors and their management, and that deviations from the experimental plan are dealt with 
effectively.   
 
2. Site logistics: 

The program plan calls for three inspectors at a given site to perform the Multizone inspection.  
An ETC representative will serve as the monitor and remain on site at all times during the 
inspection for the purposes of monitoring the inspection, to assure that the experimental 
objectives are realized, and to address any unanticipated issues.  The ETC monitor may be joined 
by a FAA monitor(s) at various times during the inspections.  The ETC representative will 
provide a briefing to vendor management and express appreciation for participation.  The 
presence of a monitor is needed due to the unusually large number of indications, many of which 
are not relevant to the PoD analysis.  Interaction with the inspector will be kept to a minimum.   
 
3. Inspection logistics: 

A briefing will be provided to the inspectors by the ETC representative who will explain the 
objective, emphasizing the need to treat this as a “normal inspection” even though this is not a 
“normal part”.  Questions during the inspection process will be noted by the monitor.  It is 
important that the monitor observe but not interfere with the inspection process.  The inspectors 
should be encouraged to perform the inspection per normal production procedures and ask 
questions when necessary to clarify a technical issue. 

Each inspection will be treated as a separate test.  The sample shall be removed and returned to 
the tank after each inspector completes his/her inspection task.  The monitor will ensure that data 
is gathered for all the required surfaces per the scan plan.   
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4. Sample description 

The sample used for this evaluation is a forged Ti-6-4 disk with a diameter of 22.1 inches.  
A cross section showing approximate dimensions is shown in figure C-1.  Surface 
designations of UG through US are used as shown below.  The sample is referred to as the 
“FPD” or Forging PoD Disk.   
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Figure C-1.  Cross Section of Sample Showing Surfaces and Dimensions 
 

5. General Procedures 

Inspect per P3TF52, taking note of the following issues: 
a. Align the part on the turntable using the axial line on the OD of the disk as the “zero” 

degree point in the inspection.  Radial and circumferential position of indications will 
be recorded for later data analysis. 

b. Setting of inspection waterpaths.  Record waterpath, instrument and instrument settings 
using supplied data sheets.  Instrument settings to be recorded include pulse width, 
voltage, and filters.   
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c. Record name/serial number of the calibration blocks and transducers used, on the 
supplied data sheets. 

d. Record index and scanning increments on supplied data sheet. 

e. During baseline inspection of the FPD block with Conventional and Multizone 
techniques, it was noted that unbonded regions caused signals which would be 
evaluated in a typical inspection.  The ETC representative will identify these features 
after the evaluation scan and indicate that these features will not be peaked on by the 
inspector. 

F. The existence of counterbores that are associated with FBHs will be discussed with the 
operator.  When they are encountered in the C-scans, the operator will be instructed to 
identify and peak on the FBH and ignore the response from the counterbores.  If a 
zoned inspection places the counterbore without the FBH in a scan, the operator is not 
to peak on the feature only associated with the counterbore.   

g. During the baseline inspection of the FPD block, it was noted that peaking on some 
indications lead to multiple reflections.  The operator will be instructed to peak on only 
the first reflected signal.  If the first echo is gated in multiple zones, it shall be 
evaluated in each zone. 

h. All amplitude data will be recorded in the unsaturated mode.  The amplitude will be 
measured at the calibration gain, including any relevant Distance-Amplitude 
Correction, (DAC).  If peak amplitude is saturated, gain will be reduced in 6 dB 
increments.  Data will be recorded as %amp – dB. 

i. The Data sheet, attached to the scan plan, will be used to record data for later statistical 
analysis and PoD computation. 

j. Upon completion of this effort, the ETC representative will collect all hard-copy data 
and electronic data.  An effort will be made to have the ultrasonic C-scan data recorded 
in a fashion that can be reviewed on some system that at least one ETC member has 
access to.  The ETC representative will ensure that all required surfaces were inspected 
prior to removing the FPD block from the tank.  The inspection start and stop times will 
be recorded.   
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Table to Record Configuration Information

Transducers:
Zone Transducer S/N Waterpath Increments

1
2
3
4
5

Cal Block S/N's
FBH Block S/N

0.06
0.25
0.5

0.75
1

1.25
1.5

1.75
2

2.25
2.5

Site Oper. Tank Date

Instrument Settings
Zone Parameter Value

1 Base Gain
1 Dac-near
1 Dac-mid
1 Dac-Far
2 Base Gain
2 Dac-near
2 Dac-mid
2 Dac-Far
3 Base Gain
3 Dac-near
3 Dac-mid
3 Dac-Far
4 Base Gain
4 Dac-near
4 Dac-mid
4 Dac-Far
5 Base Gain
5 Dac-near
5 Dac-mid
5 Dac-Far

Filter
Damping
Pulse width
Pulse voltage

Date
Start time
Stop time



 

Multizone 
Scan Plan 
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Multizone Data Recording Sheets 
 Site
Operator
Tank
Date:

Zone Transducer S/N Waterpath Increments Zone Parameter Value
1 1 Base Gain
2 1 DAC - near
3 1 DAC - mid
4 1 DAC - far
5 2 Base Gain

2 DAC - near
2 DAC - mid
2 DAC - far

FBH Block S/N 3 Base Gain
0.06 3 DAC - near
0.25 3 DAC - mid
0.5 3 DAC - far

0.75 4 Base Gain
1 4 DAC - near

1.25 4 DAC - mid
1.5 4 DAC - far

1.75 5 Base Gain
2 5 DAC - near

2.25 5 DAC - mid
2.5 5 DAC - far

Filter
Damping

Date Pulse width
Start time Pulse voltage
Stop time

Observation Notes:

Transducers

Cal Block S/N

Instrument Settings
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Surface: Sheet no. of sheets

Ind # Area Zone
Depth 
(in) Circ Loc Axial Loc

C-scan 
Amp

Peak 
noise

Mean 
noise SNR

Peaked 
Amp

Gain for 
Peak A-axis B-axis Comment

FPD POD DATA 

 
 

 



 

APPENDIX D—SUMMARY OF EXPERIMENTAL PROTOCOL AS PROVIDED TO 
SUPPLIERS – CONVENTIONAL 

 
Conventional Forging PoD Data Collection Procedure  
Purpose:  To provide ultrasonic inspection data of a typical titanium forging shape for use in 
generating default probability of detection (PoD) curves for use in FAA Advisory Circular, AC 
33.14 – Damage Tolerance Design of Jet Engine Components.  The purpose of this document is 
to define the protocol that the ETC team will use in gathering the necessary conventional UT 
data. 
Scope:  This protocol provides Nondestructive Test (NDT) Method Requirements for detecting 
subsurface discontinuities using pulse-echo immersion techniques with Conventional inspection 
practices per the P&W specification SIM-1- CHG L, SIS 322 code 16.  The test article, known as 
the “Forging PoD disk” (FPD) , requires additional consideration beyond standard practice given 
the number of inclusions and special nature of its fabrication.   
Protocol:  The function of this document is to assure that the objectives of the experiment are 
implemented, that the experiment is carried out in a consistent manner, that the data are defined 
and gathered consistently, that consistent instructions and background information is given to the 
inspectors and their management, and that deviations from the experimental plan are dealt with 
effectively. 
 
6. Site logistics: 

The program plan calls for three inspectors at a given site to perform the Conventional 
inspection.  An ETC representative will serve as the monitor and remain on site at all times 
during the inspection for the purposes of monitoring the inspection, to assure that the 
experimental objectives are realized, and to address any unanticipated issues.  The ETC monitor 
may be joined by a FAA monitor(s) at various times during the inspections.  The ETC 
representative will provide a briefing to vendor management and express appreciation for 
participation.  The presence of a monitor is needed due to the unusually large number of 
indications, many of which are not relevant to the PoD analysis.  Interaction with the inspector 
will be kept to a minimum.   
 
7. Inspection logistics: 

A briefing will be provided to the inspectors by the ETC representative who will explain the 
objective, emphasizing the need to treat this as a “normal inspection” even though this is not a 
“normal part”.  Questions during the inspection process will be noted by the monitor.  It is 
important that the monitor observe but not interfere with the inspection process.  The inspectors 
should be encouraged to perform the inspection per normal production procedures and ask 
questions when necessary to clarify a technical issue. 
 
Each inspection will be treated as a separate test.  The sample shall be removed and returned to 
the tank after each inspector completes his/her inspection task.  The monitor will ensure that data 
is gathered for all the required surfaces per the scan plan.   
 

D-1 



 

8. Sample description 

The sample used for this evaluation is a forged Ti-6-4 disk with a diameter of 22.1 inches.  A 
cross section showing approximate dimensions is shown in figure D-1.  Surface designations of 
UG through US are used as shown below.  The sample itself is referred to as the “FPD” or 
Forging PoD Disk.  Items that are specific to the FPD that require discussion with the facility 
prior to the inspection are listed below.  This information will enable the facility to generate their 
inspection test plan in accordance with the relevant specification, i.e., SIM1.  Nine surfaces have 
been selected for inspection during this PoD study.   
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Figure D-1.  Cross Section of Forging PoD Disk 

 
9. General Procedures 

Inspect per P&W specification SIM-1- CHG L, SIS 322 code 16, taking note of the following 
issues: 
 

a. Align the part on the turntable using the axial line on the OD of the disk as the “zero” 
degree point in the inspection.  Radial and circumferential position of indications will 
be recorded for later data analysis.   

b. Select transducers from existing vendor inventory.  Record transducer manufacturer, 
frequency, diameter, and serial number using supplied data sheets.   
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c. Normalize transducers using typical vendor practices.   

d. Use the supplied data sheets to record setup parameters and instrument settings.   

e. Record index and scanning increments on supplied data sheet.   

f. Establish calibration and attenuation correction using in house samples.  Record DAC 
gain values using supplied data sheets.  Record attenuation difference between the part 
and set-up samples in dB/inch on supplied data sheet.  Record name/serial number or 
other unique identifier of the calibration set on the supplied data sheets.   

g. During baseline inspection of the FPD block, it was noted that unbonded regions 
caused signals which would be evaluated in a typical inspection.  The ETC 
representative will identify these features after the evaluation scan and indicate that 
these features will not be peaked on by the inspector.   

H. The existence of counterbores that are associated with FBHs will be discussed with the 
operator.  When they are encountered in the C-scans, the operator will be instructed to 
identify and peak on the FBH and ignore the response from the counterbores.  If a 
zoned inspection places the counterbore without the FBH in a scan, the operator is not 
to peak on the feature only associated with the counterbore. 

i. During the baseline inspection of the FPD block, it was noted that peaking on some 
synthetic reflector(s) lead to multiple reflections (presumably front and back surfaces of 
the feature).  The operator will be instructed to peak on only the first reflected signal.  
If the first echo is gated in multiple zones, it shall be evaluated in each zone. 

j. All amplitude data will be recorded in the unsaturated mode.  The amplitude will be 
measured at the calibration gain, including any relevant Distance-Amplitude 
Correction, (DAC).  All peaked amplitudes will be recorded as gain required to place 
the signal at the screen height used for calibration. 

k. The Data sheet, attached to the scan plan, will be used to record data for later statistical 
analysis and PoD computation.   

l. Upon completion of this effort, the ETC representative will collect all hard-copy data 
and electronic data.  An effort will be made to have the ultrasonic C-scan data recorded 
in a fashion that can be reviewed on some system that at least one ETC member has 
access to.  The ETC representative will ensure that all required surfaces were inspected 
prior to removing the FPD block from the tank.  The inspection start and stop times will 
be recorded.   

10. Data collection procedures 

An overview of the scan plan is shown in appendix-D.1.  Nine surfaces were selected for 
inspection as shown in figure D-1-1.  The scan plan will be reviewed with the facility at the 
initial discussion.  The ETC representative will ensure that all required surfaces are inspected.  
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For existing Conventional inspection procedures, C-scan data collection is allowed but not 
required.  Data collection for the FPD will necessarily incorporate the use of C-scan.   
 
The inspection gate that is used for a Conventional inspection extends from the front surface to 
the backwall or from the front surface to the end of the zone if a second zone is used.  For the 
FPD block, three regions (UH, UR and US) will require use of the second zone.   
 
Each inspection surface will be scanned in an evaluation mode and C-scan data recorded.  The 
inspector will then review the data.  For any indication that the inspector deems observable 
above background, a peaked, unsaturated signal will be obtained.  This will entail returning the 
probe to that location, peaking the signal by adjusting the scan, index, and probe alignment and 
recording the peaked amplitude and peak gain level on the data sheet in appendix D.2.  The 
amplitude signals will be recorded as gain level at the same screen height used for calibration.  
Upon completion of the evaluation scan and recording of peaked amplitude and position data for 
observable indications, the inspector will move to the next surface, renormalize the transducers 
and begin the next scan.  For an inspection of a production part, the operator would peak the 
signal from all surfaces where the indication was seen and record the amplitudes.  For this PoD 
study, the signals will be peaked only for the intended inspection surfaces since only those 
values will be used for PoD evaluation. 
 
11. Datasheet preparation for PoD computation 

Data sheets will be used to record data for later statistical analysis and PoD computation.  All 
relevant inspection information will also be recorded as shown in appendix D.2.   
 



 

Appendix D.1 –Scan Plan 
 

The nine surfaces that are shown in figure D.1-1 will be used for PoD data collection with normal incidence scans.  Part dimensions 
warrant a near and far zone scan of some surfaces as indicated. 
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Figure D.1-1.  Surfaces Used for PoD Data Collection

 



 

 
Appendix D.2 – Conventional Inspection Data Sheet 
 

Surface: Sheet no. of sheets

Start Time Stop Time

1
2
3 near zone setup information far zone setup information
4 transducer transducer
5 waterpath waterpath
6 instrument instrument
7 instrument settings instrument settings
8 pulse width pulse width
9 voltage voltage 

10 filter filter
11
12
13
14
15 DAC gain values, dB with comp. DAC gain values, dB with comp.
16 0.075 1
17 0.25 1.5
18 0.5 2
19 1 2.5
20 1.5 3
21 2 3.5
22 4
23 Attenuation difference
24 dB/inch
25
26 calibration set
27
28 Observation Notes:
29
30
31
32
33
34
35
36

Date

Inspector

Relevant Specification SIM1-CHG L

FPD POD DATA 

feature 
radial 

position
circumfntl. 

position depth

peaked 
amplitude 

(gain at 80%)
c-scan 

amplitude
Zone, near 

or far Comments Company
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APPENDIX E—EXPERIMENTAL DATA 
 

An overview of the data from the seven different target types was presented in figure 11 of the 
main report.  Here, the data is presented in greater detail and plotted to show various sources of 
variability. 

 
Figures E-1 to E-7 (operator plots) show the effective flat-bottom hole (EFBH) response plotted 
versus operator, with the set of data points for each target connected by line segments.  
Conventional inspection results are shown on the left and Multizone inspection results are shown 
on the right.  For each plot, the dashed horizontal line indicates the mean of the data and the 
solid horizontal line indicates the expectations, based on physics-based models (with no 
corrections for beam size effects) as discussed in more detail below.  These plots show that there 
is an important amount of operation-to-operation variability.   
 
The round symbols represent actual observation of signal amplitude.  The downward-pointing 
triangles indicate misses.  For these cases, it is known that the amplitude was below the noise 
level indicated by the level of the triangle.  These observations are left censored.  The upward-
pointing triangles represent observations that were saturated and where the operator did not 
properly follow the protocol of reducing the gain to get an actual reading.   
 
Figures E-8 to E-14 (target plots) show the EFBH response plotted versus target surface with 
data from the same operator connected by line segments, again with Conventional inspection 
results on the left and Multizone inspection results on the right.  These plots show that there is an 
important amount of target-to-target and surface-to-surface variability in the EFBH responses for 
a given target type.   
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Figure E-1.  Operator Plots for #1 FBH Conventional (Left) and Multizone (Right) 
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Figure E-2.  Operator Plots for #3 FBH Conventional (Left) and Multizone (Right) 
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Figure E-3.  Operator Plots for #3 SHA17 Conventional (Left) and Multizone (Right) 
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Figure E-4.  Operator Plots for #3 SHA3 Conventional (Left) and Multizone (Right) 
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Figure E-5.  Operator Plots for #5 FBH Conventional (Left) and Multizone (Right) 
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Figure E-6.  Operator Plots for #5 SHA17 Conventional (Left) and Multizone (Right) 
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Figure E-7.  Operator Plots for #5 SHA3 Conventional (Left) and Multizone (Right) 
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Figure E-8.  Target Plots for #1 FBH Conventional (Left) and Multizone (Right) 
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Figure E-9.  Target Plots for #3 FBH Conventional (Left) and Multizone (Right) 
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Figure E-10.  Target Plots for #3 SHA17 Conventional (Left) and Multizone (Right) 
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Figure E-11.  Target Plots for #3 SHA3 Conventional (Left) and Multizone (Right) 
 

39
Target.Surface

   0

1000

2000

3000

4000

5000

E
F

B
H

A1.UH A2.UK A3.UM

A.Y
B.Y
C.Y
D.X
E.X
F.X

38
Target.Surface

   0

1000

2000

3000

4000

5000

E
F

B
H

A1.UH A2.UK A3.UM

A.X
B.Y
C.Y
D.Y
E.Y
F.Z
G.Z

 
 

Figure E-12.  Target Plots for #5 FBH Conventional (Left) and Multizone (Right) 
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Figure E-13.  Target Plots for #5 SHA17 Conventional (Left) and Multizone (Right) 
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Figure E-14.  Target Plots for #5 SHA3 Conventional (Left) and Multizone (Right) 
 
 



 

APPENDIX F—PHYSICS-BASED MODEL 
 

A physics-based model was used to allow the maximum information to be extracted from the 
limited types of reflectors, synthetic hard alpha (SHA) and flat-bottom hole (FBH), which were 
available in the synthetic inclusion disk (SID).  This appendix presents the derivation of that 
model, followed by discussions of the material properties that served as input parameters, 
assumptions and limitations, and a summary. 
 
F.1  OVERVIEW OF MODELS. 
 
Figure F-1 illustrates the physical situation.  The SHA defects in the SID (with diameter equal to 
height) have a square cross-section in a plane containing the axis.  When the duration of the 
incident ultrasonic pulse is sufficiently small with respect to the delay of the back surface echo 
of the SHA, the echoes from the front and back surfaces of the inclusions can be resolved in 
time, with the back surface inverted in phase since one is going from a low to high acoustic 
impedance at the dent surface and a high to low acoustic impedance at the front surface.  This 
behavior is illustrated in figure F-1(a).  The echoes are likely resolved for the SHAs in the SID, 
since the height of the smaller, #3 SHA is about four times the wavelength (in the matrix 
material) at the measurement frequency of 10 MHz.  Using the matrix velocity would predict 
that the back surface echoes would be delayed by a time corresponding to about eight cycles.  
The value is somewhat less when using the true value of the velocity in the SHA.  However, in 
either case, the front surface echo should be resolved.   
 
To predict the peak signal for broadband excitation, it is only necessary to predict the signal 
from that front surface, as shown in figure F-1(b).  This has been done using the elastodynamic 
Kirchhoff Approximation, which is appropriate when the transverse dimensions of the flaw are 
on the order of or larger than the ultrasonic wavelength.  This Kirchhoff Approximation will be 
discussed below for both the SHA and the FBH reflectors in the SID. 
 
Also of interest is the response of the very small flaws with respect to the wavelength (Rayleigh 
scattering regime).  Understanding of behavior in this regime is necessary to avoid 
overestimating the response of flaws.  This requires a more sophisticated model that accounts for 
the reflections from both the front and back surfaces and their potential interferences.  Although 
none of the SHAs in the SID are in this size range, it is necessary to consider the different 
response in this regime to avoid improper extrapolations of the Kirchhoff model to small flaw 
sizes.  The Modified Born Approximation is the starting point that predicts the signals reflected 
from both the front and back surface of the SHA, including the phase reversal that occurs 
between the two.  Of course, for consistency, the front surface signal predicted should be the 
same as that predicted by the Kirchhoff Approximation.  A general prediction of the Modified 
Born Approximation is shown in figure F-1(c).   
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Figure F-1.  Flaw Response Models Used (a) True Situation Showing Radio Frequency 
Waveform to the Right, (b) Prediction of Front Surface Signal by Kirchhoff Approximation, 

(c) Prediction of Front and Back Surface Signals by Modified Born Approximation, and 
(d) Prediction of Superimposed Front and Back Surface Echoes for Small Flaws 

 
When the flaw becomes sufficiently small with respect to the wavelength, the signals from the 
front and back surfaces of the SHA will overlap, no longer being resolvable by gating, as shown 
in figure F-1(d).  Furthermore, since they are out of phase, they begin to cancel one another, 
changing the functional dependence of flaw signal on flaw size.  Taking the Modified Born 
Approximation limit leads to the prediction of the response in the Rayleigh limit (very small 
flaw size with respect to the wavelength).  The result is that the signal is proportional to the flaw 
area in the large flaw, “Kirchhoff regime,” but proportional to flaw volume in the smaller flaw, 
“Rayleigh scattering regime.”  The latter is consistent with the well-known behavior of other 
wave forms (such as light) and is, for example, the reason that the sky appears blue.  Between the 
limits of the Kirchhoff and Rayleigh scattering regimes, some more complex phenomena exist 
that are strongly dependent on the nature of the interrogating ultrasonic pulse.   
 
A description of the theory leading to the three models that describe this behavior follows.   
 
In contrast to previous work on the response of cavities in billets, numerical evaluation of the 
importance of the small flaw limit for inclusions in forgings showed that it did not make a major 
contribution over the size range of interest in the PoD curves produced.  Hence, that was not 
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considered in the development of the final PoD curves.  However, the analysis of the Rayleigh 
limit is presented here for completeness and to provide assurance that its neglect (which would 
otherwise be anti-conservative) is justifiable.   
 
F.2  KIRCHHOFF APPROXIMATION. 
 
By way of background, simple forms of ultrasonic modeling are well established and broadly 
used by industry.  For example, the classical text by Krautkramer and Krautkramer [F-1] gives 
formulae for the echoes from flaws and planar surfaces in the far fields of transducers [F-2].  
These expressions form the basis for the Distance Gain Size (DGS) diagrams, which are used as 
the basis for determining effective flaw sizes in heavy forgings and other applications [F-3].  
Following these references, the magnitude of the sound pressure of the wave reflected from a 
perfectly reflecting circular flaw (e.g., the metal/air interface at the end of an FBH) in the far 
field of a radiating transducer is predicted to be 
 

 p = poAsAf/z
2λ2 (F-1) 

 
where po is the pressure of the wave leaving the transducer, As is the area of the radiating 
transducer, Af is the area of the flaw, z is the distance from the transducer to the flaw, and λ is the 
ultrasonic wavelength.  In a pulse-echo mode, when the receiving and radiating transducers are 
identical, and when that transducer is in the far field of the signal reflected from the flaw, the 
echo height is proportional to this value.  Setting po = 1 leads to a normalized definition of the 
echo height, H, given by 
 
 H = AsAf/z

2λ2 (F-2) 
 
This quantity is plotted on the vertical scale of DGS diagrams.  Equation F-1 is a particular 
example of the well-known engineering rule that the ultrasonic signal is proportional to the area 
of the flaw.  A similar analysis shows that the normalized echo from a back wall (large planar 
surface in the far field of the flaw) is equal to  
 
 Hr = As/2zλ (F-3) 
 
These two expressions form the basis of the DGS diagrams for narrowband measurements [F-4], 
which can be extended to apply to broadband pulses [F-5]. 
 
Over 30 years have passed since the development of these engineering formulae, and much more 
sophisticated tools are now available to model ultrasonic signals.  The underlying physics is the 
same, but there is a much more extensive understanding of the solutions for more complex cases, 
including properly viewing the problem as one involving elastodynamics (tensor descriptions of 
dynamic stresses and strains) as opposed to acoustics (with “pressure” being used to describe the 
wave as was done in references F-1 to F-5).  A number of numerical techniques can now be 
employed when a simple, closed-form analytical solution cannot be obtained [F-6 and F-7].  Of 
particular interest in the present work is the application of these more modern models to 
situations in which the flaw is no longer in the far field of the transducer, e.g., in a region near 
the focal plane of a transducer as is often the case in forging inspection.  Under those conditions, 
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an expression known as the Auld Electromechanical Reciprocity Relationship has been found to 
provide a powerful starting point [F-8] for predicting flaw response.  If the flaw is sufficiently 
large with respect to the wavelength, the elastodynamic Kirchhoff Approximation is often made 
[F-9].  This shows that the signal from a planar reflector is proportional to the integral of the 
square of the illuminating beam pattern over the surface of the flaw [F-10 and F-11].  The result 
for a crack (or delamination) is that the magnitude of the electrical signal, V(ω), observed in a 
pulse-echo experiment can be written in the form [F-11] 

 
 V(ω) = │A(ω) ∫ [u1z(x,y,z)]2dS│ (F-4) 
 

where A(ω) is a frequency-dependent constant, and u1z is the z-component of the displacement of 
the transducer radiation pattern in the absence of the flaw.  If the flaw is an inclusion with a 
planar surface and one wishes to predict the front surface reflection, the properties of the 
inclusion enter into the formulae via a multiplicative factor, the reflectance of the matrix 
inclusion interface [F-12].  Thus, 
 
 V(ω) = │A(ω)R ∫ [u1z(x,y,z)]2dS│ (F-5) 
 
where it is assumed that the front surface signal, given by the above equation, can be separated 
from the back surface signal by gating.  The magnitude of the reflectance is given by 
 
 R = │(ρmvm - ρivi) / (ρmvm + ρivi)│ (F-6) 
 
where ρ denotes density, v denotes ultrasonic wave speed, and the subscripts i and m refer to the 
inclusion and titanium alloy matrix (host material), respectively.   
 
The Kirchhoff Approximation upon which these expressions are based, assumes that, at each 
point of the surface of the flaw, the reflection processes are similar to those that would be 
observed for a plane wave incidence on a planar interface.  In other words, phenomena, such as 
the effects of surface waves that might be excited by the incident wave and propagate across the 
face of a flaw, are neglected.  This leads to the appearance of the reflectance as a multiplicative 
factor and the requirement that the flaw size be on the order of or larger than the wavelength. 

 
The limits of this approximation can be assessed by comparing the predictions above to more 
exact theories and experimentation.  For example, for the case of broadband pulses illuminating 
a circular crack at normal incidence, the predictions of the Kirchhoff Approximation have been 
found to be virtually indistinguishable from those of essentially exact calculations for center 
wavelengths such that (2π/λm)b >1.6, where b is the radius of the flaw [F-13 and F-14].  To be 
conservative in this work, the condition is assumed to be (2π/λm)b >2.  This is equivalent to the 
condition λm <πb or f >fK = vm/πb, where vm is the velocity of propagation of the ultrasonic wave.  
Table F-1 provides values for fK for the three sizes of reflectors present in the SID.  This 
indicated that the Kirchhoff Approximation should provide reasonable predictions for each of 
these sizes. 
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Table F-1.  Approximate Limits of Kirchhoff Approximation for Circular Crack 
 

Size #1 #3 #5 

b (mm) 0.198 0.595 0.992 

fK (MHz) 9.93 3.30 1.98 
 
It should be noted, however, that this is not the only condition that must be considered for an 
inclusion, since there is the possibility of interference between the back and front surface signal 
that does not occur for a crack (or FBH).  Nevertheless, it can be shown that front and back 
surface echoes can be resolved for a similar set of conditions. 
 
In the Kirchhoff regime, for a circular reflector on the axis of the ultrasonic beam, equation F-5 
for the signal can be written as 
 
 V(ω) = │A(ω)R ∫b0 2 π r [u1z(x,y,z)]2dr│ (F-7) 
 
In general, one must treat u1z as a complex quantity to take into account possible phase variations 
over the surface of the flaw since these can contribute to phase cancellation effects that diminish 
the echo.  When the flaw is in the far field of the transducer radiation pattern, u1z decreases by 
1/z and its phase variation over the surface of the flaw is negligible.  In this case, equation F-7 is 
consistent with the well-established, previously presented result that the signal is proportional to 
the flaw area and inversely proportional to the square of the distance of the flaw from the 
transducer, equation F-2. 
 
When the flaw radius greatly exceeds the beam size, e.g., for a planar reflector, equation F-7 
implies that the signal will be controlled by the beam area (as opposed to the flaw area).  Hence, 
the area of the flaw region that contributes to the flaw signal can be no larger than the beam 
itself.  This is the physical origin of the beam-limiting effect. 
 
At first glance, the result that the flaw signal is proportional to beam area for a planar reflector 
appears inconsistent with the classical equation for the reflection from a planar surface, equation 
F-3 [F-2].  This apparent inconsistency can be resolved by noting that conservation of energy 
implies that 
 
 │∫2π r [u1z(x,y,z)]2 dr │= π b2uo

2 (F-8) 
 
where uo is the initial displacement, assumed to be constant over the face of the transducer.  The 
increase in beam size and decrease in beam magnitude are linked so that the quantity on the left-
hand side of equation F-8 is independent of z.  Numerical studies have confirmed the 
equivalence of equation F-7, for a planar interface, to a generalization of equation F-3 [F-15]. 
 
In the studies of the SID using production inspection protocols and equipment, one often 
encounters cases in which the SHA radius is near the same size or greater than the beam radius, 
particularly when the ultrasonic beam is focused.  Hence, evaluation of the integral in equation 
F-7 is necessary to properly predict the signal.  Computational tools exist that accurately predict 
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the radiation of a circular “piston” transducer, so it would be possible to use these in a model for 
the flaw response.  However, this approach has three drawbacks.  First, the transducers used in 
production inspections are not characterized in a way that would provide the necessary input 
parameters (accurate values of transducer diameter and focal length rather than the nominal 
values provided by the transducer manufacturer).  Second, not all implementation of production 
inspections use the same transducer specifications.  Third, numerical calculations would be 
required for each transducer, propagation distance, and flaw size combination.  Although 
technically feasible, this would be a cumbersome process.  That approach was not adopted in this 
study from the perspective that it would add complication to one step of a process that included a 
number of other approximations. 
 
Instead, it was decided to adopt a simpler approach that would be much easier to implement and 
would take beam limiting into account to first order.  In this approach, a Gaussian 
Approximation is made to the beam profile [F-16], an approach that has been shown to provide a 
reasonable representation of a focused beam in the vicinity of its focal zone [F-16].  Because the 
exact value of the transducer parameters is unknown, the beam width is used as a fitting 
parameter, i.e., the width is determined such that the beam-limiting effects predicted by the 
model best fits the data for all flaw sizes.  A well-defined path exists to conduct the more 
rigorous analysis described in the paragraph above.  However, the simple approach of 
approximating the beam by a Gaussian allowed a good fit of the statistical model to the 
experimental data and appears adequate for the intended purpose of taking beam limiting into 
account in the estimate of forging PoD curves from the SID data. 
 
In the Gaussian Approximation 
 

2-( / )
( , )1

r w
u C z ez    (F-9) 

 
where C(ω,z) is the on-axis amplitude, w is the half width of the Gaussian beam, and neglected 
phase variations are present over the surface of the flaw.  Then 
 
 V(ω) = │A(ω)RC(ω,z)2 ∫ 2 π r exp[-2(r/w)2]dr│ (F-10) 
 
or 
 
 V(ω) = │A(ω)C(ω,z)2│R ([πw2/2]{1- exp[-2(r/w)2]}) (F-11) 
 
It should be noted that the expression in braces has the limiting values of πb2 when b is small 
with respect to w and πw2/2 when b is large with respect to w.  Hence, it is this factor 
 
 B = ([πw2/2]{1- exp[-2(r/w)2]}) (F-12) 
 
that describes the beam-limiting effect.  As noted above, more complicated results could be 
obtained numerically for the fields radiated by piston (rather than Gaussian) transducers.  
However, they would have the same general behavior and the added complexity is not warranted 
in light of uncertainties in a number of steps in this study.   
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In production inspections, calibrations are performed to eliminate the effects of the factors 
A(ω)C(ω,z)2, which account for variations in transducer performance and the effects of 
propagation distance.  This is done by defining a quantity, known as the effective flat-bottom 
hole (EFBH), intended to represent the FBH that would produce a signal equal to that of the flaw 
in question.  More precisely, the EFBH is defined by the quantity 
 
 EFBH = (S/Sc)(π/4)(Dc/64)2 = (S/Sc) πbc

2 (F-13) 
 

where S is the peak flaw signal strength (proportional to V but in units of % full-screen height 
(FSH)), Sc is the peak calibration signal strength (in units of % FSH), Dc is the diameter of the 
calibration hole (in units of 1/64 inch diameter), and bc is the radius of the calibration FBH.  It is 
easy to show that, when the signal is produced by small size FBHs with respect to the beam (but 
on the order or larger than the wavelength), the EFBH is equal to the area of the FBH, consistent 
with the intent of the definition.  This is not the case for large size FBHs with respect to the 
beam due to the beam-limiting effect that is not taken into account in equation F-13. 
 
If it is assumed that the calibration reflector is small with respect to the beam, then substitution 
of equations F-11 and F-12 into equation F-13 shows that  
 
 EFBHK = RB = R ([πw2/2]{1- exp[-2(r/w)2]}) (F-14) 
 
where the subscript K denotes the Kirchhoff Approximation.  This is a very powerful result in 
the context of this study since equation F-14 can be used to predict the response of all reflectors 
in the SID disk.  The radius of the reflector enters through the value of b, and the composition of 
the reflector enters through the factor R (which is taken to have a value of 1 for an FBH).  This 
approach allows the data from all the reflectors in the SID disk to be described by a single 
statistical model, thereby increasing the number of data sets that are the basis for the regression 
analysis and tightening the confidence bounds. 
 
F.3  MODIFIED BORN APPROXIMATION. 
 
As shown in table F-1, the Kirchhoff Approximation is appropriate for the flaw sizes present in 
the SID disk at the measurement frequencies of 10 MHz.  However, to extrapolate the statistical 
model developed from the measured responses of those targets to significantly smaller flaw 
sizes, as needed to draw a complete PoD curve, it is necessary to modify equation F-14 to 
account for the different response expected in the small flaw, Rayleigh-scattering regime.  This 
expectation of a different response is based on a very well-established physical concept:  in 
optics, Rayleigh scattering can be defined as scattering from particles whose size is much less 
than the wavelength.  In this regime, the power scattered by a single particle is proportional to 
the square of the particle volume and the fourth power of the frequency.  This scattering of light 
from small particles (and molecules) leads to the blue color of the sky because the highest 
frequencies (blue colors) in the optical spectrum scatter most strongly. 
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The same well-known phenomenon occurs in the scattering of elastic waves from cracks and 
inclusions.  However, the echo strengths of the echoes that are detected electronically are 
proportional to the amplitude of the scattered fields rather than to the power scattered.  Thus, the 
echo strength must be proportional to the volume of the flaw times frequency squared.  Hence, 
there must be a transition from the Kirchhoff regime, in which signals are proportional to 
illuminated flaw area, to the Rayleigh regime, in which signals are proportional to flaw volume.  
In this and the subsequent section, the signals developed by small flaws will be estimated to 
determine how small flaws scatter in the Rayleigh regime and at what sizes the transition to the 
Kirchhoff regime occurs. 
 
The starting point for this analysis will be the Born Approximation [F-13].  The assumption in 
the mathematical derivation of the scattering amplitude in the Born Approximation assumption is 
that the elastic fields within the flaw have values that are close to those of the fields that would 
exist in that region of space if the flaw were not present, i.e., that the flaw creates only a slight 
perturbation of the incident wave since it has similar properties.  From a simplified perspective, 
this has two implications.  The front surface reflection from the inclusion should not be too large 
and the length of the inclusion (in the direction of wave propagation), l, should not be so large 
that there is a significant difference between the phase of the assumed incident wave in the 
matrix material and the actual phase of the wave in the inclusion.  This amounts to the 
assumptions that R <<1 and (Δv/v)(l/λ) <<1, where v is the wave speed and  is the wavelength.  
The Born Approximation is considered to be a good approximation for inclusions whose 
properties (density and elastic constants) are only slightly modified from those of the matrix.  
This should be a good approximation for the #3, 3 wt.% N inclusions whose sizes are not too 
large and less so for the #5, 17 wt.% N inclusions, as discussed more quantitatively below. 
 
The Born Approximation is used to predict the scattering amplitude, A (see appendix F of 
reference F-13 for a definition).  In essence, it is proportional to the fields scattered from a flaw 
when that flaw is illuminated with a plane wave and the observations of the scattering are made 
in the far field.  Applying the expression given by Schmerr [F-3] for a right-circular inclusion 
(i.e., a SHA) viewed on-axis, the magnitude of the scattering amplitude is given by  
 
 │ABf│ = │(ω2/2πvm

2)[(Δρ/ρm) + (Δc/cm)](πb2){[sin (kmh)]/km}│ (F-15) 
 
where ρm is the density, cm is the elastic stiffness (ρmvm

2), km is the wave vector of the matrix 
material (2π/λm), h is the height of the inclusion, and Δ denotes the difference in properties of the 
inclusion and matrix.  The Born Approximation can be considered the first term in a power series 
expression for the scattering amplitude in terms of the perturbations in density and elastic 
constants, i.e., terms involving the square of those perturbations are neglected.  Within this 
approximation of small changes of properties 
 
 │[(Δρ/ρ) + (Δc/c)]│ ≈ 2R (F-16) 
 
It should be noted that the sin (kmh) factor in the braces at the end of equation F-15 describes the 
interference arising from superposition of the front and back surface echoes from the two ends of 
the inclusions.  In comparing to the results of the Kirchhoff Approximation, it must be 
remembered that the latter is only intended to predict the front surface echo, since it is assumed 
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that the back surface echo can be removed by time gating.  However, for sufficiently small flaws, 
the front and back surface will be too close together to be separated by time gating. 
 
Huang, et al. [F-15], have developed the Modified Born Approximation to increase the accuracy 
of the Born Approximation to inclusions with greater perturbations in properties by introducing 
two essential elements.  Equation F-16 is used to replace the perturbations in properties by the 
reflectance, a step that allows the result to have good accuracy for a wider range of perturbations 
in density and elastic constants.  km is replaced with ki (2π/λi) within the last factor to account for 
the effect of the difference in the velocity of the inclusion with respect to the host.  This corrects 
an error in the the relative timing of the front and back surface echoes.  The result of this 
Modified Born Approximation, when taking h = 2b for the specific case of the geometry of the 
SHAs in the SID, is that 
 
 │AMBf│ = (ω2/πvm

2) (πb2)R [sin (2kib)]/ki│ = 4π(πb2/λm
2)R│[sin (2kib)]/ki│ (F-17) 

  
As stated in the conclusions of reference F-15, based on comparisons to exact analytical theories, 
“A new Modified Born Approximation has been developed that significantly improves the 
validity of the Born Approximation for modeling the pulse-echo response of both weak and 
strong scattering inclusions in an elastic solid.”  This result will be used in further discussions. 
 
The EFBH is determined from equation F-13.  For flaws significantly smaller than the beam size, 
it is known that the peak signal, S, is proportional to the magnitude of the scattering amplitude, 
A.  What is needed is an expression for the signal, Sc for the calibration reflector, which is also 
proportional to its scattering amplitude.  For calibration to a #1 FBH, the latter can be predicted 
by the Kirchhoff Approximation with the result 
 

│AKc│ = πbc
2/λm = πbc

2f/vm                                           (F-18) 
 
Inserting equation F-17 and F-18, respectively, into equation F-13 leads to the Modified Born 
and Rayleigh approximation expressions for the EFBH, which respectively take the form 
 
 EFBHMB = (4π2b2/λm)R│[sin (2kib)]/ki│= 2πb2(vi/vm)R│sin (2kib)│ (F-19) 
 
Two important physical points should be noted.  First, the function sin (2kib) has its first peak 
when 4πb/λi = π/2 or b/λi = 1/8.  Under this condition, the round-trip path is equal to one-half 
wavelength.  When combined with the phase reversal of the back echo, this leads to a positive 
interference between the front and back echoes, producing a signal larger than the front surface 
alone.  In this case, the signal would be expected to exceed that predicted by the Kirchhoff 
Approximation.  Second, equation F-21 predicts very sharp nulls in the EFBH, associated with 
destructive interference of the front and back surface echoes at particular frequencies.  For 
broadband pulses, which contain a spectrum of frequencies, those nulls would be somewhat 
washed out, with the interference maxima and minima becoming less pronounced as the 
bandwidth increases. 
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An alternate derivation leads to the expression EFBH = Aλ [F-14], which leads to the same sets 
of equations. 
 
F.4  RAYLEIGH LIMIT. 
 
When the flaw size b is small with respect to the wavelength, kib is small, and the last factor in 
braces in equations F-17 and F-19 reduces to 2b.  In this Rayleigh limit, the scattering amplitude 
is given by 
 
 │ARf│ = (ω2/πvm

2)(2πb3)R = 8π2b3f2R/vm
2 = 8π2b3R/λm

2 (F-20) 
 
The form of equation F-20 is consistent with the well-known result from optics, discussed in 
section F.3, that the Rayleigh-scattering amplitude is proportional to the volume of the inclusion 
time the square of the frequency.  The corresponding expression for the EFBH is that 
 

 EFBHR = 8π2b3R/λm (F-21) 
 
F.5  INPUT MATERIAL PROPERTIES. 
 
The magnitude of the reflectance, R, is well known to be given by equation F-6.  R is unity for an 
FBH and can be expressed as a function of wt.% N for the SHA.  Hence, the relative responses 
of each reflector in the SID can be described by an appropriate value of R, allowing a statistical 
model to be developed based on a simultaneous analysis of all the data.  This approach tightens 
the confidence bounds on the PoD curve with respect to what would be obtained in separate 
analyses of the FBH, 3 wt.% N and 17 wt.% N SHA data. 

 
The effects of wt.% N on the values of density and ultrasonic velocity of titanium alloys has 
been carefully studied experimentally by Gigliotti, et al. [F-16].  Based on an analysis of the 
data, it was concluded that 
 
 ρm = 4461 kg/m3(F.22) (F-22) 

 
 vm = 6175 m/sec (F-23) 
 
 ρi = 4490.9 + 5.03 (at wt.% N)-0.01(at wt.% N)2 kg/m3 (F-24) 
 
 vi = 6002.2 + 61.86 (at wt.% N) m/sec (F-25) 
 
where 
 

 (at wt.% N) = 342 (wt.% N) / [100 + 2.42 (wt.% N)] (F-26) 
 
 (wt.% N) = 29.2 (at wt.% N) / [100 – 0.708 (at wt.% N)] (F-27) 
 
The range of compositions on which equations F-24 and F-25 are based is 5.28 to 28.35 at wt.% 
N or 1.6 to 10.35 wt.% N.  Application of this relationship to 17 wt.% N is clearly an 
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extrapolation whose accuracy must be evaluated.  This evaluation has been done based on the 
properties of the SHA seeds that were measured both before and after insertion in the SID, as 
summarized in appendix A.  For the #5 for which the measured velocities were believed to be the 
most accurate, table F-2 compares the mean of the values of velocities measured at both times to 
the predictions of equation F-25 as well as the values of the reflectance that would be predicted 
for the three sets of values.  In table F-2, the subscript “G” refers to predictions of the regression 
relationships developed by Gigliotti, et al., “MB” refers to measurements on the seeds before 
bonding, and “MA” refers to measurements on the SHAs after bonding.  There is good 
agreement (-3% and +1% in velocity for the 3 wt.% N and 17 wt.% N seeds, respectively) 
between the predictions of the formulae developed by Gigliotti, et al., and the values initially 
measured for the seeds.  The agreements between the Gigliotti formulae [F-21] and the values 
measured after bonding were both -7%.  Accordingly, equations F-24 and F-25 represent the 
dependence of the density and ultrasonic wave speed on composition for this study.  As noted, 
the velocities measured in situ on the SHAs (after bonding), were higher than those measured on 
the seeds by 3.7% and 7.8% for the two concentrations, respectively.  It is interesting to note that 
the differences in predicted reflectances are greater for the properties measured in situ rather than 
for the properties measured before bonding, particularly for the 3 wt.% N seeds.  This is because 
the calculation involves subtracting two, nearly equal numbers from one another.   
 

Table F-2.  Comparison of Velocity and Reflectance Values as Predicted From Measured Seed 
Properties and Gigliotti Regression 

 

Material 
ρG 

(gm/cm3) 
VG 

(mm/μsec)
VMB 

(mm/μsec)
VMA 

(mm/μsec) RG RM RMA 

Matrix 4.461 6.175      

3 wt.% N 4.538 6.5914 6.79 7.04 0.0412 0.0560 0.0739 

17 wt.% N 4.681 8.550 8.46 9.12 0.1845 0.1795 0.2156 
 
The perturbations of density and elastic constants for the two types of seeds have also been 
calculated.  These have the values of Δρ/ρ = 0.0173 and 0.0312 for the 3 wt.% N and 17 wt.% N 
seeds, respectively, and Δc/c = 0.173 and 0.870 for the 3 wt.% N and 17 wt.% N seeds, 
respectively.  The density changes can certainly be considered perturbations for the two cases, 
but this is not the case for the change in elastic stiffness.  This is the reason that the Modified 
Born Approximation needed to be used.   
 
F.6  INTERPRETATION OF THE RESULTS. 
 
Figure F-2 shows the plot of the EFBH predictions of these three models for the 3 wt.% N 
inclusions at 10 MHz and a hypothetical value of w = 0.050 in. cases. Also shown on this figure 
are the areas corresponding to the three reflector sizes in the SID, #1, #3, and #5.  Note that this 
is a monochromatic (single-frequency) calculation performed at 10 MHz.  The sharp nulls that 
appear in the predictions of the Modified Born Approximation are the results of the destructive 
interference of the front and back surface echoes (see figure F-1(a)) and particular geometry 
sizes (when the height of the right-circular cylinder is taken equal to diameter).  From broadband 
pulses typical of those used in practice, these nulls will be less pronounced.   
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Figure F-2.  Comparison of Model Predictions for 10-MHz Measurements on a  
3 wt.% N SHA 

 
The beam-limited Kirchhoff response is shown as a solid red line for values of b such that 
2πb/λm >2.  The solid black line shows the Kirchhoff predictions when beam limiting is 
neglected.  Neither of these models show any interference structure since the assumption is that 
the front surface echo has been gated out in time.   
 
On the left-hand side of the plot, the predictions of the Modified Born Approximation are shown 
as a broken line, for values of 4b <λm/2.  This includes sizes up to the point at which the front 
and back surface signals interfere constructively, i.e., the SHA has a height of one half 
wavelength.  The extrapolation of the Rayleigh limit is shown by the solid blue line. 
 
Between these two limits, λm/8 <b <λm/π, the behavior is expected to be somewhat complex.  For 
a single frequency, the Modified Born Approximation predicts a series of nulls and peaks as 
illustrated by the dashed line.  These are the result of destructive interference of the front and 
back surface (see figure F-1(a)) and particular sizes (when the height of right-circular cylinder is 
taken equal to diameter).  These would become washed out for broadband pulses, but the 
detailed behavior would depend on the exact nature of the spectrum.  This is equivalent to saying 
that the shorter the pulse is in the time domain, the less interference will occur between the front 
and back echoes. 
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In production inspections, which are the basis for the PoD curves reported in this document, the 
sizes of the SHAs in the SID were well into the Kirchhoff regime in the experimental 
measurements.  In principle, the Rayleigh limit of the Modified Born Approximation could be 
used to extrapolate to smaller flaw sizes, which was the initial intent.  However, this was not 
done because (1) the nature of the extrapolation would depend on the spectrum of the exact 
transducers used and (2) taking this effect would only produce a modest change in the PoD 
curves for the flaw sizes of interest since the Rayleigh limit intersects the Kirchhoff 
Approximation for very small flaw sizes.   
 
As discussed in the main body of the report, the Kirchhoff model provided a good framework for 
interpreting the data with one exception.  For the 17 wt.% N seeds, the measured signal strength 
was consistently low with respect to that predicted by equation F-14.  Possible causes, including 
diffusion of some of the nitrogen from these inclusions that were far from equilibrium, are 
discussed in the main body of the report, as well as appendix A of this report. 
 
F.7  SUMMARY. 
 
There are several scattering regimes that are determined by the relative values of the reflector 
radius b, the wavelength λ, and the beam radius w.  As the flaw size grows from very small to 
very large, one will respectively pass through the following regimes, as illustrated in figure F-2. 
 
 Rayleigh scattering:  b <<λ 
 

- Signal is proportional to b3 
 
 Transition regime:  b <λ 

 
- Transition from Rayleigh to Kirchhoff regimes with details dependent on 

spectrum of ultrasonic pulse 
 
 Kirchhoff regime without beam limiting:  λ <b <w 
 

- Signal is proportional to b2 
 

 Kirchhoff regime with beam limiting:  λ <w <b 
 

- Signal becomes independent of b as b increases 
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F-14 

The Kirchhoff Approximation, including the beam-limiting effect, was adopted in the physics-
based model used to guide the analysis of the SID data.  This makes the following assumptions: 
 
 The incident beam has a Gaussian profile.  This assumption can be relaxed, but doing so 

would require characterizing the transducers to provide needed input parameters for a 
more sophisticated beam model.  Thus, using such a model would require not only 
characterization of the transducers used in the study, but also the larger population of 
transducers that will be used in the future.  The Gaussian Approximation used to describe 
the beam-limiting effect because it leads to a simple analytical approximation that 
captures the major physical effects. 

 
 The reflection is controlled by local processes, (i.e., such phenomenon as Rayleigh 

waves, which might be excited at edges and propagate along the flaw surface, are 
neglected).  For an FBH, this approximation is generally considered to be a good when 
2πb/λ >2 and is sometimes used without too much error when 2πb/λ = 1.  For longer 
wavelengths, the approximation breaks down and one enters the Rayleigh scattering 
regime, as discussed below. 

 
 For a SHA, it is implicitly assumed that the magnitude of the signal is controlled by the 

reflection from the front surface of the SHA.  There will also be a back surface reflection, 
but this is assumed to occur sufficiently later in time that it does not overlap the front 
surface signal and can be gated over.  If it is assumed that the ultrasonic pulse length is 
1.5/f, where f is the frequency (1 1/2 cycles long), then this implies that (4b/v) > 1.5/f, 
2πb/λ > 0.75 π, or 2πb/λ > 2.35.  This is similar to the previously stated criterion for the 
Kirchhoff Approximation to be applied to the FBH, 2πb/λ > 2. 
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APPENDIX G—FULL DESCRIPTION OF THE STATISTICAL ANALYSIS 
 

G.1  INTRODUCTION. 
 
In this appendix, details are provided of the statistical methods and analyses used in this report.  
Section G.2 discusses the structure of the data from the synthetic inclusion disk (SID) 
experiment and how misses and saturated observations were mapped into left-censored data and 
right-censored data, respectively.  Section G.3 describes a statistical model for the data that has 
as its basis the physics-based model described in appendix F.  The statistical model extends the 
physics-based model by including model terms to describe operator random effects and target 
identification code (ID) random effects.  Section G.4 discusses methods of estimation and 
provides motivation for the use of the Bayesian method.  Section G.4 also contains a summary of 
the results of a numerical experiment to compare the Bayesian method with maximum likelihood 
for the uncensored SID data, showing that they give similar results.  Section G.5 introduces the 
Markov Chain Monte Carlo (MCMC) method to implement the Bayesian analyses by using the 
Bayesian Inference Using Gibbs Sampling for Windows (WinBUGs) software [G-1 and G-2].  
Section G.5 also presents an example of the MCMC output showing how it was determined 
when the estimation algorithm converged.  This is followed by a table giving summary results of 
the marginal posterior distributions of the model parameters.  Sections G.6 and G.7 provide 
formulas for computing estimates and lower bounds based on the marginal posterior for mean 
(averaged over all random effects) and 0.05 quantile signal response as a function of target type 
and size.  Resulting plots of the estimates are also given.  Section G.8 gives diagnostic checking 
plots.  Sections G.9 and G.10 give formulas for computing estimates and lower bounds based on 
the marginal posterior for mean probability of detection (PoD) and quantile PoD curves as a 
function of target type and size.  Section G.11 provides a detailed example on the computation of 
PoD for a single condition to illustrate the details of the computation.  Appendix H contains the 
resulting estimates of the mean PoD and its lower credible bound (similar to a lower confidence 
bound in non-Bayesian methods) as a function of target type and size.  Similar estimates of the 
0.05 quantile PoD curves and their corresponding 95% lower credible bounds are also given 
there.  Appendix I provides a list of the WinBUGs codes used in this study. 
 
G.2  THE DATA SET. 
 
The titanium SID contains flat-bottom holes (FBH) and synthetic hard alpha (SHA) targets at 
different depths.  For the FBH targets, there are three target sizes:  #1, #3, and #5 (corresponding 
to 1/64, 3/64, and 5/64 inch in diameter, respectively).  For the cylindrical SHA targets, there are 
only two different sizes:  #3 and #5.  The SHA targets have two different weight nitrogen 
concentrations for each target size:  3% and 17%.  Thus, there were seven different targets types, 
denoted by #1 FBH, #3 FBH, #5 FBH, #3 SHA3, #3 SHA17, #5 SHA3, and #5 SHA17.  Further 
information on the SID disk can be found in reference G-3. 
 
The SID disk was inspected with both Conventional (two locations, six operators) and Multizone 
(three locations, seven operators) inspection methods.  The responses from each measurement 
inspection were converted to effective flat-bottom hole (EFBH).  For this study, the EFBH 
response was defined as the FBH area that would give a signal response equal to the observed 
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response, assuming calibration to a #1 FBH.  For Multizone inspection, the noise threshold 
levels were also converted to EFBH units. 
 
Some data points were filtered from the original data sets based on the group discussions to 
make the statistical analyses possible and meaningful.  For example, “maloriented” targets were 
filtered and all data from targets under the US surface (because not all of the ultrasonic beams 
entered the US surface in the inspections will be reflected back to the transducer and thus the 
measurements were biased downward).   
 
For most observations on individual targets within an inspection, exact readings were translated 
to EFBH.  In some inspections, however, the signal was below the detection threshold and 
therefore determined to be a “miss.”  These observations are left-censored in that it is known 
only that the actual EFBH response is less than the noise-floor EFBH.  In some Multizone 
inspections, the operator did not follow the protocol with respect to saturated observations 
(reduce the gain in a sequence of steps until an actual reading could be made); thus, right-
censored observations were made because it was known only that the EFBH response is larger 
than 100% full-screen height (FSH) at normal gain.  The statistical methods to determine the 
likelihood contribution of left-censored and right-censored data can be found in reference G-4.   
 
Figure 11 of the main report is a summary plot of the data sets used in the analyses for both 
Conventional and Multizone inspections, showing the seven different target types.  Figures E-1 
to E-7 of appendix E (operator plots) show the EFBH response plotted versus operator, with one 
path for each target with Conventional inspection results on the left and Multizone inspection 
results on the right.  These plots show that there is an important amount of operator-to-operator 
variability in the EFBH responses for a given target type.  Figures E-8 to E-14 of appendix E 
(target plots) show the EFBH response plotted versus operator, with one path for each target, 
again with Conventional inspection results on the left and Multizone inspection results on the 
right.  These plots show that there is an important amount of target-to-target and surface-to-
surface variability in the EFBH responses for a given target type. 
 
Appendix F describes the physics-based model in equation G-1. 
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Here, α is a fitting parameter that accounts for the overall inexactness of the physics-based 
model; R is the reflectance coefficient; w is the beam radius; and b is the target radius.  The beam 
radius (w) is estimated from the data and the target radius (b) is an input parameter in units of 
mil, converted from the target diameters of the #1, #3, or #5 targets.  For example, b is equal to 

 for a #1 target. 1/64.0 1000 0.5 
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The reflectance coefficient (R) is equal to 1 for FBH targets (i.e., R (FBH) = 1).  For SHA 
targets, R is a function of weight percent nitrogen (wt.% N) concentration, as described by 
equation G-2. 
 

 
weight(SHA, N ) i i m m

i i m m

R
   
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  (G-2) 

 
where ρm = 4461 kg/m3, νm = 6175 m/sec, ρi, = 4490.9 + 5.03   Natom-0.01   Natom

2 kg.m3, and 
νi = 6002.2 + 61.86   Natom m/sec.  The values of these coefficients were determined by 
empirical experiments, as described by Gigliotti, et al. [G-5].  The atomic percent nitrogen 
concentration (Natom) needed for these calculations can be computed from 
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where the corrected wt.% N concentration Nwc is given by 
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The correction to the wt.% N is needed because when the SID was hot isostatic pressed after 
inserting the SHA targets, the high temperature and pressure caused an unknown amount of 
nitrogen to diffuse into the titanium alloy.  It was assumed that a quadratic correction term to the 
original weight nitrogen concentration (i.e., Nweight, 3% or 17%), as shown in equation G-4 where 
 is a parameter, was estimated from the data and the model.  In summary, for the physics-based 
model, three parameters need to be determined:  α, , and w.   
 
At each inspection location, some operators inspected the entire disk.  There were operator-to-
operator variations in the measurement responses (  10log EFBH ) even for the same target.  To 

account for the operator-to-operator variation, it was assumed that each operator had a random 
effect, which followed a normal distribution with mean zero in term of 10log EFBH .  Besides 

the ID random effect and operator random effect, all other variations except for the physics-
based model in the measurement data were consolidated into the error term, which also had a 
normal distribution of mean zero.   
 
The physics-based model in equation G-1 was extended to the statistical model as follows: 
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where OP, ID, and error are the corresponding operator, ID, and error random effects term, 
respectively.  A normal distribution with mean zero was assumed for all three random effects, 
and the variances for operator, ID, and error were 2

OP , 2
ID , and , respectively.  Thus, in 

addition to the three parameters in the physics-based model in equation G-1, three variance 
component parameters also need to be estimated.   

2
error

 
To simplify the expression of the statistical model in equation G-5, the mean response function 
µlog10EFBH (i.e., the physics-based model) is defined as equation G-7.  Then, the statistical model 

can be expressed as equation G-8.  By defining the total variance ( 2
total ) at equation G-9, the 

logarithm of response function (Y) can be written in terms of a normal distribution of equation 
G-10. 
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G.3  ESTIMATION OF THE MODEL PARAMETERS. 
 
The features in the statistical model and data involve a nonlinear mean response function from 
the physics-based model, left- and right-censored data, and random effects for operator and ID, 
in addition to the random error term.  Also, the desired result was not only the mean response 
function and PoD, but also a lower bound of the mean (averaged over the random effects) 
response function and PoD.  There was also interest in estimating quantiles of the PoD curve 
arising from the random effects. 
 
There are three commonly used methods for estimating the parameters of a statistical model:  
least squares, maximum likelihood, and Bayesian methods.  Least squares are best known 
because they are taught in elementary courses and are available in a wide range of software 
packages (both statistical software and spreadsheet packages).  Least squares methods, however, 
could not be used for the analysis of the SID data, due to the censoring.  Likelihood-based 
methods (such as maximum likelihood) are also well known in the areas of reliability and 
advanced nondestructive evaluation data analysis and are available to perform estimation for 
certain models in some advanced statistical packages.  Some software packages based on 
likelihood methods can analyze censored data, and some software packages can be used to 
analyze data being fit to models with random effects.  However, there is no currently available 
commercial software that can use maximum likelihood to fit a random effects model to censored 
data.   
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Bayesian methods, which are closely related to likelihood methods, provide a useful alternative 
method of analysis.  WinBUGs [G-1 and G-2] is a widely used freeware Bayesian method 
software package that can be programmed to handle complicated model/data combinations, such 
as the combination arising in this study involving a nonlinear response function, censored data, 
and random effects.  Also, the posterior parameter distributions provided by WinBUGs can be 
used to generate lower credible bounds (similar to the confidence bound used in classical 
statistics).  Cowles [G-2] provides an introductory article about WinBUGs. 
 
One advantage of the Bayesian method is that it provides a formal method of combining multiple 
sources of information including prior information from previous research or expert opinions.  
When diffuse prior information is used, as in this study, the analysis remains objective and it can 
be shown theoretically that when there is a sufficient amount of data, the estimation results are 
close to the results that would be obtained by using likelihood-based method.  In particular, in 
large samples, the posterior distribution from Bayesian estimation will be proportional to the 
likelihood.   
 
As part of this study, the near-equivalence between estimates from WinBUGs with diffuse priors 
and likelihood-based methods on a subset of the SID data set, as demonstrated by dropping the 
censored data points and treating the target types as categorical variables so that standard 
computer packages could be used for the demonstration/comparison analysis.  The comparisons 
are shown in table G-1 where the JMP computer software package results are based on the 
restricted maximum likelihood (REML) method (generally recommended for models with 
random effects), and the WinBUG’s results are based on Bayesian’s Markov Chain Monte Carlo 
(MCMC) simulation.  This table compares the estimates of the random effects and, for a brief 
example, the fixed effect for only operator C and target J5. 
 

Table G-1.  Comparison of the JMP and WinBUGs Results 
 

Conventional Inspection Multizone Inspection 
 JMP WinBUGs JMP WinBUGs 

σID
 0.0520 0.0531 0.0452 0.0461 

σOP
 0.0861 0.1040 0.0232 0.0371 

σerror
 0.0558 0.0561 0.0769 0.0773 

Operator (C) 0.0413 0.0394 0.0394 0.0446 

ID (J5) 0.0654 0.0655 0.0625 0.0622 
 
This comparison provides empirical verification of the theoretical result mentioned above that 
suggests the near equivalence of likelihood and Bayesian methods when diffuse prior 
information is used in the Bayesian analysis.  The next section briefly discusses how the model 
parameters are estimated through the MCMC simulation and shows the main WinBUGs outputs. 
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G.4  A COMPARISON OF JMP REML AND BAYESIAN MCMC WinBUGs OUTPUTS FOR 
THE RANDOM EFFECTS AND THE OPERATOR AND TARGET EFFECTS. 
 
WinBUGs uses the MCMC algorithm to generate a large number of sampling draws from the 
joint posterior distribution.  First, a set of initial values is provided for all model parameters to 
the MCMC algorithm.  Then, the algorithm generates a number of sequential sampling draws for 
each model parameter from the statistical model defined in WinBUGs and the data are provided 
to WinBUGs.  If the statistical model is consistent with the data, after a number of “burn-in” 
steps, the MCMC sampling draws for each model parameter will eventually converge to the joint 
posterior distribution of the corresponding model parameters. 
 
To check the convergence, it is usually sufficient to run several (for example three) independent 
chains with different sets of initial values and ensure that all the chains converge to the same 
distribution.  The history plot and the Brooks-Gelman-Rubin (BGR) diagnostic plot [G-6] are 
usually used to assess the convergence:  all chains should mix together in the history plot and all 
BGR statistics should be close to 1 when the model converges.   
 
Figure G-1 shows the history plot and BGR diagnostic plot for the Multizone inspection model 
parameter w (beam radius) with three chains represented by different colors:  a mixture of all 
three chains are achieved after 20,000 sampling draws (i.e., the burn-in steps) and the BGR 
statistics are close to 1.  The density plot shown in figure G-1 uses the sampling draws between 
step 20,001 and step 61,000 of all three chains.  It gives a total of N = 41,000   3 = 123,000 
sampling draws from the posterior distribution of the model parameter w.  Thus, WinBUGs 
provides a matrix with one column for each of the six model parameters and 123,000 rows.   
 
Based on the N sampling draws of w,  statistics of interest for the model parameter w can be 
calculated, such as mean, standard deviation, median, 2.5% and 97.5% quantile, as shown in 
figure G-1.  The mean is the average of all N sampling draws 
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The 2.5% and 97.5% quantile are obtained by first sorting the N sample draws from smallest to 
largest and then finding the 3,075th (N   2.5%) and the 119,925th (N   97.5%) values.  The 
2.5% and 97.5% quantiles also determine the 95% credible bounds for model parameter w.   
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Figure G-1.  WinBUGs Output for Multizone Inspection Model Parameter w (Beam Width) 
(history plot (top), BGR diagnostic plot (middle left), density plot (middle right), and statistics 

(bottom)) 
 
Similarly, the posterior mean and standard deviation can be found for any of the model 
parameters from their N = 123,000 sampling draws.  Summary results are shown in table G-2 for 
both Conventional and Multizone inspections.  Besides the model parameters, the posterior 
distribution for functions of model parameters can also be found.  For example, the corrected 
weight nitrogen concentration (Nwc) is a function of model parameter  defined by equation G-4.  
By substituting the N sampling draws of  into equation G-4, the N sampling draws of Nwc for 
any fixed Nweight are obtained.  Further, the N sampling draws of reflectance coefficient (R) can 
be obtained based on the sampling draws of Nwc through equations G-2 and G-3.  The posterior 
mean and standard deviations (in parenthesis) for corrected weight nitrogen concentration and 
reflectance coefficient are shown in table G-3 for both Conventional and Multizone inspections. 
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Table G-2.  Posterior Mean and Standard Deviations for all Model Parameters 
 

Conventional Inspection Multizone Inspection 

Parameters 
Posterior 

Mean 
Standard 
Deviation 

Posterior 
Mean 

Standard 
Deviation 

α 1.168 0.1441 1.468 0.07689 

 14.77 0.9054 13.69 1.3 

w 81.46 9.407 58.69 4.776 

σOP 0.1016 0.04644 0.03314 0.01274 

σID 0.05398 0.005752 0.0692 0.007475 

σerror 0.05343 0.002183 0.07186 0.002737 
 

Table G-3.  Posterior Mean and Standard Deviation for Corrected Weight Nitrogen 
Concentration and Reflectance Coefficient 

 
Conventional Inspection Multizone Inspection 

Nweight Nwc R Nwc R 

3 2.96 (0.0024) 0.041 (0.00004) 2.96 (0.0035) 0.041 (0.00005) 

6 5.68 (0.0196) 0.079 (0.00025) 5.70 (0.028) 0.079 (0.00036) 

9 7.92 (0.066) 0.106 (0.00073) 8.00 (0.095) 0.107 (0.0011) 

17 9.74 (0.445) 0.125 (0.0044) 10.3 (0.638) 0.130 (0.0061) 
 
G.5  ESTIMATION OF MEAN RESPONSE AND CORRESPONDING LOWER CREDIBLE 
BOUNDS. 
 
With the statistical model and final data implemented into WinBUGs, the internal MCMC 
simulation algorithm will generate sampling draws for all the parameters in the statistical model 
(i.e., α, , w, ,  and ).  With all those sampling draws available, the sampling draws 

of mean response µlog10EFBH can be generated through equation G-7.  The mean of the sampling 

draws and the 0.05 quantile of the sampling draws for a target type and a target area are the mean 
and 95% lower credible bound for the response function.   

2
OP 2

ID 2
error

 
Figures G-2 to G-6 show the mean response function with 95% lower credible bounds versus 
target areas for each target type.  The detection thresholds are different for Conventional and 
Multizone inspections and are indicated as horizontal dashed lines in these plots.  Also shown in 
these plots are the exact, left- and right-censored data points denoted by circles, down triangles, 
and up triangles, respectively. 
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Figure G-2.  The EFBH Mean Response of 3 wt.% N SHA for Conventional (Left) and 
Multizone (Right) Inspections 

 

 
 

Figure G-3.  The EFBH Mean Response of 6 wt.% N SHA for Conventional (Left) and 
Multizone (Right) Inspections 

 

G-9 



 

 
 

Figure G-4.  The EFBH Mean Response of 9 wt.% N SHA for Conventional (Left) and 
Multizone (Right) Inspections 

 

 
 

Figure G-5.  The EFBH Mean Response of 17 wt.% N SHA for Conventional (Left) and 
Multizone (Right) Inspections 
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Figure G-6.  The EFBH Mean Response of FBH for Conventional (Left) and Multizone (Right) 
Inspections 

 
G.6  ESTIMATION OF A QUANTILE OF THE RESPONSE DISTRIBUTION AND 
CORRESPONDING LOWER CREDIBLE BOUNDS. 
 
In many applications, it is important to obtain estimate quantities in the tail of a distribution, as 
opposed to the mean or other measure of central tendency.  For example, in the SID inspection 
experiment, it was learned that some targets and some operators tend to result in weaker signals 
than others.  Consider a random draw of an operator (OP) and a target (ID).  The realization of 

this random draw will have its own distribution of   10log EFBH a and , where a  is the 

target area.  The mean for the particular target and operator can be described by the random 
variable Y as defined by equation G-11 

 PoD a

 

    
10log EFBHY a a OP ID     (G-11) 

 
Then Y will follow a normal distribution:  Y(a)  N(µY(a), σ ) with mean 2

Y    
10log EFBHY aa    

and standard derivation 2 2
Y ID   OP .  The p quantile of Y is     ,p Y p Ya zy a    

 2~ 0, errorN 
 
where 

zp is the standard normal quantile function.  The error term  is the 

consolidation of all other variations in the measurement Y(a) after a particular operator and target 
are selected, and  will be used in the PoD calculation.   

error

2
error

 
The  quantile of response function 0.05   0.05y a  will be exceeded by 95% of the population.  

Because  is a function of the model parameters, its mean and corresponding 95% lower 

credible bounds can be estimated by using the sampling draws of .  

Figures G-7 through G-11 show 0.05 quantile of response function and its lower credible bound 
versus target areas for 3, 6, 9, and 17 wt.% N SHA, and FBH targets, respectively.  Compared to 
the tight 95% lower credible bounds on the mean response function in figures G-2 to G-6, the 

 0.05y a

   0.05 0.05Y Yy a a z   
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95% credible bounds for the 0.05 quantile of the response is further away from its corresponding 
estimate. 
 

  
 

Figure G-7.  The EFBH Quantile Response of 3 wt.% N SHA for Conventional (Left) and 
Multizone (Right) Inspections 

 

  
 

Figure G-8.  The EFBH Quantile Response of 6 wt.% N SHA for Conventional (Left) and 
Multizone (Right) Inspections 
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Figure G-9.  The EFBH Quantile Response of 9 wt.% N SHA for Conventional (Left) and 
Multizone (Right) Inspections 

 

  
 

Figure G-10.  The EFBH Quantile Response of 17 wt.% N SHA for Conventional (Left) and 
Multizone (Right) Inspections 
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Figure G-11.  The EFBH Quantile Response of FBH for Conventional (Left) and  
Multizone (Right) Inspections 

 
G.7  DIAGNOSTIC AND RESIDUAL PLOTS. 
 
It is important to assess whether the statistical model fits the actual data.  Figure G-12 shows the 
residuals versus fitted values with Conventional inspection data on the left and Multizone 
inspection data on the right.  The residuals are evenly distributed except the #5 FBH target.  The 
reason for this deviation is that there are relatively few data points for #3 FBH and #5 FBH, and 
thus, these observations are not very influential in fitting the model.  For #5 FBH targets, the 
residuals are below zero, which indicates a biased high estimation for #5 FBH.  This bias may 
come from the inadequacy of the quadratic wt.% N correction.  This does not raise serious 
concerns because there is little practical interest in predicting PoD in the target-space region near 
the #5 FBHs. 
 

 
 

Figure G-12.  Residual Plots as Function of Fitted Value for Conventional (Left) and  
Multizone (Right) Inspections 
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The SHA and FBH targets are at different depths from the surface, but depth is not included in 
the physics-based model or the statistical models as explanatory variables.  This is because depth 
has no explanatory power in the model.  This is demonstrated by plotting the residuals versus the 
target depths in figure G-13.  Conventional inspection results are on the left and Multizone 
inspection results are on the right.  For both inspection methods, the residuals are evenly 
distributed across zero and no depth effects are observed. 
 

 
 

Figure G-13.  Residual Plots as Function of Depth for Conventional (Left) and 
Multizone (Right) Inspections 

 
G.8  ESTIMATION OF MEAN PoD CURVES AND THEIR LOWER CREDIBLE BOUNDS. 
 
Given the mean response function and detection threshold, the mean PoD for Conventional and 
Multizone inspections can be obtained directly.  This section discusses how to get the mean PoD 
and the 95% lower credible bound for both the Conventional and Multizone inspections.  Plots of 
the estimates of the mean PoD are given in appendix H. 
 
For Conventional inspections, the detection threshold is set as yth = 2.2827 and the PoD can be 

found by computing     PoD Pr ,tha Y a y   where a is the target area and the random 

variable Y is defined in equation G-10.  Following the steps of derivation, it can be concluded 
that the  has a simple form, as follows:    PoD a
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where  is the standard normal cumulative distribution function and µlog10EFBH is the mean 

response function, defined in equation G-7.  With the sampling draws of the µlog10EFBH, following 

the last line of equation G-12, the sampling draws of 

  

 PoD a  are obtained.  The mean PoD and 

95% lower PoD credible bound can be found by taking the average of the sampling draws and 
the 0.05 lower quantile of the sampling draws of  aPo , respectively. D

 
For Multizone inspections, instead of having a unique detection threshold, there is a direct 
observation of noise data.  The relationship between peak noise amplitude and mean noise 
amplitude is shown in figure G-14 in units of % FSH.  A production expert at General Electric 
stated that the average peak noise in Ti-6-4 Multizone inspections is around 20%, and the 
average mean noise is around 10%, as indicated by the red circle in figure G-14. 
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Figure G-14.  Signal Amplitude vs Noise Threshold in Units of Percent FSH 
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The detection criterion for a “hit” in Multizone inspection is the signal-to-noise ratio (SNR) is 
larger than 2.5.  In equation G-13, Y is the signal, Na is the average noise, and Np is the peak 
noise. 
 

     
2.5a

p a

Y N
SNR

N N


 


  (G-13) 

 
It is clear that the condition in equation G-13 is equivalent to 
 

 
 (G-14) 2.5 1.5p aY N N N   th

 
Instead of modeling the SNR, it is easier to model both signal and noise thresholds directly.  The 
noise threshold varies from target to target and can be computed from the results of the 
Multizone inspection experiments.  The variability in the noise threshold data can be described 
by a normal distribution. 
 

      2~ ,th noise noiseN     (G-15) 

 

The POD for a Multizone inspection is defined as      PoD Pr tha Y a N   with the random 

variable Y defined in equation G-10 and Nth defined in equations G-14 and G-15.  Then, the 
distribution of Y(a) – Nth is   
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The Multizone inspection PoD (a) has a simple form, as described in the last line of equation 
G-17.   
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Estimates of the noise mean and noise variance, ˆ 1.7990noise   and , were used 

to compute the Multizone PoD.   

2ˆ 0.02860noise 

 
Figure G-15 shows the detection region (space not in shadow) for Multizone inspection based on 
the noise threshold detection criterion.  The positive slope line is the noise threshold detection 
criterion, and the horizontal line is the typical detection threshold.  By using the noise threshold 
detection criterion, there is a much higher POD than one would get from using only a standard 
amplitude detection criterion.  This is one of the main reasons for the differences between 
Conventional and Multizone inspection sensitivity.   
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Figure G-15.  Noise Threshold at Multizone Inspection:  Noise Peak vs Noise Mean in  
Unit of Percentage 

 
The mean PoD and 95% lower PoD credible bound can be found by taking the average of the 
sampling draws and the 0.05 lower quantile of the sampling draws of PoD (a) through the last 
line of equation G-17, given the sampling draws of µlog10EFBH.  Plots of the PoD curves are 

presented in appendix H.   
 
G.9  ESTIMATION OF QUANTILE PoDs AND THEIR LOWER CREDIBLE BOUNDS. 

Again, consider a random draw of an operator (OP) and a target (ID).  Some combinations will 
result in higher PoDs than others.  As with the derivation of quantile response curves in section 
G.8, this variability can be accounted for by computing quantile PoD curves.  As with the mean 
PoD derivation, the quantile PoD formula will be different for Conventional (using an amplitude 
detection threshold) and Multizone (using a noise-based threshold) inspections.  Expressions for 
the quantile PoD for both Conventional and Multizone inspections can be obtained from 
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equations G-12 to G-17 by replacing µlog10EFBH (a) with yp.  In particular, the quantile POD 
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for Conventional inspection and  
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for Multizone inspection.  Plots of the 0.05 quantile PoD functions and corresponding 95% lower 
credible bound are given in appendix H.   
 
G.10  EXAMPLE OF POSTERIOR DISTRIBUTION OF RESPONSE AND PoD. 
 
To better illustrate the idea of posterior distribution of the response function and PoD and to 
show how the mean and 95% lower credible bounds are calculated, figure G-16 shows 
histograms of the marginal posterior distributions for both log10(EFBH(a)) and PoD(a) with a 
the area of a #5 target.  These two histograms are from the N = 123,000 sampling draws of 
log10(EFBH(a)) and PoD(a) based on equations G-7 and G-17, respectively.  The blue solid 
vertical lines in the histograms show the location of the posterior mean, and the blue dashed 
vertical lines show the 95% lower credible bounds.  For each target area a, there is a mean 
response and a 95% lower credible bound for the response function and PoD.  This particular 
example corresponds to one point in figure G-2 (right) for response function and figure H-1 
(right) for PoD.  The estimates and bounds in figures G-2 to G-6 (response function) and figures 
H-1 to H-5 (PoD) were computed in a similar manner. 
 
Similarly, figure G-17 shows histograms of the 0.05 quantile of response function and 
0.05 quantile PoD.  The blue solid vertical lines in the histograms are the posterior mean, and the 
blue dashed vertical lines represent the 95% lower credible bounds for the 0.05 quantile of 
response function and PoD, respectively.  This particular example corresponds to one point in 
figure G-7 (right) for response function and figure H-6 (right) for PoD.  The estimates and 
bounds in figures G-7 to G-11 (response function) and figures H-6 to H-10 (PoD) were 
computed in a similar manner. 

G-19 



 

G-20 

 
 

Figure G-16.  Posterior Distribution, Mean, and 95% Lower Credible Bounds of a #5 Target 
Under Multizone Inspection (logarithm response (left) and PoD (right)) 

 

 
 

Figure G-17.  Posterior Distribution, Mean, and 95% Lower Credible Bounds of a #5 Target 
Under Multizone Inspection (0.05 quantile of logarithm response (left) and 0.05 quantile of PoD 

(right)) 
G.11  SUMMARY. 
 
In this appendix, the establishment and use of a statistical model was described based on the 
physics-based model that is described in appendix F.  The random target identification code 
effect and random operator effect were accounted for in the statistical model.  The Markov Chain 
Monte Carlo-based Bayesian’s software, WinBUGs, was used for Bayesian estimation with a 
diffuse prior.  The mean and 0.05 quantile of response functions for a set of target areas and 
types are presented.  The mean and 0.05 quantile of PoD curves are presented in appendix H.   
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APPENDIX H—PROBABILITY OF DETECTION CURVES UNDER VARIED 
CONDITIONS 

 
H.1  INTRODUCTION. 
 
Appendix G presented the details of the physics-based statistical model, estimation of posterior 
distributions, and estimates of response functions.  This appendix presents plots of probability of 
detection (PoD) for both Conventional and Multizone inspections.  Figures H-1 through H-5 
present the mean and 95% lower credible bounds of PoD for 3, 6, 9, and 17 wt.% nitrogen (N) 
synthetic hard alpha (SHA), and flat-bottom hole (FBH) targets, respectively.  Figures H-6 
through H-10 present the mean and 95% lower credible bounds of 0.05 quantile PoD for 3, 6, 9, 
and 17 wt.% N SHA, and FBH targets, respectively. 
 
Note that the curves for 6, 9, and 12 wt.% N were estimated based on interpolation within the 
physics-based statistical model described in section 3.6 of the main report, and there were no 
data at these conditions.  Thus, the accuracy of the curves for 6, 9, and 12 wt.% N depends more 
heavily on the adequacy of the assumed model. 
 

 
 

Figure H-1.  Mean PoD and 95% Lower Credible Bounds of 3 wt.% N SHA for  
Conventional (Left) and Multizone (Right) Inspections 

 

 
 

Figure H-2.  Mean PoD and 95% Lower Credible Bounds of 6 wt.% N SHA for Conventional 
(Left) and Multizone (Right) Inspections 
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Figure H-3.  Mean PoD and 95% Lower Credible Bounds of 9 wt.% N SHA for  
Conventional (Left) and Multizone (Right) Inspections 

 

 
 

Figure H-4.  Mean PoD and 95% Lower Credible Bounds of 17 wt.% N SHA for  
Conventional (Left) and Multizone (Right) Inspections 

 

 
 

Figure H-5.  Mean PoD and 95% Lower Credible Bounds of FBH for Conventional (Left)  
and Multizone (Right) Inspections 
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Figure H-6.  The 0.05 Quantile PoD and 95% Lower Credible Bounds of 3 wt.% N SHA for 
Conventional (Left) and Multizone (Right) Inspections 

 

 
 

Figure H-7.  The 0.05 Quantile PoD and 95% Lower Credible Bounds of 6 wt.% N SHA for 
Conventional (Left) and Multizone (Right) Inspections 

 

 
 

Figure H-8.  The 0.05 Quantile PoD and 95% Lower Credible Bounds of 9 wt.% N SHA for 
Conventional (Left) and Multizone (Right) Inspections 
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Figure H-9.  The 0.05 Quantile PoD and 95% Lower Credible Bounds of 17 wt.% N SHA for 
Conventional (Left) and Multizone (Right) Inspections 

 

 
 

Figure H-10.  The 0.05 Quantile PoD and 95% Lower Credible Bounds of FBH for 
Conventional (Left) and Multizone (Right) Inspections 

 
 



 

APPENDIX I—WinBUGs CODE USED IN THE ANALYSIS 
 
This appendix presents the WinBUGs codes used to compute the results in appendices G and H. 
 
I.1  CONVENTIONAL INSPECTION. 
 
model { 
   for (j in 1:66) { 
           ID[j] ~ dnorm(0,tau.ID) 
   } 
   for (k in 1:6) { 
           OP[k] ~ dnorm(0,tau.OP) 
   } 
   NF2~dnorm(0,0.001) 
   wt.N3 <- (1.0  - NF2*0.03*0.03)*3 
   wt.N6 <- (1.0  - NF2*0.06*0.06)*6 
   wt.N9 <- (1.0  - NF2*0.09*0.09)*9 
   wt.N7 <- (1.0  - NF2*0.17*0.17)*17 
 
   at.N3 <-  3.42*wt.N3/(1+0.0242*wt.N3) 
   at.N6 <-  3.42*wt.N6/(1+0.0242*wt.N6) 
   at.N9 <-  3.42*wt.N9/(1+0.0242*wt.N9) 
   at.N7 <-  3.42*wt.N7/(1+0.0242*wt.N7) 
 
   R.6 <- abs(((4490.9+5.03*at.N6-0.01*at.N6*at.N6)*(6002.2+61.86*at.N6)-4461*6175)/ 
                      ((4490.9+5.03*at.N6-0.01*at.N6*at.N6)*(6002.2+61.86*at.N6)+4461*6175)) 
 
   R.9 <- abs(((4490.9+5.03*at.N9-0.01*at.N9*at.N9)*(6002.2+61.86*at.N9)-4461*6175)/ 
                      ((4490.9+5.03*at.N9-0.01*at.N9*at.N9)*(6002.2+61.86*at.N9)+4461*6175)) 
 
   Ref[1] <- 1.0 
   Ref[2] <- abs(((4490.9+5.03*at.N3-0.01*at.N3*at.N3)*(6002.2+61.86*at.N3)-4461*6175)/ 
                          ((4490.9+5.03*at.N3-0.01*at.N3*at.N3)*(6002.2+61.86*at.N3)+4461*6175)) 
   Ref[3] <- abs(((4490.9+5.03*at.N7-0.01*at.N7*at.N7)*(6002.2+61.86*at.N7)-4461*6175)/ 
                          ((4490.9+5.03*at.N7-0.01*at.N7*at.N7)*(6002.2+61.86*at.N7)+4461*6175)) 
 
   for (i in 1:381) { 
        mu[i] <- beta + ID[id.locator[i]] + OP[op.locator[i]] 
                 + 0.434294*log(1.5708*Ref[R.locator[i]]*ww*ww* 
                   (1.0-exp(-2*size[i]*size[i]/(ww*ww))))       
        y[i] ~ dnorm(mu[i],tau0)I(low[i],upp[i]) 
   } 
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    beta~dnorm(0,0.0001) 
    ww~dnorm(0,0.0001) 
 
    tau0~dgamma(0.001,0.001) 
    tau.ID~dgamma(0.001,0.001) 
    tau.OP~dgamma(0.001,0.001) 
 
    sigma0 <- sqrt(1/tau0) 
    sigma.ID <- sqrt(1/tau.ID) 
    sigma.OP <- sqrt(1/tau.OP) 
 
    R.factor <- pow(10,beta) 
    sigma.all <- sqrt(1/tau0+1/tau.ID+1/tau.OP) 
} 
 
I.2  MULTIZONE INSPECTION. 
 
model { 
    for (j in 1:66) { 
           ID[j] ~ dnorm(0,tau.ID) 
    } 
    for (k in 1:7) { 
           OP[k] ~ dnorm(0,tau.OP) 
    } 
 
   NF2~dnorm(0,0.001) 
   wt.N3 <- (1.0  - NF2*0.03*0.03)*3 
   wt.N6 <- (1.0  - NF2*0.06*0.06)*6 
   wt.N9 <- (1.0  - NF2*0.09*0.09)*9 
   wt.N7 <- (1.0  - NF2*0.17*0.17)*17 
 
   at.N3 <-  3.42*wt.N3/(1+0.0242*wt.N3) 
   at.N6 <-  3.42*wt.N6/(1+0.0242*wt.N6) 
   at.N9 <-  3.42*wt.N9/(1+0.0242*wt.N9) 
   at.N7 <-  3.42*wt.N7/(1+0.0242*wt.N7) 
 
   R.6 <- abs(((4490.9+5.03*at.N6-0.01*at.N6*at.N6)*(6002.2+61.86*at.N6)-4461*6175)/ 
                      ((4490.9+5.03*at.N6-0.01*at.N6*at.N6)*(6002.2+61.86*at.N6)+4461*6175)) 
   R.9 <- abs(((4490.9+5.03*at.N9-0.01*at.N9*at.N9)*(6002.2+61.86*at.N9)-4461*6175)/ 
                      ((4490.9+5.03*at.N9-0.01*at.N9*at.N9)*(6002.2+61.86*at.N9)+4461*6175)) 
 
   Ref[1] <- 1.0 
 
   Ref[2] <- abs(((4490.9+5.03*at.N3-0.01*at.N3*at.N3)*(6002.2+61.86*at.N3)-4461*6175)/ 
                          ((4490.9+5.03*at.N3-0.01*at.N3*at.N3)*(6002.2+61.86*at.N3)+4461*6175)) 



 

   Ref[3] <- abs(((4490.9+5.03*at.N7-0.01*at.N7*at.N7)*(6002.2+61.86*at.N7)-4461*6175)/ 
                          ((4490.9+5.03*at.N7-0.01*at.N7*at.N7)*(6002.2+61.86*at.N7)+4461*6175)) 
 
   for (i in 1:438) { 
        mu[i] <- beta + ID[id.locator[i]] + OP[op.locator[i]] 
                 + 0.434294*log(1.5708*Ref[R.locator[i]]*ww*ww* 
                   (1.0-exp(-2*size[i]*size[i]/(ww*ww))))        
        y[i] ~ dnorm(mu[i],tau0)I(low[i],upp[i]) 
   } 
  
    beta~dnorm(0,0.0001) 
    ww~dnorm(0,0.0001) 
 
    tau0~dgamma(0.001,0.001) 
    tau.ID~dgamma(0.001,0.001) 
    tau.OP~dgamma(0.001,0.001) 
 
    sigma0 <- sqrt(1/tau0) 
    sigma.ID <- sqrt(1/tau.ID) 
    sigma.OP <- sqrt(1/tau.OP) 
 
    R.factor <- pow(10,beta) 
    sigma.all <- sqrt(1/tau0+1/tau.ID+1/tau.OP+0.02859971) 
} 
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APPENDIX J—INSPECTION PROCEDURE 

              ULTRASONIC INSPECTION OF 
TITANIUM FORGINGS FOR 
AIRCRAFT ENGINE ROTOR 

COMPONENTS 

PROCEDURE  #03092012 

  

Issued xxxxxxxxxx 

Ultrasonic Immersion Inspection, Titanium and Titanium Alloy Forgings, 
Premium Grade 

RATIONALE 

The purpose of this document is to provide guidance on the ultrasonic inspection of titanium forgings 
used for critical, rotating engine components.   

1. SCOPE 

1.1 Purpose 

This specification covers procedures for ultrasonic immersion inspection of premium grade wrought 
titanium and titanium alloy forgings.. 

1.2 Application 

This inspection procedure has been used typically for locating internal defects such as cracks, voids, 
inclusions, and other structural discontinuities which may or may not be exposed to the surface in 
forgings, but usage is not limited to such applications.  Testing normally will be by longitudinal procedure, 
but shear wave procedure may be added when agreed upon by purchaser and vendor.   

2. APPLICABLE DOCUMENTS 

The issue of the following documents in effect on the date of the purchase order forms a part of this 
specification to the extent specified herein. The supplier may work to a subsequent revision of a 
document unless a specific document issue is specified. When the referenced document has been 
cancelled and no superseding document has been specified, the last published issue of that document 
shall apply. 
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2.1 ASTM Publications 

Available from ASTM International, 100 Barr Harbor Drive, P.O. Box C700, West Conshohocken, PA 
19428-2959, Tel: 610-832-9585, www.astm.org 

ASTM E 317 Evaluating Performance Characteristics of Ultrasonic Pulse-Echo Testing Systems 
Without the Use of Electronic Measurement Instruments 

ASTM E 428 Standard Practice for Fabrication and Control of Metal, Other than Aluminum Reference, 
Blocks Used in Ultrasonic Examination 

ASTM E 1065 Evaluating Characteristics of Ultrasonic Search Units 

2.2 U.S. Government Publications 

Available from the Document Automation and Production Service (DAPS), Building 4/D, 700 Robbins 
Avenue, Philadelelphia, PA 19111-5094, Tel: 215-697-6257, http://assist.daps.dla.mil/quicksearch/. 

MIL-STD-410 Nondestructive Testing, Personnel Qualification and Certification 

2.3 ANSI Publications 

Available from American National Standards Institute, 25 West 43rd Street, New York, NY 10036-8002, 
Tel: 212-642-4900, www.ansi.org. 

ANSI B46.1 Surface Texture 

2.4 ATA Specifications 

Available from Air Transport Association of America, 1301 Pennsylvania Avenue, NW – Suite 1100, 
Washington, DC 20004-1707, Tel: 202-626-4000, www.airlines.org. 

ATA Specification 105Guidelines for Training/Qualifying Personnel in Non-Destructive Testing Methods 

2.5 AIA Specifications 

Available from Aerospace Industries Association, 1000 Wilson Boulevard, Suite 1700, Arlington, VA  
22209-3928, Tel: 703-358-1000, www.aia-aerospace.org. 

NAS 410 Certification and Qualification of Nondestructive Test Personnel  

2.6 ASNT Documents 

Available from American Society for Nondestructive Testing, P.O. Box 28518, 1711 Arlingate Lane, 
Columbus, OH 43228-0518, 800-222-2768 (inside U.S. and Canada), 614-274-6003 (outside USA), 
www.asnt.org. 
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SNT-TC-1A Recommended Practice for Personnel Qualification in Nondestructive Testing 

2.7 EN Documents 

Available from the British Standards Institute, 389 Chiswick High Road, London, W4 4AL, United 
Kingdom, +44 (0)20 8996 9001, www.bsi-global.com. 

BS EN 4179 Qualification and approval of personnel for nondestructive testing 

3. TECHNICAL REQUIREMENTS 

3.1 Qualification 

3.1.1 Personnel 

Inspection of parts and interpretation and evaluation of indications revealed by this inspection process 
shall be accomplished by qualified personnel having experience with ultrasonic inspection. Qualification 
of personnel shall be in accordance with ATA 105, MIL-STD-410, NAS 410, EN 4179, or ASNT SNT-TC-
1A.  

3.1.2 Facilities 

Facilities shall be subject to review and approval by purchaser.  Reference specifications, procedures, 
and documentation necessary to verify the qualification of equipment and test personnel shall be 
available to purchaser upon request. 

3.1.3 Scan Plans and Written Inspection Procedures 

A scan plan shall be prepared for each part number Scan plans shall be prepared by the purchaser or by 
the vendor and approved by the purchaser. The Scan Plan shall consist of a drawing showing the part 
configuration to be inspected. The drawing shall indicate the following scanning criteria, as required: 

(a) Scan designation (metal thickness/zone being inspected) 

(b) Multiple scan or loss of backface echo 

(c) Transducer angle and orientation to part surface and/or part axis 

(d) Water path distances other than the established water path distance    

 

Ultrasonic inspections performed in accordance with this specification shall be detailed in written 
procedures. Inspection  procedures shall be prepared by the vendor and approved by purchaser.  
Specific criteria and instructions may also be required by the Cognizant Engineering Organization (CEO) 
and must be adhered to.   Inspection procedures shall include not less than the following information: 

3.1.3.1 Forging identifier, such as part number, and alloy. 

3.1.3.2 Equipment to be used, including software and software version numbers. 

3.1.3.3 Inspection configuration including inspection sonic shape, entry surfaces and zones, if 
applicable. 
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3.1.3.4 Amplitudes for calibration, evaluation threshold, and reject limits. 

3.1.3.5 Rotational speed and index. 

3.1.3.6 Pulse repetition rate or specify specify “Pulse on Position" 

3.1.3.7 Calibration standard serial number, size, and correction factors. 

3.1.3.8 Method used for distance amplitude corrections. 

3.1.3.9 Method for attenuation correction. 

3.1.3.10 Gate length and delay per zone, if applicable. 

3.1.3.11 Methods for surface preparation and surface texture control. 

3.1.3.12 Transducer manufacturer and model number. 

3.1.4 Exceptions 

No exception shall be taken to the written procedure or this specification unless approved by purchaser. 

3.2 Equipment 

3.2.1 Ultrasonic Instrument 

The ultrasonic instrument shall be capable of producing, receiving, and displaying high frequency 
electrical pulses at the required frequencies and energy levels.  The instrument shall be able to operate in 
the pulse-echo mode at frequencies of 2.25 through 10 MHz.  Gates, distance-amplitude correction 
system, and other electronic aids to ultrasonic testing and interpretation shall be used as required.  An 
alarm system, auto-stop, recorder, or combination of these may be used. 

3.2.1.1 Instrument Performance 

The horizontal limit and linearity, the vertical limit and linearity, and the accuracy of calibrated gain 
controls shall be evaluated in accordance with ASTM E 317 with the following requirements and 
exceptions: 

3.2.1.1.1 The horizontal limit and linearity shall be measured by plotting signal displacement against 
known thickness in the range of 1 (25 mm) in 1 inch (25 mm) increments to the maximum 
depth to be inspected with that instrument; the allowable differences in thickness between 
that indicated by the signal displacement and actual measured thickness shall be within 3% 
of the measured thickness of the respective block.  Substitute performance checks are 
permissible when agreed upon by purchaser and vendor. 

3.2.1.1.2 Vertical linearity shall be within 2% of full scale over the range of 10 to 80% of full scale. 
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3.2.1.1.3 Accuracy of calibrated gain control shall be within 2 dB over a range of 50 dB. 

3.2.2 Ultrasonic Search Units 

Search units shall be evaluated in accordance with ASTM E 1065 to determine frequency response, peak 
frequency, and band width.  The peak frequency shall be not less than 4 MHz.   

Search units shall be tested to determine the beam width at -2 dB, -4 dB and -6 dB in two directions 
perpendicular to one another.  The beam width measurements should be performed using flat-bottom 
hole targets close to the focal plane of the transducer, in cylindrical test standards such as those listed in 
Appendix A.  

3.2.3 Voltage Regulator 

The line voltage shall be regulated within 10%. 

3.2.4 Couplant 

Clean water shall be used as the couplant material; rust inhibitors, wetting agents, or both, may be added.  
The water shall be free of visible air bubbles which may interfere with the ultrasonic test. 

3.2.5 Data Acquisition System 

If a digital data acquisition system is used to record the data, it shall meet the requirements listed in 
3.2.5.1 to 3.2.5.6. 

3.2.5.1 Components 

The system shall consist of encoders for axes of programmable motion, an analog-to-digital (A/D) signal 
conversion device, a computer, graphic display monitor, graphic printer, an archival storage system, and 
appropriate software. 

3.2.5.2 A/D Conversion 

For each pulse, the peak ultrasonic amplitude in the gated region of each inspection zone shall be 
digitized to a minimum resolution of 8 bits over the full range of amplitudes used for data acquisition.  The 
A/D converter shall be calibrated and adjusted using procedures recommended by the manufacturer. 

3.2.5.3 Recording System Linearity 

Recording system shall be shown to reproduce recorded amplitude data to an accuracy of 2% of full 
scale. 
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3.2.5.4 Digital Data Storage 

Digital amplitudes and the corresponding encoder positions shall be stored.  For each ultrasonic 
amplitude, the corresponding encoder positions shall be retrievable by the operator for relocation and 
evaluation of indications.  Data storage system shall provide traceability of the position of indications 
relative to the forging inspection surface. 

3.2.5.5 Digital Data Archiving 

All inspection digital data files shall be archived and accessible on storage media acceptable to 
purchaser. 

3.2.5.6 Analysis of Digital Data 

Software to analyse the digital data shall perform not less than the following functions:  display location 
and amplitude, select region of interest (ROI), calculate mean, minimum, maximum, and standard 
deviation of amplitude in ROI and signal-to-noise ratio (see 4.1.1). 

3.2.6 Reference Standards 

3.2.6.1 Manufacture of Reference Blocks 

The procedures established under ASTM E 428 are recommended for manufacturing ultrasonic reference 
blocks for straight beam testing.  Calibration standards shall be dimensioned and have surface finishes as 
recommended by ASTM E 428.  All details shall be identified by material specification and serial number.   

3.2.6.2 Fabrication of Flat Bottom Holes (FBH) 

FBHs shall be a maximum of 1/64-inch diameter (see Table 1) and certified to have flatness such that 
80% of the FBH surface is between two planes that are 0.002” apart.  The holes shall be drilled 
perpendicular to the entry surface to within 0° 30’ and be central to the block to within 0.015”.  

FBH depths shall encompass the necessary near surface resolution and the depth of the intended 
inspection. The standard shall contain a minimum of one hole at the shallow and deep depths of each 
inspection zone, and shall contain holes at a minimum of four depth locations, with the shallowest being 
at the depth shown in Table 1, and the deepest being 0.5 inch deeper than the center of the thickest 
section of the forging.  Recommended FBH depths for forgings up to 4 inches thick (single sided 
inspection) or 8 inches thick (2-sided inspection) are shown in Appendix A.  

All blocks shall be made from forgings (wrought material) of homogeneous structure and shall not exhibit 
any indications that exceed 65 per cent of the representative FBH response when adjusted to set–up 
amplitude.  Consistency of the material attenuation characteristics for each set of blocks shall be assured 
by determining the amount of gain that is required to raise the first back face signal to a selected front 
face signal amplitude for each block thickness.  Results shall be plotted as dB vs material thickness and a 
best fit line shall be drawn through the points as in Figure X-1.  For an acceptable set of blocks no point 
shall be more than  2dB from this line.   
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Figure X-1.  Acceptable attenuation curve for complete set of blocks. 

A distance-amplitude response curve shall be plotted as gain vs FBH depth for each set of test blocks.  
An example is shown in Figure X-2.  For an acceptable set of blocks, no point shall be more than  2dB 
from a best fit curve.  

0

4

8

12

16

20

24

28

32

36

40

0 1 2 3 4 5

FBH depth

R
el

at
iv

e 
am

p
lit

u
d

e 
(d

B
)

2dB

 

Figure X-2.  Distance-amplitude response curve for acceptable set of blocks. 

After dimensional check, FBH opening shall be plugged with a water insoluble wax, leaving an air pocket 
at the flat bottom hole end. 
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3.2.6.3 Selection of Material for Reference Standards to be used without CEO-supplied Correction 
Factors 

Material used to fabricate blocks shall be made from a base alloy with attenuation properties similar to the 
parts to be inspected.  FBH depths shall encompass the necessary near surface resolution and the depth 
of the intended inspection per 3.2.6.2..   

3.2.6.4 Selection of Material for Reference Standards to be used with CEO-supplied Correction Factors 

The reference standard materials shall have an ultrasonic velocity within +/- 10% of the material to be 
inspected.  Sensitivity differences between the calibration standard material and the inspected part shall 
be accounted for using correction factors obtained from the CEO.   

3.2.6.5 Reference standards shall be subject to calibration, certification, and recall procedures required 
by purchaser. 

3.2.7 System Operation (Dynamic Response) 

The total system shall have dynamic response adequate to provide correct amplitude data for all 
inspection scan and recording parameters. 

3.3 Surface Preparation 

3.3.1 Surfaces to be inspected shall not produce ultrasonic reflections which interfere with the test.  
Acceptable surface roughness is dictated by achieving signal to noise and near surface resolution 
requirements.  A surface roughness of 125 microinches (3.2 m), or better, is normally sufficient 
to ensure inspectability.   

3.3.2 Regions with surface discontinuities, such as local grindouts, are not considered inspectable and 
shall be unacceptable unless approved by the CEO.   

3.4 Calibration of Apparatus 

Before inspecting the product, the equipment shall be adjusted, using appropriate reference blocks, to 
produce clearly defined echoes, of amplitude equal to or exceeding 80% of full scale, from all calibration 
targets in each zone.  The setup, i.e., waterpath, instrument settings, etc. shall be the same as that being 
used for the inspection.   

3.4.1 Calibration amplitudes shall be achieved by use of electronic distance amplitude correction 
(DAC).  DAC shall be used to bring signal amplitudes to 80% for all calibration targets within the 
gated zone(s).   

3.4.2 Instruments shall be warmed up for not less than 10 minutes before being used.  Sufficient time 
shall also be allowed for temperature of water, reference blocks, transducers, and product to 
stabilize before calibration and testing.  

3.4.3 Calibration shall be verified prior to the start of each shift.  Verification following the initial 
calibration setup shall be within 1 dB or as specified by the CEO.  Failure of the calibration shall 
require retesting of all product or parts tested since the previous successful calibration.  The 
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interval between calibrations may be extended subject to purchaser agreement and documented 
history showing stability of equipment and consistency of calibration levels.  

3.4.4 Any change in equipment that impacts signal response requires a recalibration of the test system.   

3.5 General Scanning Procedure 

3.5.1 Attenuation Compensation 

Attenuation compensation can be accomplished using several acceptable methods, as described below.   

3.5.1.1 For standards which are maintained internally by the suppliers, attenuation compensation shall 
be made for ultrasonic property differences between the part to be inspected and the calibration 
standards which are described in Appendix X.  Comparison of the average backwall signal shall 
be made in the forging at a location having parallel surfaces.  In general, the comparison 
measurements are made at the thickest part of the forging for which there is a calibration 
standard with comparable thickness.  If the response from the part is -2 dB or lower than the 
response from the test block, the instrument calibrated gain shall be increased to make the two 
backface signal amplitudes equal.  The gain difference and depth at which it is measured are 
recorded as the compatibility difference.  Appropriate adjustments are made at all FBH depths 
used for the inspection by applying the gain in dB/inch at depth.  If the gain adjustments 
increase the baseline noise so that it exceeds the evaluation threshold, or, if an increase is 
greater than 12 dB, the part shall be considered uninspectable.  If the backwall response from 
the part is higher than the backwall response from the test block, no adjustment is made to the 
calibration gain setting. 

3.5.1.2 For standards which are maintained in compliance with master standards managed by the 
CEO, differences between the acoustic properties of the calibration standards and the material 
being examined may require the use of correction factors to compensate for these differences. 
Because there are several methods that are acceptable for achieving this, the specific method 
used shall be approved by the CEO.  For Classification A inspection, attenuation compensation 
is accomplished using correction factors provided by the CEO.   

3.5.1.3 Sonic shapes shall be inspected from both front and rear surfaces whenever geometrically 
practical. Parts may be inspected by two (2) or more scans (zone scanning) from the same 
entry surface provided that each scan covers overlapping thicknesses. 
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3.5.2 Evaluation Threshold 

An evaluation threshold shall be defined in the procedure such that any rejectable indication will be 
certain to exceed the evaluation threshold during scanning.  Any signal exceeding the evaluation 
threshold during evaluation shall be relocated and further evaluated ultrasonically.  The search unit shall 
be traversed and angulated across the indication to determine the maximum signal amplitude.    

3.5.2.1 For Classification A inspections (see 4.1.1, Table 1), evaluation limits are 64% for –2dB index 
and 57% for –3dB index.  Note these evaluations must correspond to indexing in accordance 
with 3.5.3. Indexing.   

3.5.2.2 For Classification B inspections, the evaluation threshold shall be set at least 2.5 dB lower than 
the acceptance signal amplitude.  .  

3.5.2.3 Scan increment shall be selected as described below and in Fig. 1 to ensure that 100% of the 
region to be inspected is within the effective beam width.  Index distance, pulse repetition rate, 
and rotational speed shall be controlled to provide adequate data sampling.  These parameters 
shall be controlled such that a rejectable indication will exceed the evaluation limit regardless of 
its location relative to the sampled points.  For example, if the evaluation threshold is -3 dB 
from the reject level, then the -3 dB sound beam diameter from adjacent and diagonal pulses 
shall provide complete coverage as illustrated in Figure 1.   

3.5.2.4     For Classification A inspections , the scan index is established by the beam width planned 
for the inspection, in conjunction with the evaluation limits defined in 3.5.2.  A –2 or –3dB beam 
width is permitted. For Classification B inspections, the maximum inspection speed and index 
increment shall be demonstrated to trigger at the evaluation threshold for a minimum of two 
consecutive rotations for response from the near surface FBH where the focused beam has its 
smallest diameter.  Alternately, the index increment can be determined as 75% of the maximum 
index distance traversed while continuously triggering the response for the near surface FBH at 
the evaluation threshold.  . 

 

3.5.3  The instrument control settings and test parameters established during calibration shall not be 
changed during testing with the exception of changes in gate length which may be required to 
inspection regions with varying thickness. 

3.6 Inspection 

3.6.1  Sound beam entry angle shall be controlled to within 1.0 degree of specified angle.   

3.6.2  Water Travel 

The water travel distance shall be within 0.125 inch (2.5 mm) of that used for calibration. 

3.6.3  Surface Area of Product to be Scanned 

100% of the final part volume must be inspected as defined by the CEO 
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Sonic shapes shall be inspected from both front and rear surfaces whenever geometrically practical.. 

3.6.3.1 Depth Range of Product to be Gated:  

The depth range from the near-surface holeto 0.5 inch (13 mm) past the deepest calibration hole , 
shall be gated as a minimum. 

3.6.5  Use of DAC and/or zoning shall not be changed from calibration to inspection. 

4. QUALITY ASSURANCE PROVISIONS 

 Acceptance Criteria   (Make 4.1.1 Classification A and 4.1.2 Classification B) 

4.1.1 Classification A inspections -  Acceptance levels for a given inspection are defined in Table 1. If 
parts have any regions where material noise is greater than 3 db below the evaluation limit, these 
regions of the parts must be classified as uninspectable.    If there are excessive evaluations in a 
specific zone (in excess of five, for example), the part is subject to reject for noise.  For purposes 
of determining signal acceptance based on its signal-to-noise ratio (SNR), signal-to-noise ratio is 
defined as: 

(Signal - Mean) / (Peak - Mean) 

Where signal is the highest amplitude obtained from the suspected indication, mean is the mean value of 
noise in a region surrounding or adjacent to the indication, and peak is the highest amplitude value of 
noise in the surrounding or adjacent region excluding electrical noise signals. 

4.1.2 Classification B inspections  Acceptance levels for a given inspection are defined in Table 1. .Any 
indication with an observed signal above background shall be peaked (the transducer position 
and angulation shall be adjusted to produce maximum signal amplitude of the indication) and the 
resultant amplitude recorded. The signal from all surfaces where the indication was seen shall be 
peaked and the amplitude compared to the maximum acceptable amplitude in Table 1.  If parts 
have any regions where material noise is greater than 3 db below the evaluation limit, these 
regions of the parts must be classified as uninspectable   Amplitude signals from a feature must 
be evaluated with the test block FBH with metal travel most similar to that of the indication, 
including any attenuation compensation used.  Amplitude signals exceeding the  maximum 
acceptableamplitude shown in Table 1 are cause for rejection 

Table 1 – Acceptance Levels and Classification 

 
Ultrasonic        Near-Surface              Calibration                     Calibration                      Max                       Max                        

Data 

Classification        Hole Depth, in             fbh Diameter, in             Amplitude                       Acceptable            Acceptable             
Recording 

                  Amplitude             SNR 

A                           0.050                          1/64                               80%                               80%                     2.5                          
Digital 

B                           0.050                          1/64                               80%                               80%                     N/A                     
Digital or Strip Chart 
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4.1.3 For Classification A, product must meet both amplitude and signal-to-noise acceptance 
requirements. 

4.2 Disposition 

4.2.1 Product exhibiting ultrasonically evaluated indications not in excess of acceptance limits may be 
accepted without remedial operations. 

4.2.2 All indications in excess of acceptance limits shall be removed and metallographically evaluated.  
Disposition of remaining product from the same heat shall be in accordance with purchaser 
agreement. 

4.3 Records 

The testing source shall prepare and maintain, for the time specified by purchaser, records of the 
requirements and techniques for each part number, and all recorded data from forging inspection.  These 
records shall be accessible for review by purchaser at any reasonable time.  Information to be recorded 
includes the date, inspector, relevant specifications, transducer(s) made and model number, 
waterpath(s), instrument and instrument settings, pulse width, voltage, filter, DAC gain values.  When 
multiple zones are used, this information should be available for each zone.   

4.4 Reporting 

The testing source shall provide a report with each shipment.  This report shall contain not less than the 
following information: 

Description of the product tested including alloy, heat number, forging identifications, and dimensions. 

Report of all indications exceeding acceptance limits with disposition according to purchaser agreement. 

Report of all indications over evaluation threshold as required by purchaser. 

Forging map showing location of indication . 

Location of any regions not inspectable per 4.1.1 and 4.1.2 

Noise level for each forging. 

5. PREPARATION FOR DELIVERY 

Not applicable. 

6. ACKNOWLEDGMENT 

A vendor shall mention this specification number in all quotations and when acknowledging purchase 
orders. 

7. REJECTIONS 

Product not inspected in accordance with this specification, or with modifications authorized by purchaser, 
will be subject to rejection. 
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8. NOTES 

8.1 Test Conditions 

It is essential that a thorough understanding be developed between purchaser and vendor regarding 
interpretation of the results of inspection and how they shall be recorded and reported. Ultrasonic testing 
is so comprehensive that it is necessary that all interested parties fully recognize that indications may 
appear which do not reflect conditions detrimental to use of the product.  Agreement between purchaser 
and vendor should be established in advance on the following: 

8.2 Dimensions in inch/pound units are primary except for SI units used typically in inspection 
procedures; dimensions in SI units are shown as the approximate equivalents of the primary units 
and are presented only for information. 

8.3 The following publications are listed for information only: 

ASTM E 428 Standard Practice for Fabrication and Control of Metal, Other than Aluminum Reference, 
Blocks Used in Ultrasonic Examination 

8.4 Inspection procedures meeting the requirements of this specification have been classified under 
Federal Standardization Area Symbol “NDTI”. 
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FIGURE 1 - ACCEPTABLE BEAM OVERLAP CONDITIONS IN ACCORDANCE WITH 3.5.3.1 
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APPENDIX A  - 

FBH depths shall encompass the necessary near surface resolution and the depth of the intended 
inspection.  The following table shows recommended FBH depths.  Calibration sample sets may contain 
other depths such as those described in ASTM E 428.   

 

Detail # Depth from 

entry surface

1 0.050” 

2 0.100” 

3 0.150” 

4 0.500” 

5 1.000” 

6 1.500” 

7 2.000” 

8 2.500” 

9 3.000” 

10 4.000” 

 



 

 

APPENDIX B - STANDARD ZONING PRACTICE AND TRANSDUCERS 
 

Z Inspection Area 

 Zone Start 

in.(mm) 

Zone End 

in.(mm) 

Gate Start 

in.(mm)

Gate End2 

in.(mm)
1 min. env.3 0.5(12.7) min. env.3 0.6(15.2) 

2 0.5(12.7) 1(25.4) 0.4(10.2) 1.1(27.9) 

3 1(25.4) 1.5(38.1) 0.9(22.9) 1.6(40.6) 

4 1.5(38.1) 2(50.8) 1.4(35.6) 2.1(53.3) 

5 2(50.8) 2.5(63.5) 1.9(48.3) 2.6(66.0) 

6 2.5(63.5) 3.5(88.9) 2.4(61.0) 3.6(91.4) 

7 3.5(88.9) 5.5(139.7) 3.4(86.4) 5.6(142.2) 
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