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EXECUTIVE SUMMARY

This report documents the results of a study simulating the
capacity effects of a New York Area Control Facility (ACF) or
Metroplex Control Facility (MCF) failure. The main objective was
to evaluate alternative MCF configurations from the standpoint of
delays resulting from a total facility failure. Both ACF and MCF
failures were simulated under three different MCF configurations.
Configuration 1 consisted of the New York Terminal Radar Approach
Control (TRACON)  (N90). Configuration 2 consisted of the N90
TRACON as well as Philadelphia (PHL), Allentown (ABE), and McGuire
AFB (WRI). Configuration 3 included N%0, ABE, PHL, WRI with the
addition of Wilkes-Barre (AVP) and Reading (RDG). An analysis was
conducted using the National Alirspace System Performance Analysis
Capability (NASPAC) simulation model. This effort was to assist
ATR~310 and the Eastern Region in defining end-state cmnflquratlons
for the New York ACF/MCF.

For both an ACF and MCF failure, boundary restrictions were used to
restrict airspace capacity. The capacity values and seguence of
failure events were based on the recommendations of representatives
from the New York and adjacent Air Route Traffic Control Centers
(ARTCCs) and TRACONs, as well as ATR~310 and AOR~100. NASPAC
results are very sensitive o these parameters and assumptions.

The results are consistent with expectations based on the
assumptions used in the model. As expected, for the MCF failure,
a larger MCF configuration results in greater delays. Given an ACF
failure, the opposite is true: size of MCF and delays are inversely
related. The effects of a New York MCF failure were shown to be
more catastrophic than an ACF failure. This is a result of the
very low post-failure capacity of the airspace after the MCF fails
and the persistence of the effects beyond the short-term. It is
recommended that decisions regarding future facility planning in
the New York area take this into consideration. The operational
and environmental factors that generated the limiting capacity
values in the MCF failure merit further examination.

The key factor separating the configurations is the inclusion or
exclusion of Philadelphia TRACON from the MCF. For both types of
facility failure, major differences emerged between Configurations
1 and 2, with very little difference separating Configurations 2
and 3. However, since the MCF failure was found to be the more
catastrophic case, a strategy of minimizing failure effects would
imply that a smaller MCF is better.

Therefore, under the constraints and assumptions of this study, N90

by itself is the least vulnerable of the three MCF configurations
considered.

ix






1.  INTRODUCTION.

1. PﬁRPGSE AN@ SQOPE¢

,fThe purpmsa @f thls dmmument is t@ present the results Gf a study
investigating the effects of a New York Area Contxol FaCilltY'(ACF}
or Metroplex . C@ntrol Fa0111ty (MCF) failure on system-wxde air
traffic throughput. The Federal Aviation Administration (FAA)
plans to combine existing en route and terminal control facilities
inte ACFs. Scome larger terminal control facilities, such as New
York (NS0}, may be left as &tanﬁwalane faczlmtles called Metroplex
Control Facilities (MCF). 2n ana1y51s was conducted of ACF and MCF

failures using the National Alirspace System Performance Ana1y31§,
Capability {NASP&C} simulation model to assist ATR-310 and the
Eastern Region in d@flnlng mndwstate canflguratlens for the New

',~§Qrk ACF/MCF. This analysis was spons&red by the FAA’s Qperatlnns:

~Research Service (AOR) and conducted by the ATC T@chn@leqy Branch
(ACD=-340) at the FAA Technical Center,, This repart includes a

discussion of the facilities and procedures involved in an ACF/MCF

failure, ‘the analysis ap@r&ach and the results of the analysl

1l2;,ANAL¥SIS GBJECTIVES.
This study was desiqﬁeé to answer the'failaﬁing quesﬁiehgﬁ

a. What are the effects of different MCF ccnfigdfatiems on MCF
and ACF failures?

. b. What is the lmpact of a total APF failure on the New York
alrspace,kon the adjacent alrspace and on the @ntlre National
alr&pace System (NAS)?

c. What is the lmpact of a total MCF fallure on the New York
airspace, on the adjacent alrsgace_and on the entire NAS?Y

1.3 REPGRT QRGANIZATION‘

Sectlon 2 of this report provides backgroun& materlal on the ACF
and MCF concepts, the NASPAC simulaticn model, and a previous
NASPAC analysis of the proposed Chicago ACF. ,Sectlon 3 presents

the approach and assumptions used for the analysis 1ncl&dlmg the

plans to be followed in the event of a New York ACF. or MCF failure.
Section 4 outlines the detailed meth@d;olﬁg‘y and d:a,ssusses the
performance metrics eleoyeda; Sectlon 5. presents the analy&xs-
results and conclusions. '

2. BACKGROUND.

2.1 AREA CONTROL FACILITIES [(ACFS).

The ACF concept was originelly introduced in the NAS Plan as part
of the Advanced Automation System (AAS) [1]. An ACF will

1



consclidate Air Route Traffic Control Center (ARTCC) and Terminal
Radar Approach Control (TRACON) functions into a single facility.
An ACF will differ from an ARTCC by 1nclud1nq ‘a new generation of
equipnent and scftware with the ability to perform additional
functions. ACFs will minimize the costs that would be incurred if
identical advanced automated systems were prov1ded to a large
number of facilities. This project will produce a higher level of
safety, operatlonal eff1c1ency, and 1ncreased ablllty to absorb
traffic growth.

2.2 METROPLEX CONTROL FACILITIES {MCFS}

The FAA is concerned about the vulnerablllty cf the NAS to an ACF
failure and in particular the potent1a1 dlsruptlon to air traffic
such an event would produce. The need to reduce the vulnerablllty
of the system to this type of failure was one of the motives for
lntroduCLng ‘the MCF conceptr, Instead of placing all terminal
facilities in the RCF a separate MCF would provide a consolidation
of several of ‘the TRACONs in a large metropolltan area. In the
event of an ACF failure, an MCF will remain operational. An MCF
will resemble a present-day TRACON, but will be equipped with a new
generation of computers and other related systems, and,w111 control
a larger area of alrspace around a termlnal area.

2.3 THE NASPAC SIMULATIOK MODEL.

The NASPAC 51mulatlon model was developed by The MTTRE cOrporation
for the FAA as a simulation tool to analyze the performance of the
NAS. NASPAC is used to study the system-wide performance of the
NAS and to provxde a quantitative foundation for making decisions
related to system improvements and management. The model can be
used to identify air-traffic flow congestion problems, evaluate
solutions, and support strateqlc planning. The NASPAC simulation
model can be used to analyze, in the aggregate, the major effects

of interactions among the many components of the airspace system.

In particular, the model is used to study how delay ripples through

the system and how the system w1ll react to prajected demand and

‘capa01ty changes.

NASPAC is a macro model and is used to analyze NAS-wide impacts of
~_proposed changes Analy31s of capacity effects at a lower level of
‘detail requires additional executions of the sxmulatlon model to
achieve statistically rellable results.{ Operatlons at individual
airports and terminal areas are not modeled in ‘detail. Alrport
capacities are represented by a range of values derived from many
sources, including tower personnel.  NASPAC does not generally
model dynamic aspects of the NAS environment nor spe01f1c alrcraft
speed or vector changes.



264 THW CHIC AG@ ACFE BACKUF STUDY .

The MITRE C0r§0ratlan Qr@v1ously canﬁuqt@ﬁ a Chicago %@F/MCF study
using the NASPAC simulation nodel {2] The mhjectlva of the study
was to determine the benefits of h&v1nq an MCF during an ACF
fajilure. The study also mwagured the cuantitative effects of an
ACF failure in terms of the delay and number of cancellations
generated. The study was c@mpleted anﬁ | ragort was isszued in
September 19%0. o

In conducting this study, sirport capacity values were used to
model MCF airspace capacities. Traffic flow restrictions at thw‘

~ACF boundary were used to simulate the reduced capacity in the

~airspace of the failed ACF. Sector a&pacity'values were not used
for ACF alxspace capacity definition. Gngalmg NASPAC refinements

include an ef;@rt to obtain sector capacity estlmates which are

more accurate or better suited to the model.! MITRE previously
reported a sgector deadlock problem and has @enerally not - used
sector capacmtles 1n lts NAS?AC»%@S@@ Qtudles@ : :

The Chicago study des;gn examlned an ﬁCF fallmre with and w1tﬁout,
an’ MCF.  The New York study differed from the Chicago study in
several respects. The New York &irspaﬂa ig wvery complex and
provides modeling challenges. 'In addition to an ACF failure, this
study also simulated an MCF failure and cmnﬁldefed aTtevnat1Vﬁ
senflauratlﬁns f@r the MCF @Lrgpacep

2.2 HNEW YGRK ACF[&CF ﬂODELING CGEQEPTS.

A vulnerability analvsis of the New York ACF and MCF facilities was
undertaken to help determine the optimal configuration for the New
York MCF, and the impacts of a facility failure on the neighboring
facilities and on the NAS as a whole. The study was conducted by
the FAA Te@hnlcal Center. : '

This analysis was performed using the NASPAC 51mu1atlﬁn made]@
NASPAC normally uses capacity values to define the number of
aircraft that can be managwﬁ through the system, but does not
explzcltly model terminal. al”space@ Constraining alrpar? ca@ac1ty
is one way to model terminal airspace failure (as done by MITRE in
the Chicago ACF Study). ‘When an MCF fails, the airspace
surrounding an airport canncot feed alrcraft to that axrport.
Arrival capacities must reflect the surrounding asirspace’s ability
to feed aircraft to an airport. Departure capacities nust reflect
the surrounding airspace’s ability to manage departing traffic.
The airport capacity value nust be the minimum of the airport or
the terminal airspace capacity.

t Improved sector capacity values are plannsd for the next version of ¥ASPAC, Release RZ. -
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The N20 airspace is very 1arg@ and ccmplex.' Only about 50-60
percent (3200-3500 ocut of 6000 daily operations) of the trafflc
handled by N90 actually 1ands at John F. Kennedy Airport (JFK),
LaGuardia Alrpart ALGARY, ~Newark (EWR).  The remalnder' are
overfllghts oY fligh*s to varmﬁus satelllte alrports O

“Restrlctlng the alrport arrlval rates to simulate the reduced
capacity caused by an MCF fallure will nat restrlct a large portlon'
of the traffic handled by KQG a

Given the limitaticns ln u31ng alrpcrt capa01ty as . a surrcgate
measure of the terminal airspace capac1tyf it was decided to try an
alternative mad@llnq scheme. Modifications were made to NASPAC to

allow the modeling of both the ACF and MCF alrspace via restriction

boundaries. Restriction b@undarles were drawn around the defined
airspace, allmw1ng complete control over the aircraft entering and
exiting the airspace. Though it increased the complexity of the
“madellng process, this approach allowed greater flex1b111ty in
scenario daflnltion dmd pravz@ed. mora consxstency‘ in modeling

Bmth of the abave metheds were. emplaye& in thls ana1y81s to model
the MCF configurations. The first methoé was employed in - the
Chicago ACF study and was the meth@& lnltlally used in this study.
The use of the restrlctlcn boundary fcr the MCF was deemed a more
consistent m@d@ang approach and was the preferred approach for
this analysis. Results of both modeling schemea are prov1ded°
results and conclusions remain the same. S ;

3. APPROACH.

3.1 'ovmvww .

The everall a@prmach fcllowed was tc model the ACF and MCF fallure
events by reducing the sapa01ty of the carrespondlng resources and
observing the effects on system throughput. Key features of the
New York ACF/MCF airspace geometry were modeled within the context
of the entire system. As with any model, elements of the real
system ware abstxacted fcr the purpases ‘of the s1mu1at10n,

The. f0110Wlng sectlons contaln background 1nformatlan and descrlbe‘
plans in the event of a New York ACF and MCF failure. The scenario
definitions and details for modellng‘these events follow. Finally,
a list of assumptl@ns used in this stu&y is glven. ‘

3.2 NEW YORK &CF FAILUR

air traffic control (ATC} in the New Ymrk v101n1ty is characterlzed
by a high volume of domestic and international flights, a complex
alrspace geom@try encompassing three of the nation’s busiest
airports, and dense traffic flow along the northeast corridor.
Failure of an ACF, though highly unllkelyg would have a potentlally
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far-reaching impact on the movement of air traffic, both xeqi@nally
~and nation-wide. One of the functions envisioned for the MCF ig to
mltiqat@ the effects of suchk a failure by Senaraﬁlng a portion of
the termlnaz operatlans into a distinct facility. ‘The present
study will examine the relatlanshlp between the MCF eanflguratlan:”
(in terms of which TRACONs it ‘contains) and the lmgact of an ACF or
" MCF failure. A tradeoff may be hypothesized between the size of
the MCF and its effect on the two types of facility failures. A
greater role for the MCF would imply a greater miblqaﬁing effect in

the event of an ACF failure and, conversely, a more serious effect

for a failure of the MCF ltS@lf This study will test that
hypothesis. -

Failure of an ACF could result from a variety of events. These
range from @qulpment failure, which would probably be of brief

duration, to natural disasters such as an earthguake, fire, or

hurricane, whose effects would be felt for an extended time perlod ,
For the current study, the latter type of catas ura§he is
hypothesized, with the New York ACF disabled for a minimum of
3 days. It is also assumed that all personnel and controllers are
available to work at backup facilities after the failure. The tinme
of failure is set at 5:00 p.m. on a weekday, a wargt case scenario,

In the event of an ACF failure, a eaﬂtlngemcy plan goes - into
effect. Adjacent ACFs, Washington, Cleveland and Boston, along
with the proposed Capitol MCF, take control of a predesignated
portion of the falled airspace. The additional weorkload imposed on
the adjacent centers limits their ability to contrel en route
traffic in the Wew York area. Therefore, an attempt waulﬁ,be made
to reduce the flow of air traffic into the affected area, thereby
ensuring adeguate separation of aircraft. This would be achieved
by the imposition of Estimated Departure Clearance Times (EDCTs}). by
the Central Flow Control Facility (CFCF) to delay ailrcraft on the
ground whose destination is within the ACF’s boundary. Alrcraft
transitioning the failed airspace could be rercuted around it ov

held outside the affected sectors. Alrborne flights heading H 

towards airports within the ACF could similarly be held at the
boundary or directed to other airports. Departing flzghts within
the failed boundary would be held on the ground until the situation

wag stabilized., Airborne flights within the ACF boundary w&uld be

allowed to proceed to their destinations.

Personnel from tbe New York and adjacent ARTCCs and TRACONs, ras
well as ATR-310, AOR-100, and ACD-340, met at the FAA Technical
Center in September 1990 to define the paraﬁeters for the current
study. The meetlng produced a plan for partltlenlng'&Cchontrclled

sectors among the backup facilities in the event of an ACF failure.

Repr@sentatlves from the backup facilities estimated the capacztlesy
at which they could handle traffic in each sector, for both the
short term (3-36 hours) and long. term {bevond 39 h@ur%)



Table 1 shows the sectors which would be .controlled by each
facility after an ACF failure and the post-failure capacity
estimates for each sector.

The New York, Washington, and Boston MCFs will be defined so they
share common boundaries. Traffic flying between airports in these
areas may not be directly affected by the ACF failure if they use
MCF  airspace (they will not receive EDCTs) under Visual
Meteorological Conditions (VMC). Commuter aircraft may proceed in
Visual Flight Rules (VFR) up to the MCF boundary and call the MCF
for either a VFR or Instrument Flight Rules (IFR) clearance through
the Terminal Control Area (TCA).

TABLE 1. ASSIGNMENT OF NY ACF SECTORS TO BACKUP FACILITIES
AND SHORT TERM CAPACITIES AFTER ACF. FAILURE

Z0B LBW VAR DC MCF
Sector Sector Sector
Capacity Capacity Capacity Capacity
34 = 35% 42 = 50% 9 =:50% PHL = 20%
49 = 50% 56 = 50% 10 = 50% ABE = 20%
75 = 50% 86 = 35% 11 = 25% WRI = 20%
73 = 35% 35.= 30% 25 = 286%
91 = 25% 36 =303 26 = 25%
93 = 25% 50 = 30% 27 = 25%
74 = 25% 51 = 25% 39 = 30%
66 = 20% 55 = 30%
92 = 25%
67 = 55%
68 = 55%

Long Term (>36 hrs post-fallure) capacity of all en route
sectors: 100%

3.3 NEW YORK MCKF FAILURE.

The New York TRACON facility has several unigque aspects. It is the
busiest facility of its kind in the nation, handling over 1.7
million instrument operations in 1988 [3]. The facility serves
Kennedy, LaGuardia, and Newark airports and scores of satellite
airports, providing approach and departure control and en route
service in a 15,000 square mile area. Sometimes referred to as the
New York "Common Eye® or N90, the facility consolidates several
TRACONs (LaGuardia, Kennedy, Newark, and Teterboro), as the MCFs
will do. The FAA has been studying alternative plans for
apportioning the New York airspace between the future ACF and MCF
and has been defining the relationships among the New York, Boston,
and Washington facilities in the event of facility failure.

5



The three alternative MCF configurations to be considered in this
study_are:

o 2 : , 3
NSO NQS , NSO
PHL {?hzladelphla) PHL
WRI (Mcculre AFB: WRI
ABE {Allentown) ABE

AVP (Wilkes~Barre)
RDG (Reading)

Figure 1 depicts these and other TRACONs within Washington ARTCC
{ZDC) , Boston ARTCC (ZBW), HNew York ARTCC {ZNY), and Cleveland
ARTCC‘(ZOB} The TRACONs considered in the above configurations
were assumed Lo retain their present lateral boundaries but assumeﬁ
a common cez*lnq ‘of 17,000 feet.

For the first of the ?rapgsadkccnfigurations “““ “in the event of an
MCF failure, the New York ACF would back up the entire MCF. For

the second configuration, the New York ACF would back up NSO and

Allentown (ABE), while the Capitol MCF would cover the Philadelphia
(PHL) and McGuire AFB (WRI} terminal areas.  In the third
configuration, New York ACF would bhack up N30, . ABE, AVP, and the
Capitol MCF would previde backfup for PHL and WRI.

Commuter aircraft during an MCF failure wguld be able to f£ly VFR to
the airport, but would not receive radar service from the facility
backing up the failed MCF. ‘The aircraft would have to fly beneath
the fl@@r of the TCA, which narmally becones increasingly lower as
an alrcraft approachas the airport. Commuters would rely on the
tower to issue the TCA clearance from a distance of about 5 to 10

miles from the airport.

3.4  SCENARTIO DEPINITIONS.

Six scenarios were modeled. The main conditions are an ACF failure
with MCF intact and an MCF failure with ACF intact. For each of =

the two conditions, three different cmnflquratlans were considered.
The canflguratlans for the MCF are given in section 3.3. In all

the scenarios, failure occurred at the peak traffic time. ALY
Scenarics will model a VMC day only. A matrix showing the

different scenarios is given in table 2.

3.4.1 MWModeling New York ACF Failure.

A day by day description of the failure scenario for a 3-day period
and the modeling of the asscciated events are as follows:

Within the first 2 minutes CFCF would place a hold on all
departures in the Continental United States (CONUS): 4 minutes
after the failure adjacent centers would disallow flights to-




New York (ZNY) and its /—\dpbent Cemters |

TRACONS —— 8/2/90

FIGURE 1. NORTHEASTERN TRACONS -



TABLE 2. SCENARIO DEFINITIONS

MCF CONFIGURATION

Config. 1 Config. 2 Config. 3
(N9©O) (N90,PHL, ABE, (N90, PHL,ARE,
WRI) WRI,AVP,RDG)
ACF ACF Backup ACF Backup ACF .Backup
Failure by Adjacent ACFs by Adjacent by Adjacent
And Capitol MCF ACFs ACFs
MCF MCF Backup by NY “ACF Backs NY ACF Backs
Failure NY ACF Up NSO, ABE; Up N9G, ABE
AVP, RDG;
Capitol MCF
Backs Up PHL Capitol MCF
WRI. Backs Up
PHL, WRI

traverse the failed boundary. Ten minutes after failure the backup
centers would start releasing flights to pass through the failed
airspace, ensuring adequate spacing between the flights. It was
assumed that the adjacent centers would initially be able to
provide only 10 percent of the New York ACF normal capacity. The
reduction in airspace capacity, in the ACF failure scenarios, was
modeled by placing restrictions around the failed airspace
boundary.? Therefore, the restriction boundary arcund the ACF was
set to reduce the traffic flow to 10 percent. Also at 10 minutes
after failure, EDCTs were activated and flights heading to the
failed ACF were spaced by the EDCT program, reflecting the reduced
capacity. Airport Acceptance Rates (AARs) at the airports within
the failed ACF were reduced to 10 percent of the normal VMC airport
arrival capacity in the EDCT program. Departures were set the same
as the AARs. The EDCT program was modified to exclude commuter
flights whose destination is New York from receiving EDCTs. Since
commuaters may fly entirely within the contiguous MCF airspace,
EDCTs are not necessary. :

? Trial simulation runs were made to determine the feasibility of using reduced sector capacities instead
of a restriction boundary to model the ACF failure event. Sector capacities simulate, more directly, the events
being modeled and ‘also restrain traffic intermal to the ACF boundary, while the restrictions do not.  As noted
in section' 1, 'however, sector capacities havs mot, in general, been used successfully in previous NASPAC
studies. An attempt was made to circumvent the problem of inaccurate sector capacity values by using default
throughput “values for the ZNY sectors, obtained from a baseline run of the model, ‘as the instantaneous: and
hourly capacity values. Preliminary tests, however, produced excessively high delays which were attributed to
sector deadlock., This approach was, therafore, abandoned.
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Forty minutes after the fallure of the New York ACF, the capaClty'

of the alrspace was assumed to increase to 20 percent The ACF
boundary restrlctlon was adjusted accerdlngly The AARs in the

EDCT program also increased to 20 percent. At this time, the New
York area alrporta allowed departures at the 20 percent rate. The

éeparture rate is limited by the capacity of the surroundlng en

route alrspace and nat by the alrparts themsplves or the terminal

areas.

Three hours after failure the capacities of the sectors within the
failed airspace increased to the levels shown in table 2 and
stabilized at thaﬁ level for the rest of the day. AARs were set at

35 percent in the EDCT program. On the second dayg,ltVst,assumed~

that the capacity remained at the same levels throughout the day,
allowing the backup controllers to become familiar with the
situation. ©On the thlrd day, with the controllers from the falled
ACF working at the adjacent facilities, 1t was assumed that the
capac1ty would increase to 100 percent of- normale The summary of
the fallure scenarlo is shown ln table 3. S

3.4,2 Modellnq~New Ycrk‘MCF Fallure,,

modeled in the same mannar as the ACF alrspace - using restrlctlon

boundaries.® This allows the alrports to function at their full

arrival capacities with access limited by the airspace restriction.
The MCF restriction boundaries correspond to the TRACON boundaries
and are assigned the approprlate throughput limiting values ‘after
the MCF fails. Failure of the New York MCF was modeled by reduc1nq
the carrespcndlng restrlctlon beundary capa01t1es to the lavels
shown in tabie 4. ,

For the flrst of the: MCF conflguratlons (NQO only},,follow1ng an 
MCF failure, the capacity of the terminal airspace was reduced to

10 percent of normal for the first day of the fallure, On the
second day after the event, capac1ty remained at the same level and
was increased to 50 percent on the third day. For the other two
options, N90  had the same short term capaclty ~after faliure
(10 percent).  The long term capa01t1es were 45 percent for
Conflguratlan 2 and 40 percent for Cenflquratlon; 3. Other

capacities for N90 and other termlnal areas under the three

conditions are given in table 4.

* Failure of the New York MCF was iﬁ:tzally modeled by redicing the c:)rx:espondlng alrport capacities to
the levels shown in table fé Th).s methodology was used by MITRE Adn the Chicago ACF Fatlure Analysi..»

modeling process. Use of res‘tcictnms hcawever ig moxre” canmstent w;th the ACF methcd and more realistic sinde

both-types of: facility failures represent an airspace management. prablem and not an axrport capacity problem

The restriction Boandary method was ‘adoptéed and the results are presernted in sectwn 5 T-lesults based on us*ng‘

reduced airport ‘capacities are presented in appendi%’a.
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1%

Time After
Failure
(Minutes)

i¢

490

180

TABLE 3. SUMMARY OF EVENTS FOR MODELING ACF FAILURE

All Airports

ZNY Airports

Departure "ZNY Inbound Departure Airport Arrival
Capacities Restrictions Capacities Rate: (AAR)
DAY 1

Shut Down(1/HR)

Turn On€l00%
(with EDCTs to
ZNY: APs)

TUrn Onéli00%
{(with EDCTs to
ZNY APs} :

EDCT To
ZNY
Airports

Shut Down{1l/HR)

Turn On8lo%*

Oon@20%*

Individual

Sector

Capacities
(Table 2}

Shut Down(1/HR) 100% for
MCF Airports

20% at PHL,
ABE, WRI, AVP,
RDG for opt 1

20% at RDG,
AVP for opt 2

Stay Shut Down

on@20%
(based on airspace
constraints)

On@is%- ,
(based on airspac
constraints) ;

DAY 2 (Same-as 180 Minutes)

DAY 3

on@100%

*% of baseline traffic flow rate

= 100% Capacity

On@100% Ong100%

On €10% of ARR
{limits air-
space use}

On €20%
{limits air-
space use}

On 835%.
{linits air-
space. use)



TABLE 4. ESTIMATED TERMINAL AREA CAPACITIES AFTER NY MCF FAILURE

(Short Term/Long Term)

Config. 1 — Conflg 2 4 Config. 3
N2 10/50% B 10/45/ -10/40%
ABE N/A > 10/45% . 10/40%
PHL N/BR . 20/25% . 20/25%
WRI N/A 20/25% 20/25%
AVP N/A N/A 10/40%
RDG N/A N/A : 10/40%

The low short term capacity value (10 percent) is a result of the
highly complex nature of the New York TRACON airspace.
Representatlves from the facilities involved judged this to be the
maximum capacity that could be handled by backup controllers not
familiar Wlth the details of the airspace. ,

3.5 CHANGES TQ THE NASPAC MODEL.

The NASPAC simulation, preprocessor, and databases were modlfled
for this study The followxng is a partlal list of changes
performed: ~

a. Modification of EDCT module to allow:Cancellatiéns.

b. MDdlflC&thn of EDCT module to exciude commuter fllghts to
New York from re091VLng EDCTs. :

c. Addition of the restriction boundary to the restrlctlon
database and Chanqe Restrlctlcn files.

d. Addition of New York satelllte airports to the model (ABE
AVP, RDG, WRI).

€. Modification of simulation code to han&le dynanlc changes
in sector capacity. :

fe Generation of a change alrportmcapa01ty flles for scenario
definitions. :

3.6 ASSUMPTIONS.

A partial list of design assumptions follows:

a. Airspace capacities for the post fallure scenarlos are
assumed to be reasonably accurate

b. Present-day (1989) demand, capa01ty, and ATC procedures are
modeled, unless otherwise statede~ - :
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c. ACF boundaries coxresponﬂ to current ARTCC boundaries.
d. Rer@utlng anﬁ dlvwralons are n@% mﬁdeled.

e, Eallure of an ACF. (MCF§,1S assumed to ooour at the peak
time to study a worst case Cmnarlar

£. VMC condltlcns prevall threugbeut the entire faliure ‘and
backup activation scenarioc. '
g. No simultanecus failures of both MCF and ACF aﬁé'assuméﬁu"

h.  ©Once the failure occurs, the fa01lzty stays dawn fmr the
duratlon of the sxmuiatlam, :

: i TﬁlS Stmﬁy examines C&pﬁ@ltj affects snly Other factors
: whlch may be involved in determining optlmai MCF size, such as
vsafety COHSldGI&thﬁ%, are QDt addressed. : :

4., METHODOLOGY .

4. l METRICS,

4.1.1 Delay.

Several measures of delay were collected during the simulation.
These included technical and effective delays. Technical delay
represents the time spent waiting for system resources. In the
NASPAC model, aircraft are cueued while waiting for reswurces such
as arrival and departure fixes, airports, and airspace. ‘Effective
delay is the difference between scheduled arrival time and actual
arrival time and reflects cumulative delays across flight legs

during the simulation period.

NAS~wide delay statistics were used to gauge effects of the various
failure scenariocs on the entire NAS. Delay and throughput were
neasured for the 58 major airports in the model, including the
three major airports in the New York ares, Philad@lghia, and the
satellite and reliever airports included in the proposed MCF
configurations.

Delays incurred at the restriction surrounding the New York ACF
boundary were tallied. Sector capacities were turned off during
the simulation, but sector throughput was collected.

4.1.2 cCancellations.

In the unprecedented event of a major ATC facility failure, many

flights would undoubtedly be canceled. In thekreal world, under

norral conditions, the decision to cancel a flight is based upon a
complex set of facteors including passenger demand, availability of
other flights, competitors’ actions, the 1ateness of the flight,

13



and the need to balance other cancellations. The NASPAC model does
not generally model cancellations.’ For the Chicago ACF study,
cancellations were implemented in the EDCT module of the
preprocessor and a 2-~hour cancellation time was used. The  same
algorithm and cancellation criterion were used in the present
study: flights delayed more than 2 hours during the simulation
were canceled. When a flight was cancelled, all subsequent legs of
the flight were cancelled as well.

4.1.3 Cancellation~Delay Equivalence.

In order to provide a common metric for comparison purposes, an
attempt was made to express cancellations in terms of equivalent
minutes of delay. The EDCT module was executed twice for each
scenario: once with the cancellation code and once without it.
The difference in total EDCT delay between the two conditions (with
and without cancellations) was calculated. (The total EDCT delay
is lower with cancellations in place, since the canceled flights do
not receive EDCTs.) The difference in delays was divided by the
number of cancellations to derive the delay-per-cancellation
estimate. The cancellation-delay equivalence is dependent on
capacity and other scenario-specific variables. Different
cancellation-~delay eguivalences result from the different
scenarios. This cancellation-delay equivalence was calculated for
each simulated day for every configuration and is shown in table 5.

While the 2-hour cutoff for cancellations is a simplification,
MITRE found in the Chicago ACF study that the cancellation-delay
equivalence did not vary much with the time at which cancellations
were invoked. The same factor was investigated in the present
study. EDCT ~runs ~were performed - on - the '~ MCF failure
Configuration 2, day 3. The following results were obtained.

EDCT delay with no cancellations: 353613 minutes of delay
EDCT delay with the following cancellation times:

Cancellation Cancellation-Delay

Time: Equivalence:

1 hour 668.6 min* (458 cancellations, 47374 min)
2 hours 682.2 min (378 cancellations; 95744 min)
2 hours 7034 min (304 cancellations, 139790 min)
5 hours 729.3 min (199 cancellations, 208478 min)

*min = minutes

* .Cancelletions will be implemented in release RZ.
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TABLE 5. CANCELLATION-DELAY EQUIVALENCE BY SCENARIO

Tay

ACF Failure

o

Conflg 1 3 3
Day / ) ' k \\
, 612 minutes 641 minutes 641 minutes
1 ‘ ~
2 717 minutes 691 minutes N 691 minutes
3 764 minutes i iid ——
MCF Failure
Lonfig L 2 S 3
523 minutes 516 minutes 516 minutes
X . .
2 556 minutes 616 minutes 635 minutes
2 576 minutes 682 minutes 638 minutes

/
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These results support the finding that cancellation delay
equivalence does not vary much when the cancellation threshold is
increased. There is a modest positive correlation between the two.

4.1.4 Conmmon Metric.

"Total System Delay"™ 1is used as a common metric for comparison
purposes. It is calculated using the following formula:

Total System Delay = [System Technical Delay + Total EDCT Delay +
(Cancellation~delay Equivalence X Number Cancellations)]

4.2 ESTIMATION OQF AIRSPACE RESTRICTIONS.

The reduction in airspace capacity was modeled as an inbound
boundary restriction. Depending on the configuration, the inbound
boundary restriction surrounded a specific area of the ACF or MCF.
The three separate MCF configurations analyzed in this study
resulted in three sets of restriction boundaries.

Using a restriction boundary models the delays incurred by an
aircraft entering the failed airspace; however, it does not model
the arrival delays incurred by aircraft operating totally inside
the airspace boundaries. It was assumed that the error associated
with this limitation is small.

The flow rate across the restriction boundary varied according to
the individual sector which abuts the ACF boundary, corresponding
to the capacities in table 2. Flow rates used in the MCF failure
were based on the capacities shown in table 4. These capacities
were estimated by operational ©personnel from the affected
facilities. Though flights are more likely to be vectored, slowed,
or put in a holding pattern, for modeling purposes the flights
wererestricted or held at the ACF boundary. This is an inherent
limitation of the NASPAC model. Arriving aircraft within the
failed airspace at the time of the failure were allowed to proceed
and land. En route aircraft crossing the failed airspace were held
at the boundaries of the failed airspace. Airborne aircraft within
the failed airspace were allowed to exit.

The initial step in the development of the airspace restriction
boundary was to establish a baseline or prefailure (normal
conditions) maximum hourly throughput for each restriction line.
This was accomplished by allowing an unlimited number of aircraft
to fly across a restriction line.  The simulation was run and the-
maximum hourly throughput, or flow, measured in terms of aircraft
per hour, was recorded. This value was then translated into an
average spacing value (minutes in - traill between aircraft). - The
baseline spacing value was obtained by dividing the maximum hourly
throughput for the restriction line into sixty. This value was
then multiplied by the percentage restriction value to obtain the
restriction flow or service rate for the restriction segment.
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The ACF airspace boundary was modeled using 15 restriction
segments. The restriction extended from ground level to 60,000

feet. No restriction segmnent existed where the New Kmrk'MCEk 

boundary adjoined the Capitcl MCF boundary. It was assumed that a
corridor existed betweén the twm adjacent MCFs to allow tower en
route traffic. :

The MCF airspace configurations were alsc mnmodeled using
restrictions. Figure 2 shows the approximate airspace boundary of
the varicus MCF configurations.

4.3  COMMUTER FLIGHT EDCTS.

Commuter flights were exempted from yeceiving EDCTs. This was
based on the assumption that commuters will choose to fly under VFR
through the failed airspace on a VMC day. Also, for the ACF
failure, the contiguocus MCF boundaries would allow many commuters
to circumvent the failed airspac9 Exem@tlnq commuters from the
EDCT progranm also mitigates the effects of canceling all subsequent
fiight legs of an itinerary that follow a canceled flight leg.
This limitation in the model unfairly reduces commuter traffic
loading since regional airlines f£ly back and forth several times

each day between the major airport hub and small outlying airports.

A sensitivity analysis was performed to investigate the impact of
not issuing EDCTs to commuters. Simulation runs were made for the
first 2 days of failure for Canflguratlen 1 with and without EDCTs

to commuters. For the ACF fallure,;lssulng EDCTs to commuters
resulted in a 3 percent reduction in technical delay on day 1 and
a 10 percent reduction in technical delay on day 2.  This was

offset by the increase in cancellations: 10 percent for day 1 and

13 percent for dav 2. When the ﬁelaywequlvalenc@ value was
factored into the analysis, the overall impact was an increase in
delay of 3 to 4 percent when EDCTs were issued to commuters.

For the MCF failure, issuing EDCTs to commuters resulted in a 6
percent decrease in technical delay on day 1 and a 10 percent
decrease on day 2. Cancellaticns increased 10 percent and 12
percamt respectively. Factoring in the delay equivalence resulted
in an 1ncrease§ delay of a@pr@x1mately 1 percent.

Exempting commuter flights from receiving EDCTs resulted in fewer
cancellations, smaller ground delay, and a cerr@spcndlng 1ncrease
in technical d@lay, System technlcaz ‘delay increased since there

was an increase in demand (i.e., the commuter £lights).  The
increase in technical delay was relatively greater for the MCF
failure scenarios than for the ACF failure scenarios. This is

attributed to the ACF modeling technique. The ACF restriction
boundary was drawn so that the terminal areas representing the
proposed New York MCF  adijacent to functioning airspace were not
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 FIGURE 2. TRACONS COMPRISING POSSIBLE NY MCF
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receive delays. This was an attempt to model the contiguous MCF
boundaries in the northeast corridor. Some portion of the commuter
flights (ideally, all of them) were, therefore, not subject to this
source of delays for the ACF failure.

For the MCF failure scenarios, the commuter flights exempted from
EDCTs were, without exception, subiect to delays at the New York
alrports impacted by the MCF failure. Therefore, little difference
was expected between the total delay for the MCF failure with or
without EDCTs issued to commuters. The additional cancellations
should balance out the smaller technical delay. A difference of
less than 1 percent was found. Ideally, the simulation should have
been modified to more accurately model cancellations for commuter
flights, Dbut the sensitivity analysis indicates only minor
differences resulted in any case.

4.4 ~CONDUCT OF STMULATION AND STOCHASTIC CONSIDERATIONS.

Three simulation rung are reguired for each scenario =~ one run for
each day for a 3-day period. Each scenario models 72 hours of real
time. Each scenario consists of a failure type (ACF or MCF) and
one of three possible MCF cornfigurations (each configuration having
a unique set of TRACONs). Table 1 gives the scenario definitions.

Repeated trials were conducted to account for the presence of
stochastic elements in the simulation. §8ince this study assumed a
VFR day, a major source of variability was eliminated. Stochastic
elements in this analysis are aircraft en route flight times,
assigned route (from Host-Z data), and the unscheduled VFR general
aviation and military demand. Previous analysis of stochastic
variability (with the components modeled in this analysis) has
shown that the results normally differ by no more than 5 percent.
Examination of the multiple runs in appendix ¢ shows this
observation holds true for ftthis study.

A recent MITRE briefing on "Number of Runs Analysis" stated that "a
99 percent confidence interval (CI) for system-wide technical delay
requires three runs” [47. If analysis is by airport then the
number of runs reguired is much larger (92 for a 95 percent CI; >11
for a 99 percent CI). MITRE has suggested making at least three
runs with additional runs performed until reasonable confidence
intervals are obtained for output metrics of interest (e.g., more
runs are required if presenting results by airport). Where the
size of the difference between scenarios is of primary interest and
not the value of the metric, then the number of runs need not be as
extensive as specified above. The MITRE analysis included pushback
delays as one of the four stochastic elements. Pushback delays
were not included in the current study.

System technical delay is the key metric for this study with the
primary objective to differentiate between the MCF configurations
modeled. Three runs were made per scenarico. The EDCT delays and
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cancellations within the same scenario are not affected by the
stochastic elements. The difference in total system delay between
Configuration 1 and Configuration 2 far exceeded the stochastic
variability among the stochastic runs for the same configuration.
This reduced the need for an excessive number of runs to produce
reliable results without major concern for statistical variability.

5. RESULTS AND CONCLUSTIONS.

5.1 SUMMARY OF RESULTS.

System-wide delay wae compared among the different MCF
configurations for each type of failure. Multiple runs were
performed and the average technical delay was recorded. Table 6
shows the results of the New York ACF failure across each of the
MCF configurations. Table 7 shows the results of the New York MCF
failure. These data show EDCT (ground) delay ‘in minutes; the
number of cancellations, and system technical delay in minutes.
The system technical delay is the total of terminal delay (arrival
and departure), delay incurred by standard in-trail restrictions,
and the delay encountered by ailrcraft at the New York ACF or MCF
airspace boundary. These data are combined in the common metric
"Potal System Delay® defined in section 4.1.4.

Table 8 is a "Decision Table" which presents the "Total System
Delay" over a 60-day pericd. Since the MCF failure does not return
to 100 percent of its original capacity within the time period
modeled as does the ACF failure, an extended time period is used
for comparative purposes. Only 3 days were actually simulated for
each configuration, so the 60-day totals represent the sum of the
Total System Delay for days 1 and 2 and 58 times the Total System
Delay for day 3.

5.2 DISCUSSION OF RESULTS.

For the ACF failure, expectations are that delay should decrease
when more TRACONs are included in the MCF. Results confirm this.
The general trend for total system delay across configurations (for
each day) is downward. Examination of day 2 for Configurations 2
and 3 shows an increase in the system technical delay in comparison
to Configuration 1. The key factor appears to be the inclusion or
exclusion of the Philadelphia TRACON in the MCF configuration.
Since Philadelphia ig in the MCF instead of the ACF in
Configuration 2, the EDCT program was not invoked. As a result,
the number of cancellations between Configuration 1 and
Configuration 2 is reduced dramatically (723 cancellations to 458

cancellations). Since Philadelphia traffic is not metered by EDCTs
the additional traffic loading and stochastic arrival pattern
results in increased system technical delay. Factoring in

cancellation-delay equivalence and EDCT delay yields the expected
results.
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TABLE 6. SUMMARY ACF FAILURE DELAYS

ACF Failure
Config i ‘ 2 3
Day / o \
238502 min T.D. # 240097 min T.D, ® 139019 min T.D, ¢
319 Cancellations 146 Cancellations 346 Cancellations
29138 min EDCT Delay 20593 min EDCT Delay 20555 min EDCT Delay
i Total**=462869 Total¥*=418376 Total**=417260
3106175 min T.D. * 339084 miﬁ 'f:f}. & 32’?53? mm ‘T:B, %
733 Cancellations :3»53 Saﬁf&ii&imns 458 Lﬁﬁ?&l!ﬁn!}ﬁﬁ
Total**=908912 Total**=714587 Total**=703022
184743 min T.0. * 36638 min T.D. * . .
265 Caneeliations @ Cancelletions 96428 min TE‘}‘
3 21429 min EDCT Delay 108 min EDCT Delay 8 Cancellations
Total**=338632 Total**=96738 Total**=96428

* Technical delay averaged over four stochastic runs

*5Total = Technical delay + Cancellation delay equivalence (612 - 764 min depending on scenario x number
cancellations) » EDCT Delay
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 TABLE 7. SUMMARY MCF FAILURE DELAYS

MCF Failure using restriction jboundary

Config 1 ’ 2 N 3 R
Day ' T ’ .
340269 min T.D. * 358748 min T.D. ¢ 358766 win T.D. *
375 Cancellations 444 Cancellations 444 Cancellations
13426 min EDCT Delay 24217 min EDCT Delay . 24404 min EDCT Delay
1 Total** = 549820 Total ** = 612069 Total** = 612274
747626 min T.D. ° | 852889 minT.D.* 844140min T.D.*
982 Cancellations | 1212 Cancellations | 1212 Cancellations -
2 28999 min EDCT Delay 54594 min EDCT Delay | 55137 min EDCT Delay
Total**= 1322617 Total**= 1654075 | = Total**= 1668897
224648 min T.D. ® 323041 min T.D. * © 313809 min T.D,
3 12'5'Canc'e']lazlcns ‘ , - 378 Cancellations : 464 Cancellations |
61708 min EDCT Delay - 95744 ‘ﬂfin EDCT Delay 96251 min EDCT Delay

® Technical delay averaged over three stochastic runs

#6Totsl = Technlical ;,delﬁya?émge + Caneeliation déla’j'equiva]euce 5 16-688 min depending on secnario x number
o ' ‘cancellations)+ EDCT Delay
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TABLE 8. DECISION TABLE

. al a2 a3
Action
Implement Config1 Implement Config. 2 Implement Config. 3
Rando
Event
o 1 22,657,085 minutes * 41,507,842 minutes * 44,580,107 minutes*
MCF
failure
9 ,
2 21,012,446 minutes * 6,743,767 ‘minutes® 6,713105 minutes®
ACF
failure
* Delsy : Total System Delay®® for Day 1+ TSD **for Day 2 + (TSD®*?for Day 3) #58
@% Total Systern Delay = Tatal System Technical Delay + EDCT Delay +
(Number of C lations * Cancellstion-Delay Equivalencs: for each scenario)
Totals: 43,669,504 minutes 48,251,609 minutes 51,293,213 minutes
MCF/ACF Ratio: 1.08 6.15 6.64
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There is little difference in total delay generated during the ACF
failure for Configurations 2 and 3. The MCF Configuration 3
1ncludes two additional TRACONs - Wilkes-Barre (AVP) and Readlng .
(RDG). For Canflguration 3, EDCTs were not generated for these
airports during the ACF fallureo' As a result, EDCT delays. decrease’V
as expected. Cancellations remain. unchanged since no flights
destined for these alrports were ever delaved more than the 2 ‘hours
required for cancellation. Due to the low traffic demand at these
airports, system technical delay did not appreciably differ.

For the MCF failure, expectations were that delay should 1ncrease7
when more airports are included 1in the MCF. This holds true
between Configurations 1 and 2. The dramatic increase in delay'and
cancellations between Configuration 1 and Conflguratlcn 2z 1s,
primarily a result of having Philadelphia included in the MCF in -

Configuration. 2. The high traffic demand and low capa01ty
fcllowing an MCF failure adversely impacts the system, dramatically
increasing delay. Examination of table 4 also shows that the

restrictions for the Philadelphia and McGuire airspace are more
limiting than for the N90 airspace (45 percent versus 25 percent).
For configuration 2 the PHL and WRI restriction boundary becomes

the area boundary and throughput into N30 airspace from the south e

is restricted by 25 percent -- not the 45 percent seen in
Configuration 1. :

The magnitude of the delay associated with an MCF failure far
exceeds the delay incurred with an ACF failure. This is a function
of the input parameters chosen for the study. The initial limiting
capacity following an MCF failure is 10 percent of the baseline
traffic flow and does not improve at the rate seen with an ACF
failure. TRACONs within the MCF are not assumed, within the time-
frame modeled, to return to 100 percent capaczty In fact, they'
never reach more than 50 percent of thelr orlglnal values.

Table 8 is a "Decision Table" and tabulates the delay over a 60 day
period for each configuration. If the assumption is made that
either an ACF or MCF failure is equally likely, then MCF
Conflguratlon 1 is the most logical choice. This selection can be
justlfled u51ng several different d601s10n criteria.

One approach is to evaluate the results shown in table 8 using the
pr1n01p1es of game theory. In game theory, players seek to
maximize the damage they can do to the opp051nq player and minimize
the damage done by their apponent. It is also assumed that the
outcomes and knows the chclces made by his oppcnento' In this
51tuatlon, the best defensive strategy is to choose the option that
minimizes the maximum damage that can be inflicted by the opponent.
This theory, when applied toc the current case, means that the
defensive player chooses the MCF configuration that will minimize
the maximum damage that can be done. (If a terrorist had a choice
between creating an ACF or MCF failure, he would choose the one
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that would create the most damage ~ maximize the delav.) . The
defensive strategy is to first identify the worst case for each

conftquratlsm {for each conilguratlon, identify the worst outcome
in the event of a fallure) and then choose from among these the

configuration that has the lowest delay. In effect, choose the
conftquratlon that prevents the opponent from doing the most damage
—< minimax principle. Examination of table 8 shows that the worst
case for each configuration is always the MCF failure. Since
, Connguratlon 1 (Ngﬂ airports only) minimizes the impact of an MCF -
failure, the mlnlmax strateqy suggests thls as the logical choice.

Another decision methad is to simply sum up the delays for each
connguratlon ‘and  choose the configuration with minimum total -
delay. Examination of the totals at the bottom of table 8 again
kresutts in choosing Cenflgufatlon 1. Other criteria can' be used
(e.g., expected value, etc.j. Tables 6, 7, and 8 should provide
sufficient information for analytical based decisions.

5.3 CAVEATS

The results of this analysis must be znterpret@d in th@ ilght ka
the. assumptlons and parametars used in the analy81s.~

a. The results are vary sen81t1ve to the 1nput pafameters
deflnlng the airspace ‘capaci .ty. These parameters resulted in the
MCF failure belng more severe than the ACF failure. The values
used are the result of coordlnatlcn among FAA field, headquarters, :
and FAA Technlcal Center pe}sonnel : : O

2b. The modellnq appr@ach> dld not - 1nc1ude reroutlng and

le@fSlOnS._;' The ~delays 1ncurred at the alrspace boundary}*'

1mpact of the rerautes and dlverSLOns whlch w&uld llkely eccur
after a fa:s.lure° , :

C. Fllghts t@tally within the airspace houndary 1ncurred no
arrival delays. This includes aircraft flights inside the airspace
boundary at the time of failure. The error induced by this
assumption is believed to be negligible. :

d. This analysis considered only VMC weather condltlons with
all airports operating at or near their maximum capacity. It is
assumed that reduced IFR capa01tles associated with alrpart&
cutside the ACF would result in a reduced rate of aircraft entering
the New York ACF before a failure. -~ This would reguire a less
severe EDCT program to protect the airspace after failure. The
overall effect of an ACF failure with New York area alrports under

IMC is unknown. Results may be better or worse than the case
analyzed.
e. Flights which received more than a 2 hour EDCT delay were

canceled in the simulation. The model currently does not have an
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algorithm that takes into account the various factors used: by the
airlines in deciding. which flights to cancel - passenger 1oad1ng,5
destination airframe requirements, crew rest requirements, airline
~schedule, and competltors’ schedules. Furthermoregiwhen a flight
was cancelled, all subsequent legs of the flight were cancelled as
well.  This is an additional simplification which wmay
(unrealistically) compound the effects of thQVCancellatlons o

: £,  Results are : sensitive to  the : cancellatlon-delay
equivalence value used to generate ‘a common delay metrlc.

ﬁ5.4,~CONCLUSIGNS,1

The results Lare con51stant wlth expectations, based‘ on the
assumptlens and: parameters used in the model. - The'tfelléwing
conclusions can be drawn from analy21ng the data,, ‘ e

Under the current constralnts and assumptlons and sclely on the
basis of wvulnerability to failure, N90 represents the ﬁptlmal
conflguratlone

The major dlfference between conflguratlons is attrlbutable to the
1mpact of traffic 1oad1ngs at Philadelphia. It may be desirable to
examine other MCF conflguratlmns whlch,do not 1nc1ude Phlladelphla.
The consequences of an MCF fallure appear to be mora catastrophlc
than an ACF failure. ©On the ‘second day, total delay is nearly
three times greater fﬁr the MCF failure than for the ACF failure.
This is due to the low alrspace capacity of 10 percent after the
MCF failure. Moreover, the effects of the MCF failure per51st for
the longwterm (greater than 3 days post fallure)g whereas, the ACF
returns to normal capacity levels by the third day. Therefore, 1t
is recommended that future facility planning in the New York area
should take into consideration the relatlvely greater impact of an
MCF failure. Consideration should be given to the factors or
conditions that generated the llmltlnq capac1ty values used 1n the
MCF fallure ana1y51s,
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APPENDIX A
SUMMARY RESULTS BASED ON MODELING MCF FAILURE WITH
ATRPORT CAPACITY LIMITATIONS






Day

MCF Failure using Airport Capaity Restrictions

Config 1

(10% capacity)

e

403914 min T.D. #

375 Canceliations
13426 min EDCT Delay
Total** = 613465

418744 min T.D.*

444 Cancellations

24217 min EDCT Delay
Total ** = 672065

.

358766 min T.D. %

444 Cancellations
24404 min EDCT Delay
Total** = 672429

869953 min T.D.®

282 Cancellations
28959 min EDCT Delay
Total*¥= 1444944

890831 minT.D.*
1212 Cancellations
54594 min EDCT Delay
Total®**= 1692117

892482 min T.D, *

1212 Canceliations
55137 min EDCT Delay
Total**= 1717239

229854 min T.D. ¢
125 Cancellations

Total**= 363562

-

61708 min EDCT Delay

266879 min 7.0, *

378 Cancellations
95744 min EDCT Delay
Total**= 620419

302661 i T.D,®

464 Cancelintions
96251 min EDCT Delay
Total**=718144

)

* Techmnical delay averaged over three stochasiic runs

*3Total = Technical delay average + Cancellation delay equivaieaée {5166%3

min éepen@iiag on secnario x number
cancellations)+ BDCT Delay



al a2 a3l

Action : o
Implement Config 1 Implement Config, 2 Implement Config. 3
Rando : , : o o
Event
V] 1 23,145,005 minutes * 38,348 484 minutes *", o , 444,042,020 minutes* '
MCF o . |
failure
21,012,446 minutes * 6,743,767 minutes® - 6,713,106 minutes*
ACF o
failure
« Delay « Total Synemm Delay*® for Day m TSD **for Day 2 + ‘d’sDﬁfor Disy.3} 58
= Totsl System Delay = Totsl System Technical Delsy + EDCT Delay + - ,
: - (Wumber of Cancailations * Cancellation-Delay Equivelenicr forsach scenatio)
Totals: 434,157,451 minutes 45,092,251 minutes 150,755,126 minutes
VICF/ACF Ratio: - LIO R 5.69 SR W 6.56

DECISION TABLE : DELAYS OVER 60 DAY PERIOD |
(MCF FAILURE MODELED USING REDUCED AIRPORT CAPACITIES)

A-2



APPENDIX B
SUMMARY RESULTS BY NEW YORK AREA AIRPORTS






Summary Results By New York ACF Airports

{ACF Fatlure)
- Config. 1 Conflg. 2 Config. 3
/ Ewe 20478 LY I ag8e3
K #1978 23174 22033
LGA 11119 11176 11094
H?N 5007 583% o . 5062
ISE 457 o 4099
2R 1673 1679 it
Day 1 PHL 11053 2533 48
WRE 7 i X
ABE ; 228 141 Lo
’OG § i6 ;
AVP k7 34 “
RESTRICTIONS® 4321 50278 53389
EWR 43433 48050 ‘ 48320
K 3z 3052 , 2959
LGA 12868 16437 16322
[t gy 1393 3838 1335
5P é‘iz‘: : sg9 : 638
TERE %6 776 : 221
f’j Day 2 PHIL 5377 771 3528
WHE % % i
ABE 137 84 , 80
RDE T . .
AVE 429 71 S 156
RESTRICTIONS® 119931 147799 148017
EWR 3743 3891 3962
FK 961 1353 1352
LGA 2853 3087 3165
HPN 623 126 234
: ISP 308 ‘ 165 159
TER 144 155 154
. Dey 3 pHL 17189 875 e:
WRI Et} i ‘ 1
ABE 95 1§ it
RIDMG 155 11 i
AYP 38¢ 128 s
K RESTRICTIONS® S989 5930 5844

3 ¥nlure nee I minutes s ?e(kg!ra! ik!sy averaged syer all rens

© hebuy Incurred wt MOEF baunds
7 g




-8

Summary Resulbls By Mew York ACY Airports

{(MCF Failure)
Config. 1 Config. 2 Config. 3
/ EWR 44918 44648 45631
CIFK 65960 65726 65897
TLGA 3491 24608 S 25057
HPN . 18z y 15404 : 13416
ISP 13328 R © 25057
U TEB e L 41D : 4199
Day 1 . PHL T B k73 ; 1455
’ W o t e
ABE , ) : ¢ ' i 89
RDG e R e S e
CAVP SRR | ‘ 61 85
_RESTRICTIONS® 71382 87450 o8BI
EWR ‘ 93001 97467 R VA
IFK 41734 1 488 o s2Ms
LGA ; L %0149 - %0530
HPN : - 84804 . 83238 S B8
ISP : 85414 . 85835 o 86048
Dayz TR | s | sase s
: PHL onn 921 1059
WRI SR | , ' 3 3
CABE. 301 B 394 ; 526
RDG s 137 : 303
Ave B T w6 o aan
RESTRICTIONS® I R L) L 282789
CEwWR o 1esse 48373 T 83199
IR : , 706 1604 : 1601
CLGA 5854 . BBe4 : CR3Mas
:‘HPN' . ‘ : ’555 i : 742 S %8
) i’sp ‘ ’ ‘ i i &40 i : 3%
g ' 168 ST Y 178
Day3 , ;ﬁi,, ,7 (S 7L o T L 806
CwRi B AR T N . 3
ABE L1 iy b i 1)
CRDG , ' 1 R o
AP e 34 198
\ RESTRICTIONS® Ea X | S ETEE 1wy

+ Yalues are In minutes of Technival Delny averapged aver all vuns

* Peloy incurred ot MOF bopnday




APPENDIX C
SYSTEM TECHNICAL DELAY STOCHASTIC RUNS






Day 1

Day 2

Day 3

Results with different Random Seeds (ACKF)

Config.1 Config.2 Config.3
TotSys. Tech.Delay Tot.Sys. Teck Delay Tot.Sys. Tech.Delay
Run 1: 240715 Run 1: 246420 Run 1: 240390
Ran 2: 257415 Run 2: 240518 Run 2: 238516
Ren 3: 237378 Run 3: 246113 Run 3: 238603
Rea 4: 238500 Run 4: 239337 Run 4: 238568
Tot.Sys. Tech.Delay Tot.Sys. Tech.Delsy Tot.Sys.Tech Delay
Res 1: 308277 Res 1: 335245 Bur 1: 335232
Run 2: 316105 Rua 2: 339708 Ru 2: 325528
Rus 3: 309501 Run 3: 336625 Run 3: 321202
Rus 4; 312815 Run 4 344768 Run 4: 328547
;ﬁfﬁ;@;ﬁ” Tot.Sys Tech Delay Tot.Sys. Tech Delay
o 2 ifs31s g;’m’ 1: 67607 Rma i 9‘7323
Run 3: 113755 Rus 2: 96283 s

et Ruw 3: 96215 Run 3: 96003
Rus 4 113972 Rua 4: 96415 Run 4: 96283




$8000/190-0§ - 1661 1ID1EIO INELNINS LNFWNEIAGD ‘BT12L

Results with different Random Seeds (MCF)

 Config1 Config.2  Config3
Tot.Sys. Teck Delng Tot.Sys.Tech Delay Tot.Sys. Tech Delay
Dayi| Bus 1. 343@&? Raa 1: 359450 - ‘?Resg 1: 362093
Run 2: 348529 Run 2; 357946 Run 2: 358041
Ren % 338360 Run 3: 357264 Rus 3: 356164
TotSyn.Tech Delay Tqa;sj-s.‘tee%;%y Tm.ggg:reicé.&gy
Rua 1: 758506 Ran 1; 854064 Run 1: 844034
Day 2 Ren 2: 742621 ~ Rum 2: 8360738 Rea 2: 844835
Rus 3; 749758 Hun 3: 536882 Rea 3: 844352
szg‘;} elay Tot.Sys.Teck Delsy " Tot.SyeToch.Delay
Day 3 B 2' 233612 " Rum 1 295118 Reus 1: 313658
;"’1 3 227748 Run 2: 296399 Res 2: 314114
ua i Rus 3: 295994 Ben 3: 313633
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