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This report analyzes selected ~dware enhancements that could improve 
the performance of the 9020 comp.uter systems,_ which are used to provide en 
route air traffic control services. These enhancem~nts could be implemented 
quickly~ would ·be relatively inexpensive, and would provide a. solution to 
the short-terJ!l but not the lonq-term problems that the system faces. 

Three memory enhancements are discussed. First, the storage element 
(SE) memory boxes could be replaced. Second, the memory stacks in the SE' s 
could be replaced. Third, the memory stacks in. the input-output control 
elements (IOCE's) could be replaced. Three processor enhancemants are 
discussed. First, the processors in the col116).1te elements (CE's} could be 
sped up. Second, the processors in the IOCE's could be sped up. Third, 
the CE's could be replaced.f j .f_ .. .,.;· .. 

Each enhancement is des~bed and then critically discussed in terms 
of its advantages, risks, cost, 'schedule, and transition. Special attention 
is given tQ .the potential short-term problem areas of I/O capacity and 
bandwidth; memory capacity and bandwidth, and processing capacity. The 
ways that the FAA might combine the e~cements to deal with these 
problems are discussed. 
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Introt!uction. 'l'he . !edaral Aviation Mldn.istration is nov eouic!ering · 

ways thAt the 181 9020 ccaputer eystau, which are ued to provide ea route 

air traffic control Hrvices, can be upvrac!ed or replaced. The purpoH of 

this ·report is to CJi• a ~hmgh disccasion of 80118 hardware enhanc ... nts 

that could be adopted to upcJrlide the ayatea. '1'he en.haneeaenta diacusHd in 

this report fall into the category of actiona that could be taken quickly, 

would be relatiftly 1118Xpenaive, and voald provide a solution to the 

short-tam but not the long-tem probl-• that the syst• faces. 

There are th~ prilu.ry ehort-tem probl_.. that the 9020's face. C'l'his 

report is concerned with two versions of the 9020'•• the 9020A and 902001 

the.re are ten of each in the field. ) Pirst, there are potential IiO 

probleaa in the areas of bandwidth and device speed for both the 9020A and 

the 90200. Second, the~ is insufficient ~~~&in aemoey in both the 9020A and 

9020Dr .areover, the 9020A has a problea in the area of JDeJIOey bandwidth. 

Third, the 9020A has insufficient processinq capacityr the 9020D has no 

problea in this area. In short, these I/0, JBeDIOey.- and processinq·capacity 

problems fora the context in which any enhaneeaents are to be judged• 

'l'his report deals with three memory enhancement and three processor 

enhancements. Each enhancement is discussed with respect to its 

description, advantages, risk, cost, schedule, and transition. 

· Mellory enhancements. The first ~~eaory enhancement is to replace ~e 
.'-I 

9020 amoey boxes, also called storage elements (SE's), with new boxes 

containinq state of the art aeaory. This enhanceaent has two main 

features. First, each system would have en011qh melllOry ao that all proqraa 

eleaents and data would be resident in 111ain aemory (with soae minor 

exceptions). Second, the speed of the 9020A's memory would be siqnificantly 

increased. These features have numerous iaplications. Because all proqrams 

and data would be resident in aain aemory, bufferinq would be virtually 

eliminated. This would decrease I/O activity by 30 to 50 percent, and this 

would take care of the potential I/O problems. Moreover, havinc.r en011qh aain 

memory to hold almost all proqram elements and data would also take care of 

vii 



.the ~ry probl-•· 'lhenfore, this one enhancaent would take care of 

both- the potential I/O and -.orr prohl.elu· Since the .. are t'- oftly 

probU..·facecS by the 90200, thir; 0110 enhanceaant 1a sufficient t:o cSeal with 

the 9020D' • probl,eae. 

'l'h1a enhancesent aleo dlaal.a ac:aevbat with the 9020A's procesainq 

capacity probl_.• '1'he eUwiMtion ot buffering and the deer .... 1A -..cry 

interference due to the faster ..ory would illprove the 9020A' s processing 

capacity by at least 20 percont and perhaps by a• rauch as 60 P.rcettt~ 

Further 110delin9 of the 9020A system will be neces.ary ~ore this utim&te · 

can be made more precise. c•Proceaaing capacity• in this report is taken to 

aean the size of the peak it>affic load that the system can handle·) . It the 

incre&M in 9020A processing capacity.yielded by this enhanceaent .is 

considered adequate, then this enhanc ... nt deals with all the problella for 

both the 9020A and 90200. 

In addition to dealing with these problems, replacing the aeaorr boxes 

yi.elds three other advantaCJeS. Firat, beca1111e there is enouCJh· aain .e.orr 
to hold all progr&lll eleaents and data, software maintenance will be aade 

much easier. Currently, the need to deal with the memory constraints 

greatly complicates and adds to the expense of software· maintenance~ It 
. . . 

could turn out that by <.ta&iDCJ software aaintenance this enhan:--.ent conld · 

quickly pay for itself. 

Second, functional enha:u:~nts can be added to the system once the 

111811101'7 constraint is lifted. That is, there a:Ce plans to ad.i further 

capabilities to the system, but these plans are beinq slowed by the 

difficulties imposed by the l.illlited_ llll!!llll01Y• With sufficient 111e1210ry 

available, t:h.ese functional enhancements can be implemented JROre. quickly. 

Thi.rd, system reli.lbility will increase since the new, modern technolo'lJ' 

memory units would bo more reliable than the old. 

The cost of replaCillCJ the memory boxes at the 23 9020 sites is estimated 

to be $8.2 million. Once the FAA places the order for the memory units, 24 

months will elapse before the memory replacement is completed at the first 
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six aites, and 38 DOftths will elapH before t:ha MIIOry replacaeent ia 

coaplete4 at all sites •. 

'l'bis enhuc_.nt .b&a virtv.ally no risk. '1'he technical rbk is ~~inial 

since the ...-ory units bein9 purcb&ae4 are ~urly standard •114 since there 

is experience with siailar replac ... nts. · 1he financial risk is ... 11 since 

at least six firtU a.z:oe expecte4 to bidr ·thus, there ahou14 be sufficient 

COIIIP8tition to keep the price down· 

The tr&Mition when the new unite are inatalle4 ia expecte4 to .be .-ooth 

since . no aajor changes are anticipated. 'l'he ayatelll downtime when a 11e110ry 

unit ia inatalle4 ia estblate4 to be two hours. 

"1'he aecon4 llle!IOJ:Y enhanceaent ia to replace not the enti:r:e IUIIOry boxes 

but just the aemory stacks in the SB'ar the aemory stacks are the components 

of the BE's. that actually hold the data. Since :r:eplacinq the stacks would 

:r:esult in the same system perforaance as replacinfJ the boxes, this 

enhancement would deal with the 9020's problell8 and provide the saae three 

. advantages as the previous enhancement. 

There are five IIIAin differeftces between these two enhancements. Firat, 

repla-.:inq just the sta.ch resul.ts in a lower coat, i.e., $S.6 million v. 

$8.2 lllilli.on for memory box replacement, since only the stacks and not the 

rest of the SE must be purchased. Second, replacinq just the stacks is 

faster, i.e., the first six sites can be enhanced in 8 1110nths v. 24 1110nths 

for memory box replacesent, since only the stacks IIUSt be desi9'fte4 and 

fAbricated. "l'hird, the physical installation voul.d be easier with stack 

replacement ai.nce no recablinq would be required. Fourth, repla.cinq the 

stacks does not require that the decision on how mar.y sites are to be 

enhanced be made in advance, and it does not require long lead time parts, 

so it gives the FAA 1110re flexibility in decidinq how many centers to 

enhan~. Fifth, the Jleii'Ory box replacement would offer the advanta98 of 

being a unified design. 

The third memory enhancement is to replace the memory stacks in t:he 

·input-output control elements (IOCE's). This enhancement would allow 
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progrua'ei ... nta to be JaOV'ed traa the "9020ts. shared !MiaOry to the IOCJ:'s 

aemoey • and t.heae prof~J:aa el-.nts wool4 then be executttd by the IQCL 

!Urtber study of this enhaftc: ... nt will be needed before it can be Mi:d to 
what degree it will take care of the 9020'a probleaa1 it .. ..., likely# 

however, that it will iricre.ase the processinc; cap4city of the 9020A's by 

betw~Mn 10 a1'l4 30 percent. 'l'o iapl.,..nt this er .. UIUlc .... nt at the 9~20& and 

9020D sites v..Alld cost an estiaated $3.5 lllillionJ it 'WOUld take 8 iaonthlll to 

· enhance the first six sites• 

Processor enhance&aents. If it is decided that the ....,ry replacement 

does not provide a sufficient increaee in proce$ainq capacity for the ~020&~ 

then there are three processor enhancennta that alight be adopted to further 

incr~se the processinc; capacity. 

T.be first processor enhancesent is to ~ed up the processors in the 

9021')A compute eleaents (ct'.:J)• This enhancement consists cf ~placinq the 

two componentS of the CB that constrain ita speed, the local store and the 

read only store, with modern, faster com:ponents1 the CB would the~;..)& 

·retuned to take advan~ge of this taster speed. The gain in prc..cessing 

capacity provided by this enhancement (in conjunction with the memory 

replac&IIU!bt} is estimated to be between 25 and 100 percent. This 

enhancement is estimated to cost ~2.0 lllillion7 it CO'>lld be ~lemented at 

the first six sites within six months, providetl that faster 9020A me1110ry is 

in place. For this enhancement as well as for the other two CE 

enhancements, the system downtime during the transition ia measured in 

minutes. 

'l'he second processor enhance~~~ent is to speed up the processors in the 

IOCE's. This enhancement would be achieved just as with the CE speed-upt 

the only difference is that the IOCE' s internal memory would need to be 

replaced with taster memory. The gait> in processing capacity provided by 

this enhancement is estimated to be between 15 and 70 percent (where the 

basis tor comparison is the standard 9020A system) • The uncertainty in this 

estimate would be eliminated once the engineering prototype is completed an~ 

its performance is simulated. This enhancement is estimated to cost $1.6 
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llillion if iapl ... nted at the 9020A sit .. and $2.9 lllil.lion if blpl .. ntecl at: 

both tha 9020A and 90200 aitest it cOuld bl implemented at the firet alx 

aites Within 6 montha• 

With both of these firet t:-.o enhaneaenta t..iere i:l a question as to 

whether it will be feadbl, to retune the CB ao ·that ·the expected c;ain in 

pedom&Dee can be achieved. Current understanding of the CB is not 

suffieieat to say whether there is s011e coarplicated tiaing interaction that 

would prevent these enhancements tro. baing successful. It woul~ take about 

$125,000 and five 1110nths to determine whether these enhancements :&M 

feasible. 

'l'hi.r-5, U the speed-up proves infeasible or if it does not provide a 

sUfficient c;ain in perforunce, then the 9020A a• s could be vo;.laced by a 

c::capater in the one lllillion instruction per second class. 'l'hb enhancelle'ftt 

would provide an .. increase in processing capacity of between 100 and 200 

percent and is estimated to cost $15.6 million. It would take 24 months to 

enhance tbe first six sites. · 'l'he~a is virtually no risk assOciated with 

th.is enhant:elilent. 

Sum&ary• Table ES~l summarizes the aain characteristics of each of the 

six enhancements •. _ The first column shows the coat of the enhancement; the 

cost .is shown for implementing the enhancements at both tll.1 9020A and S020D 

sites or at just the 9020A sites, depending on ~at is relevant to each 

enhancement. The second col\'llln shows the increase !n processing capacity, 

and the t!Urd gives the estimated probability th&t this increase can 

actually be achieved. For example, the enhance111ent of speedinq tlP the 

processor in the 902011. CE in conjunction with one !>f the SE memory 

enhancements provide3 an increase in processing caFacity of at least 25 

percent with probability of 0.98, of at least SO percent with probability 

o.ss, and of at least 100 percent with probability 0.49. In order to lever_ 

the ~rtainity in then estimates, it will be necessary to obtain f~..her 

data ~ building an engineering prototype and to do additio~l simnlation 

modelin<J· This data-gaf;Jl~ring and modeling is also needed for des1gn 

purposes. The last column in the table shows how long it will take for the 

enhancE!IIIlent to be implemented at the fir9t six sites once the FAA has placed 
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TABLE SS-1: CHARACTERISTICS 0!' 'l'!!R :Sl:X ENHANCEMENTS 

Processini.caecit;t: 
1 

Probability4 
Schedule 

Cost Increase (first ~ix sites) 
Ehhanceu~ent (millions) (\) (\) {months) 

1· Replace SE A&D:$8.2 A: 20-60 100 24 
memory boxes D: 10-30 100 

2· Replace SE A&D: 5.6 A: 20-60 100 8 
memory stacks D: 10-30 100 

3. Replace IOCE A: 1.9 A: lo-30 100 8 
memory stacks A&.D: 3.5 D: 5-15 100 

4. CE Speed-Up :t A: 2.0 A: 25 98 6 
A: 50 88 
A: 100 49 

s. IOCE Speed-Up 3 
A: 1.6 A: 15 98 

memory stacks A&D: 2.9 A: 30 88 6 
A: 71} 49 
D: 10 88 

6. CE Replacement 2 
A: 15.6 A: 1()0- 100 24 

200 

1 . • 
J?rocessing capaci~y refers to the peak number of tracks that can be 
handled. This increase is relative t~ ~he standard 9020 configuration. 

2 A prequisi~e for this -enha,ncement is rellacement of either the memory 
boxes or the SE mentory stacks. The cost of this enhancement excludes the 
cost o~ the prerequisite: the increase ir processing capacity, however, is 
the· increase that would result from adopting both this enhancement and its 
prerequisite. 

3 A prerequisite for this enhancement is replacement of the IOCE memory 
stacks. The cost of this enhancement excludes the cost of the 
prerequisite;, the increase in processing capacity, ho,.ver; is the 
increase that wo1ll.d result from adopting both this enhancement and its 
prerequisite. 

4 These probabilities are best estimates based on a study of the system and 
on experience; they should not be interpreted as exact probabilities. 
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the order for the hardware• '.rhia tille does not include the time needed for 

design or !or buildinq a prototypih 

Solie of the ways that the FAA could corabine these individual enhanceillents 

into a COJIII)rehenaive strategy for dealinq with the 9020's potential ),)rohleas 

are illustrated in the siapllfied decision tree -in Figure ES-1.. The initial 

decision faced by the FAA is at fork 1 where the PAl. woul.d decide whether as 

a first step in upgrading the 9020 • s it would be better to replace the SB 

1118110ry or to upcJrade the IOCB' •· Suppose that the FAA decides tQ. replaee 

the SB raemory1 a ~her cho.ice not shown in this simplified diacp:aa is 

whether the SB llleiiiOry should be r;eplaced by replacinq the memory boxes or by 

:r:epl.acinq the memory st11cka. Since replacinq the SB aemory takes care of 

the memory and I/O problems and provides a modest increase in procesainq 

capacity, the PAA Llt fork 2 alght decide that nothinq else nee-is to be 

done. If, however, the FAA decided that more processini;J capacity is needed, 

it can speed up the proc.:,ssora in the 9020A CE's, thus arrivinq at fork 'J. 

(Not shOW!\ in this simplified diagram is the option of increasing processing . 

capacity by replaciaq_the CB's .• ) 

If the FAA is at fork 3 and decides that encugh processing capacity has 

been achieved, then it need do 1.1othing else. If, howevt!r, more proc.essinig 

capacity is desired, the FAA can upgrade the IOCE' s at the 9020A sites• 

(Since the SE memory replacement would take care of the 9020D's problems, 

there would be no need to upgrade the IOCE's at the 90200 sites.) Upqra<Ung 

the I<>CE' s means that the IOcE memory stacks are replaced and the IOCE 

pr~essors are sped up1 this simplified diagram does not consider just 

replacing the IOCE memory stacks. 

Suppose now that back at fork 1 the FAA had decided to upgrade the 

IOCE' s in~tead of replacing the SE memory. This places the FAA at fork 4 .• 

If the FAA decides that the IOCE upgrade provides all the needed 

capabilities, then there would be no need to do anything el.se. If the IOCE 

upqrade is not sufficient, then the FAA could further enhance the systeta by 

replacing the SB memory and s;,leeding up the processors in the CE' S• (Juat 

replacing the SE lllelllory at this stage probably would not be a good idea 

since. the IO'CE upgrade would have provided the system with suffici~nt 

memory.) 
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T.be estimated co•t o~ each strategy is shown in Figure zs-1. T.bia cost 

re~lec:ts the interactions between the various enhanc...nt:.a• Bach path that 

includes "Replace SB lleBlOry" has two costs depending on whether the lleiiiO~

stacka or the memory boxes are replaced. 

Depending on how auch processing capacity is needed, when it is needed, 

hov auch each enhancesaeat can p:rovide, and the coat, the FAA can select a 

path through this decision tree (or perhaps select one o~ the paths aedtted 

~rca this simpli~ied diagrut) and in this way de~ine a strat89Y ~or dealing 

with the 9020's potential problelll8• 

One all-important po!r.t that should be stressed is that the FAA will be 

in a rmch better position to decide what combination ~ enhanceaents should 

be adopted once the task o~ developing working prototypes o~ the various 

enhancements is COIIIPleted; only when the working prototypes are in hand will 

the FAA know which enhancements &r·e feasible and how auch they will 

contribu'.:e to system perfoJ:111Ance. Since the cost o~ developing the 

p:rotot~sls trivial ~ed to the amounts involved and since the 

prototype development is aritical for providing, the information needed as a 

basis for decisions, proceeding with the prototype development is an 

immediate step that can make a substantial contribution to dealing with the 

problems that face the 9020's. 
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1.1 PurpoM and Orqanization Qf this Report 

One of the aissiona o~ the Federal Aviation Adllinistration (PAA) is to 

p;ovide en route air traffic control services. To ~uUill this lliasion the 

FAA has placed at each air route traffic control center (AR'l'CC) a COIIpltter' 

syat• that supplies the infonaation that air traffic cont C"Ollers neech that 

is, these C!OIIIputor systeJu keep current the diaplays that o~hov the location 

and other characteristics of the aircraft being controlled, and they al80 

print th.e flight. strips that contain detailed information about e~ch 

flight• These ccaputer syet._ have been in place and supporting air 

traffic control (ATC) for about a decade and can be expected to provide 

eff~iw support for saee t:.iae to cClllle• These systl!!&4, however. will not 

last forever, and eventually they will need to be upgraded or replaced. 

The PAA is considering a number of steP&-~h~t Might be taken to improve 

the system. 'l'he~e steps range from minor tuning of the system to full-seal~ 

replacement. '1'he PAA is currently conductinq studies that exaa.tne the pros · 

and cons of each. step and how the various steps can be L.1..tted toqether to 

form a strategy specifyinq what should 'be done over the next twenty or 

thirty.years. 

'l'he purpose of this report is to discuss some hardware enhancements that 

can potential~y deal with the main problems that the en route computers face 

over the next ten years, that prollise additional advantages, that have a 

relatively small cost, and that can be quickly implemented. These 

enhancements fall into t~e two areas of memory and processor enhancements. 

Chapter 2 discusses the memory enhancements: 

• Replace the memory boxes, 

• Replace the memory stacks in the storaqe elements, and 

• Replace the memory stacks in the input-output control elements .• 
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Cliapter 3 discusses the processor enhalsce!Mt'ltsa 

• Speed up the proeeasora in the cc.pate eu.en.ts, 

• Speed up the processon in the input-output control eldleftta, and 

• Replace the ca.pute el..anta • 

Each 4mhanceaent ia disc:uased frca the following viewpoints. 

• Description of the enh&nceaen~: Wh4t ~ be rc:tplaced, :retuned, or 

otherwise changed? 

• Advantages: What are the potential benefits and what is the 

probabi.Uty that these benefits will actually be achieved? 

• coat: How much would this enhance~~~ent cost? 

• Schedule: Bow long would it take for this enhancement to become 

operational? 

•· Transition: What physical modifications would be ·necessary at each 

AR'rCC and how much system. dovntillle would the enhancement entail 1 

Chapter 4 shows how the individual enhancnaents can be cOlllbined into 

strategies for dealing with the potential problems. The rest of this 

chapter provides background on the current coaputer system. 

1.2 The IBM 9020 COmputer Systeas 

This section deseri.bes the cOii!puter systelllS that are now used in 

providing en route air traffic control services. The computer systea at 

each ARTCC has two parts. .Firat, the central gomeuter COf!!Plex {CCC) 
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receives inputs froa the ra4ar, flight aerrice atationa, contxollers, and 

other soarc.. and then pedolC11S the fliCJht data proc .. aing IQl4 radar data 

proceaaing. Secoad, ·the di!play channel takes the output froa the CCC. and 

u .. s it to keep· each contxoller's plan view cU.splay current. '!'he CCC and 

display channel to9etber, then, take the raw data that is available, process 

it, and pxo.J.de it to the CQntrollera J.n a wy that can be readily graapecl 

and acted on. 

'l'here are two diUeient but rel.atecl COIIIpJl1:.er ayat... that .ene as 

ccc•s, the Ial 9020A and Iml 9020D ayateiiUI• 'ftMt aain •1-nta in theae 

aystema are the ccapute el-m:s (CB's), storage el ... nts Unt's), 

input/output control e~ (lOCK' a), peripheral adapter IIOdales (PAM's), 

tape units, and disk unib,• - 'Figures 1-1 anc! 1-2 abo- · the 9020A and 90200 

ayateaa, respectively. 'f'be .. figures show the ft.UIIIber of ca.pcments in each 

ayatear the c:oatpooenta to the right of the dashed lines are redundant 

cGII()onents that ~ held in re .. rve in case of a failure. (One additional 

storage el-nt baa been recently added to each 9020A and 90200 and is not 

shown. in these figur1'!s.) 'l"he CE's anc! SE'a of the 9020A are based on IBM 

360/50 enqineering; the ~·s and SB'a in the 90200 are based on. IBM 360/65 

engineering. 'l'he- IOCE's, which· are identical in the two systellls, are based 

on. IBM 360/50 enqineerinq. 

'there are also two different computer aystelllS that serre as the display 

channel, the IJ!IIIl 9020£ anc! the Raytheon 730. The ?020£ is almost identical 

to the 90200 except that Sale of the storage elements have been replaced by 

display elements. Since the display channels do not appear to ~ a 

bottleneck that degrades system performance, this report will not discuss 

the display channels. 

Table 1-1 shows which versions of the CCC and display channel are 

present at each A.."TCC. 

1.3 Bottlenecks in the 9020A and 90200 Co!futer Systems 

'l'bia section describes the bottlenecks that are likely t:) degrade 

performance of the 9020A and 90200 over the next ten years. This report 
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PIGUR& l-1: SIMPLIFIED 9020A CONFIGURATION DIAGlWI 

Si - Selector Channel 
MXi - Mul.tiplexor Channel 
PAM - Peripheral Adapter Module 
CDC - Display Channel 
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FIGtmB 1-2: SIMPLIFIED 9020D CONFIGURATION OIAGIWI 

Si - Selector ChAnnel 
MXi - Multiplexor Channel 
PAM - Peripheral Adapter Module 
CDC/DCC - Display Channel 



'fUL8 1-la <DiPUf'&R 8Yft'1DI OOI'PIGO!'.A'l%0118 !OR '1'RB ARfCC' S 

C.nter $£ D18plar 
. 

. 
Albuquerque tal 9020& Ra:r 730 

Atlanta tal 90200 Ray 730 

Boston !BM 9020A Ra:r 130 

Olicago - Dll 9020D IBII 9020B 

Cl:eveland IliM 90200 IBM 9020B 

Denver IBM 9020& Ra:r 7l:J 

Fort Worth IBM 9020D IBM 9020Z 

HoUston IBM 9010& Ra:r 730 

Indianapolis IBM 90200 Ra:r 730 

Jacksonville IBii 90200 Ray 730 

lCansas City DIM 9020D Ray 730 

Los Anqeles .• IBM 90200 Ray 730 

Memphis IBM 9020A Ray 730 

MiaJili. Dill 9020A Ray 730 

Minneapou·s IBM 9020A Ray 730 

New York City IBM 90200 IBM 9020E 

OU..l.and IBM 9020A Ray 730 

Salt Lake City IBM 9020A Ray 730 

Seattle IBM 9020A Ray 730 

Washington DC IBM 9020& IBM 90201: 



will investigate the ex1:ent to which the hardvalre · enbanc_.nta can eliainate 

the" ~ttlenecluh Xn this way one viU be able to jadge whether the 

eah&nc~nts c!i8CUIIH4 ill this report will pr:ovi&t the needed i.llprowaellt 1~ . 

ayatea perfo~e. 

A atady carried out at the 'l'rauportation Syatea41 Center (CLAP79, Bee· •a 

C-4 and c-51 gt_vu a atatuant ~ what the bottlenecu are expected to he 

over the next ten years. '!'his atody exaained the projected level of 

acti.vity at the AR!CC's and cOIIIfl)ared it to the processi119 capahillty of the 

9020's. 'l'he findings are shown in 'table 1-2. Pint,· both th.e 9020A and 

90200 are expected to have probl ... with both X/0 banc!ridth and I/O device 

speed. Second, both the 9020A a.-.4 90200 are expected to have problaa with 

-..cry capacity1 in ad41tion, the ...ary bandwidth of the 902PA 18 aiiOtbu:. 

problea area. "l'hird, the 9020A u ex...,.:ct•d to have 1na~-{U&te processing 

capacityt the 90200 u expected to encounter no probl... in this area. 

Processing capacity in this report will be taken to JHan the size of ttte 

~ traffic lead that the aystell\ can handle. 

Xn aa.aary, the 9020A and 90200 both have problema witiJ. J./0 and memory, 

and the 9020A also h4s problems with precessing capacity. These are 

probl... that are expected to surlace over the next few years if nothing is 

done to aVQid them. Solvi.DCJ these problems can be taker. to be the llliilimma 

that is necessary to preserve satisfactory operation of the 9020'•· 

Theref~re, the enhancements discussed in this report will be closely 

scrutinized to deterllline how well they deal with these problems. 
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,\ 2.1 PUrRO!! and Orqanhation of tbilt Chapter 

'lbe · pucpon of thia chapter 18 to 4iiJCusa thr" enbtnc ... nta that could 

be aa4t to the 9020 JltaOri.ea-, each enhanceiltnt 1a 4iiJCuaae4 with reapect to 

ita c!eiJCription, a4Yantagea, coat, IJCbe4ule, and tranaition. Sec. 2.2 

4iiJCuaMa the t!'.banceetnt of replecing the entire IHIIOry boxea, i.e. , the 

SB'a, wU:b new boxea. A 111110ry box couiata pr~rily of the cabiaet, power 

npply, cooling apparatua, interface to the rest of the uebine, and auck 

(which ia wbat actually bolc!a the data). Sec. 2.1 4iacuasea the enba~t 

of replacing juat the IHIIOry auct in the n, ritb the reat of the aaory 

box baing left intact. Sec. 2.4 4lacua!!a the e:abancaent of replacing the 

IHIIOry atack in the IOCB. 

2.2 Reelaceaent of the Me•Da Boxea 

2.2.1 Organization of tbia Section 

2.2.2 c!eacdbea tbe enhancuent ·Of replacing all of the •e110ry boxes on 

tbe 9020A's anc! aaae of thea on the 9020D's. · 2.2.3 explains how this 

enbance•nt ,,eala with the problema the 9020's face and bow it also provides 

other advanta\•es. 2.2.4 estiaates tbe cost of this enbanceaent, and 2.2.5 

estiutes the _achedule acr.ording to which it could be iapleaented. 2.2.6 

sketches out wba~ the· transition period would be like. Finally, 2.2.-7. -

discusses the variant on this enhancement of replacing all o1! the aeaory 

boxea on tbe 9020D's instead of just some of thea• 

2.2.2 Description of this Enhancement 

~is subsection describes the design decisions the FAA would have to 

uke, the asslllled configu~ation of the enhanced aystea, the nature of the 

fleiiOry that would be procur~J. and the changes that thi& enhance..nt would 

illply. 
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Desip decbiona. If this .U.nc:eaeat wre adopttld, tlN. decisions that 

tbe PM would have to uke aret Bow aucb new MIIPQ' sbould eeeb ayat• 

have? Bow ehould the new ae110ry be distributed aftd interleaved a110ft9 · 

different boxes? In aaking theM decidona the ftA would be conat.:ained by 

four factors. Piut, tbe 9020& and 9020D can ac~ate a uxt.wa of 16 

11e9aby.t:ea of uin IHIIIOry (tbougb only tbe firat 10 aegabytea can be ac:Ceslle4 

by the lOCI's). Second, tbe 9020A is designe4 for a aax~ of .12 ...otr 

boxea and thiJ 9020D for a udaoa of 10 boXesJ tbeH fi~urea include the 

redund.mt ...,ry boxes. 'rbird, tbe 9020A ...oey is too slow to co-exist 

witb state of tbe art ...ory, so the 9020A aeaoey would need to be 

ccepletely ~•placed. In eontrut, it would be poaaible to a4d state of tbe 

art ...OQ' to the 9020D and to keep tbe old --.ey. 'l'bat ia, aince the 

9020». currently baa 7 ..-aey boxes and since it can acco.odate a8 any as 

io, it would be possible to ~ •• .. ny as dlree new boxes witbout r..,...ing 

any of tbe old Ma:try. Fourtb, so that tbe advantages of tbia enbanceaent 

can be fully realized, it is necessary for there to be eno\JC,Jb a.ain w.tDOry to 

bold al1 progrMS and data (escept fo!: infnquer.tly used itus like 

pre-stored flight plan data) • 

Asawaed configuration. Por concrPteness, this report aaeWBea tbat the 

new meaory boxea would each contain one .egabyte; the boxes used on the 

9020A and 9020D.would be virtually identical. Each would have a~ eight port 

swhch and be either eight or four bytes wide for Ut:l 9020D or '9020A, 

respectively. It ia aaauaed that all of the 902~A memory boxes are 

di~carded and replaced by six unite, It is assuaed that the six 9020D 

aeaory boxes are r~tainedr three of the nev ·units are added.. 'fbiS means 

tbat each 9020 would have six aegabytes of shared, aain aUIOrY• .. These 

specific aasuaptions are made here to illustrate wbat the enhanced B.Yst.-s 

aigbt lOok like and so that the cost estblates can be carried out for a 

specific systea. It should be stressed, however, that adc:!itional . 

aeasureaenta and simulations are needed in order to deterMine the optiaal 

configuration of the aa:~ry units witb respect to the total amount of 

aea:try, the nmaber of ~ry units, and interleavil)l]. 

Mature of the new llleJII01Y· '1'he HII01Y tbat would be pr~ured would be 

cons,tructed of solid-state .. tal oxide suiconductor (MOS) integrated 
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circuits. Each circuit (or chip} voul4 have either 16,384 or 65,53'6 bits of 

Jlelk>ry; in today'a market there is no difference in the cost per bit of 

'these two sizes. The JleJIIOry will contain error cbecki_ng and correction for 

Bingle bit errors and detection of 4ouble bit errors, this 18 in addition to 

the parity bit per byte that the SB stores for the CB. 'the ...ary will use 

the existing uninterruptible power supply. 

'rhe speed Of the aeaory would be 750 nanoseconds for an eight bYte 

fetch. (Rigber speeds coul4 be obtained by installing a cache memory in 

each CB.) 'l'bia spee4 is chosen because it appears to be the proper 

.· · trade-off between speed and cost. !'or the 9020A, a slower 111e110ry would uke 

it difficult to achieve the desired increase in processing capacity, and a 

faster aeaory would not yield any significant benefit. !'or the 90200, the 

new lleiiiOry would be ·about 10 percent slower than the old, but this would not 

reduce the processing capacity noticeably. (The processing capacity of the 

9020Dr however, would increase since buffering would be eliminated.} 

Implied changes. Es~entially, this enhancement would require no major 

change in the present software. In particular, no change would be required 

in the application software. There art-, however, three minor areas in which 

some change in the software would be necessary. First, ~ new system 

generation would be required to eltminate buffering and to allow for the new 

meaory corfiguration. This is a function that has been performed many times 

in the past and is accomplished by changing the appropriate parameters for 

system generation. 

Second, if ~~~emory boxes of two different Sizes are used.r then the 

dynamic on-line error detection and reconfiguration system would have to be 

modified so that it recognizes that all memory bOxes are not of the same 

size and, hence, not perfectly substitutable. (This problem would only 

arise if some of the old boxes on the 9020D are kept.) This modification 

was done previously by IBM wht-n converting from the 04 to the 08 SE's, so it 

is already known that the system can accommodate SE's of different sizes 

without great difficulty. (The 04 SE is an early 9020A SE1 the 08 SE is the 

current 9020A SE.) 
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Tbird, all cur.re1;1t uintenance progruas should run on the new sz•a but~ 
beCause they use soli! •tate tech~ology instead of·aagnetic corea, the moat 

·. 
critical tests, the •worst case pat~ern• teats, will not be testing the new 

...odes as vigorously aa they should. The vendor can eith~r supply worst 

case diagnostics to run on tb~ aystea, or be can provide a self-teat aode to 

exercise each SB internally to test for •worst case pattern• failures. ~h 

box would have built in diagnostic functions. 

The conclusion draw froat considering the changes in software that this 

enhancement would requir~ is that the changes ~re relatively ainor and can 

be carried out at a very saall cost and with virtually no risk. 

Aside froa software, the only other change that. this. enbance111ent would 

require would be to physically connect the new boxes to the systea. This 

cabling would not be major aed is ®scribed in Sec. 2.2.6. 

In summary, the ·FAA's choice for each 9020 systea is to decide how much 

state of the art memor:;- to add and how .to distribute it among different 

boxes. This choice must satisfy the design constraint~ of the system, and 

it should be made so that all programs and data can be resident in main 

meaory throughout the lif~ of the system. 

2.2.3 Advantages of this Enhancement 

Replacing the current memory with state of the art memory wguld result 

in two main effects. 

• The 9020A would have a faster memory. 

• The 9020A and 9020D would' have.a larger physical address space that 

·would allow all programs and data to be resident in main memory. 

These two features will yie~d seven advantages. This discussion assumes 

that only this enhancement is adop·ted; the additional adva~tages that would 

be achieved if faster CE's were used are discussed in the next chapter. 

When possible the discussion is quantitative1 these numerical estimates ar.e. 



derived fria a adaulation aodel of the 9020 syataa that is out.Ufted in App. 

A &lid is described in det&U in Appo B. 

Pir&t, since al.Jaost all. proc;rraaa and data will be reai&mt in lllllift 

JUDO%']'• bufferiDCJ can be almoat el.!ai.D!Ated• 'fbia will reduce tbe I/O l.oad 

by 30 to 50 percent, &.De! this JMaDa that the I./0 capacity and blmdvidth 

probl.eaa will be dealt with. 

Second, the size and speed of the MW aeaory wil.l. el.iainate the aeaoey 

capacity and bandwidth problems. 

'f'hird, there is an increase in processing capac;ity. l:t is estillated 

that the faster memory in the 9020A will increase capacity by 1.0 to 40 

percent by reducing memory interference. (l:ncreasing capacity by 1.0 percent 

. means that 1.0 percent J~~Cne tracks can be handl.ed at peak l.oad. ) Memory 

interference occurs when two· CE' s want to access the sallie meiaos:y box at the 

S&lllt time1 this means that one of them must wait. With the faster, state of 

the art memo:r.y, the probabili.ty of two CB's wanting access to the sallie box 

at the same time is Slll&l.ler. Morecver, when this does occur, because of the 

faster ·memor-.1 there will be a sh()rter wait. There is no si.J&il.ar capacity 

increase for the 90200 since its memory is not slower than (and is, in fact, 

. sl.ightl.y faster than) the new me110ry. There will. al.so be an additional. 

. increase in processing capacity because, with all proqrams and data being 

. resident in main memory, buffering wil.l. be eliminated. '!'his is estimated to 

deCrease overhead by 10 to 20 percent for the 902CA and by 5 to 10 percent 

for the 90200. Therefore, considering the effect of the faster 9020A memory 

and the elimination of buffering, the increase in processing capacity is 

f!l!CPeCted to be from 20 to 60 percent for the 9020A and from 10 to 30 percent 

for the 90200. 

Fourth, the 9020A will have a f~"lt".r response time because of its faster 

meaory, and the ~020A and 90200 will both show a faster response time 

because buffering is elilllinatec!. The amount by which response time would 

illlprove has not been estimated, but it could be estimated usinc;J the ~AS 

systems Model by FEOSIM. The FAA currently uses this model to estimate the 

performance of the 9020 system. 
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Fifth, the larger ..-cry would reduce aof.tvare uintenance cost~ 

Currently at least $18 Billion is spent each year on aoftware aaintenance 

[ASIBO, p. 6-4], and a conaiderable portion of this expense is due to the 

difficulties caused by the abort.acJe of uin JleJIOry. Because· tbia 

enbanceaent would relieve this shortage, a substantial aavl_ng in acftvare 

aaintenance coat ia expected: in fact, in this way this enbanc.....ent could 

easily ~y for itself in a few years. 

Sixth, the reliability of the systea would be iaproved. 'l'bia results 

frca tbe greater reliabi~ity of the state of the art aeaory. Also, because 

a significant nuaber of software failures occur during buffering, the 

eliaination of buffering will increase software reliability. 

Seventh, because there is a larger aemory, aore funct.Jonal enbanceaenta 

and local adaptation ciata could be added to the systo. '1'bis llfOuld allow 

the capabilities of the system to be extended and also allow a greater level 

of autOmation to be achieved. 

What is the technical risk associated with this enhancement? .'!'hat is, 

what is the probability that the new memory will function properly and that 

these advantages will indeed be obtained? Technically, replacing (or 

supplementing) the current memory with state of the art memory is 

straightforward. The procedure is conceptually simple and bas been done 

before in coeparable circuastanees. Therefore, the conclusion is that there 

is virtually no risk involved: that is, it is almost certain t~~t the 

enhanced system would work exactly as described in this report. 

In SU.JIIIIary, See. 1.3 pointed out that if an enhanee.ent is to be of 

interest, it must be able to deal with I/0, aeaory, and processing 

tottlenecks. It is. seen that this enhancement. does deal with the I/0 and 

memory bottlenecks. It increases processing capacity somewhat, and the FAA 

would have to judge whether this increase is large enough: if it is not, 

then one possible course would be to supplement this enhancement with one of 

the processor enhancements discussed in the next chapter. 
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2.2.4 cOat 

'!be· coat of this enhancuent- has tour c:oaponenta. Pirat, in ~~der to · 

optiain ~ design of this ayatea it will- be necessary i:o c:onduc~i a nuaber · 

of siaulationa ;sing the IIedel described in App. • 8 A and B. '!be ~-ti•te of· 

tbe coat of these aiaulation~ ia ~n the range of $30,000 to $60,0~~-- . 

Second, there will. be a one-tiae cc;at for the engineering tbati! i8 needed 

to cuatoabe the 11ea0ry boxes for the 9020 environMnt. Batiaate~i obtained 

bf JlbOne fr011 Aapez and Intel place this cost in the range of 82!)d,~OOO· to 

$400,000. 

~ird, there ia the coat of the llell0£Y bozea. Aapez and Inte~' eatiute 

tbat tbe cost woald be $70,000 for eac}l one aegabyte mesoey- unit. :Past 

experience, however, indicates_that $50,000 per one aegabyte unit la a 

realistic cost at final biddingr this lower figure is uaed.here. ~en of the 

AR'fCC's have 9020A's, and ten have 90200's. There are a 9020A and a 90200 

at the FAA.Technical Center, and there is a 9020A at the FAA Aeron~utical 

Center. Therefore, the&e are twelve 9020A's and eleven 9020D's. ~ince six · 
1: 

aeaory· units are needed· for each 9020A and three for eact> 90200, t~is means 
:: 

that a total of 105 untts would' be procured. Throughout this repoft the 

amount allotted for spares at each site equals the cost of one uni~ •. At a 

cost of $50,000 per unit, then, the cost including spares for the ~3 sites 
II,' 

is $6.4 million. [.! 
I 

I' 
Fourth, even though every effort has been made to make accuratf 

estiaates, there might ~11 be unexpected costs. Throughout this report an 

extra 20 percent will be added to cover contingencies. 'lberefore,i 1$1.372 

million is allowed for contingencies. 

The cost of JDeJDOry box rephce~~tent is shown in Table 2-1. To ~void 

underestimating the cost, when there is a range the upper limit of !'the ranqe 

is used. The Jaeasurement and simulation is estimated to cost so.o~ million. 

the engineering to cost $0.4 million, the procurement o-f the rae110rj ·units to 

cost $6.4 million, and n.372 11!illion is allocated for contin9encies. The 

total estimat~ cost rounded to the n~areat hundred thousand is $8.2 
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Co!ponent 

Measur.-ent and eiaulatlons 

One-tiae engineering cost 

..._,ry units 

Contingencies 

'foal 

16 

Coat 

tallliont) 

o.too 

1.37? 

$8.232 



llillion. It should be pointed out that there are _.. eoau that thie 

figure c!oee oat include. such as the coat of training tacbniciana·to deal 

with theM new unite. spare parts, an4 the coat iDCUrrecJ by the I'AA in . 

adiainiatedng and onraee.tng the procuraent. All of tbeae costa are 

ezpectecJ to be aioar. 

Wbat Ia tbe finaDCial risk of t~ia enhance.ent7 !bat iss what is the 

chance that this eftbanceMnt will coat a~gnificantly .are than what is 

eatt.atec! here? ~ .. in factor in assessing financial risk is that the 

ae110ry boxes to be procured are standard 360/3'70 adcJ-on aHOry line! are 

readily available fro~~ a n~r of eources. 'he fica. lllpex al\d Intel, 

bave bid over the pbofte, arad otber firu each as VIOII,IIlational and Mostek 

baft lnc!icatec! a high level of interest. l'roa this auney it can be 

Qancluc!ed that at least six firas ~ale! respond to a request Cor qaotatioaa. 

'fberefore 1 with this IIUCb coapetition a....'lftg ~e bidding fie~~s, tile I'AA would 

oat bave to worry about having to pay an artifieally inflated price. "'the 

conclusion is that this enbanceaent entails very little financial risk •. 

2.2.5 Schedule 

The speed vi th vbicb an enhanceaen~ can be blpleaentec! is one of the 

criteria used to evaluate tbe desirability of that enhanceaent. ~ that the 

enbancaents discussed in this report can be seen on a .Ore or less coaon 

baair·, tbe •~ro point on the schedule will be taken to be vben the FAA

places the order. 'therefore, what is of interest is how lonq various events 

occur after receipt of order (.UO). It is estiJI&ted that tbe first 

cbecle-out unit for this enhance.ent would be delivered twelve aonths after 

receipt of order. Initially production would be at the rate of one per 

JIOftth, vitb the rate rising te one per week by 18 110ntba AIIO. 'l'bua, it is 

estillated that the 105 units vould all be delivered by about 38 aontba U.O. 

Installation at tbe six :aoat critical si tea could be coapleted by 24 110ntba 
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2.2.6 Transition 

!he. PAA baa established the requlr ... nt that in any enbanc ... nt or 

replace..nt of the en route CCIIIIPUteu, there auat be a 111100th traneition · 

that does not aignificantly interrupt the provhion of air traffic co11trol 

Hrvices.. !he three aain iuues are vbetber there is excessive c!owntillle 

during installation, wbether there is safficient floorapace, and wbether tbe 

training requ1r ... nta can be aat. Each issue will be briefly discussed. 

Dovntiae. The cabling on each SE conaiats of 42 cables (six seta of 

seven cables), with 14 being short internal cables to an adja~ent SB. 'l'bere 

are four sets for Data In (lover balf word in &J\d out, upper half word in 

and out) and one set each for Control and Data Out. OnlY the Data In cable 

is daisy-chained. 'l'bua, each pr~essor bas two cables gob.g to each SB for 

a total of 26 cables for the processor • s aeaory bus on the 9020A systea. 

It is eatiaated that changing a -..ory box will require .8 aan-boura and 

will rea~lt in 2 hours of systea dovntble. 'l'be 08 SB's cabinet can be 

partially disaas~led to allow reaoval of the SE without moving the 

cables. This estimate reflects the experience gained on the recent SE 

additions to the 9020 aysteas. 

Ploorspace. A 9020A systea when outfitted with the new aemory units 

will take up leas space than the systea nov does, so there would be no 

floorapace problea. A 9020D syatea will take up slightly more r~ since 

four units will be added, so the AR'l'CC's will need to be exaained for 

available floorspac•u since each unit is quite small, however, it is 

expected that thete will be no floorspace ptoblem. 

Training. Since· the new llle:.OfY units would be both conceptually siaUar 

to and also simpler than the old memory units, it is expected that the 

training required would be ainblal and would pose no obstacle to a smooth 

transition. 

In sW!Ii1lary, because the cabling, floorspace, and training that would be 

required would be minor, the conclusion is that the transition to the 

enhanced systea can be made without any si9nificant probleaa. 
18 



2.2.7 A Vadant1 bplace All of the 90200 Meaory 

ftia chapter baa thus far assu.e4 that three new one Mgabyte aeaory 

box•• would be placec! on the 9020D and that the alz old 1/2 aegabyte unite 

vould be retained. A variant on tbia approach would be to eliainate the ole! 

11et10ry and to replace all of it with new a..ory. ror coacretea.n, aaau~~~e 

that six -.gabytea of llft' MIIOry are placed on each 9020D. 'thb ndant 

.. differa froa the enhanceDent diacusee4 in thereat of this chapter. in four 

vaya. 

Firat, since all of the 9020A'a anc! 90201l'a would bave identicn aeaory 

unite, uintenance ancl logiatica would be ab&pl1fiec1. Second, the new 

aeaory unite would be aore reliable than the old. Third, since all the 

90200 meaory ia replaced, it would be prude~t to procure aa.ewhat faater 

11e110ry, e.g., Maoey with a eycle time in the ranqe of soo-soo na rather 

tbaft750 ns. This would raise the coat per -x,x to $60,000. Poutth, an 

ac!ditional 33 ae110ry boxes would be procured. '1'he coat, which is figured in 

the aace way as in 2.2.4 (except for the greater number of boxes an4 the 

higher coat of each box), rises from $8.2 million to $12.1 million. 

One of the FAA • s options not discussed in this report is .. to upgrade all 

of the 9020A's to 9020D'a. If this is done, it might well be desirable to 

further upgrade all the systems with the memory replaceeent discussed ir. 

this r.bapter~ The cost of putting six megabytes of state of the art 11e110ry 
- . 

on all the ayst .. a would be this same figure of S12.1 million. 

2.3 Replacement of the Meaory Stacks in the SE's 

Sec. 2.2 discussed the possibility of enhancing a SB by replacing the 

entire 111eaory boxr it !a possible, however, to enhance an SB by replacing 

just the ..sory stack, i.e., the component in the box that actually stores 

tbe data. Moreover, it is also plesdble to enhance the melliOry in the IOCE's 

by replacing the memory stacks. These two enhancements, vbich offer a 

relatively fast and cbeap way to enha~e ·memory, will be discussed in. this 

section and the next, respectively. 
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Deacr1pt.iol!t. 'l'be t!eacriptioa ill 2.2.2 o£. the enbaDc ... nt. o£ replacing 

the _,rr boxes al.oo applies to th1a .eJ2banceaent, ~~bat the I'AA voW.d 

only procure 1111110ry boarda U.tead ~ entire ...ory boxes. 'l'bat is, inatead 

o£ or.Serl.Dg entire baxu frca a IIADUfacturer 11 the I'M would haft the new 

...,rr deliiped and have the ~tractor bay the needed ..-cry ch1P8 on the 

open aarltet an4 uftllble the ••orr boards. More spttciflcally, the 

cabinetry 11 ..aory illtedacu, c&bl.e coiUIIIICtiona, and power npplies voull! 

not be replaced' the ••orr ataclal, which will be replaced, couiat of 

everything else,. e.g., the line dri,.ra and data plaDes• Because the 

9020A'a and 90200'• differ iJl the 1110rd length of ...,ry (36 bit v. 72 bit), 

in .CB IJP8ed, &lld in the interface, the new aesaory boards for the 9020A voW.d 

be different frca the boarda for the 90200. Since th1a enha~nt does not 

Procu.r6 entire boxes I the DeW rr 1IIOOld DOt COlle with built-h 

di&cjDOaticaJ new IMIIIOEJ' diafJDOati.ca 11100ld have to be written • 

.£2!!:.• 'l'be COst of thiS enb&Dceaent haS four ccaponentS o l"irst 1 the 

coat of desiCJDing tbe new ..aory stacks and building a 1110r,Jdng, tested, 

a.nel.yzed, and documented engineering prototype for both the 9020A's and the-_:;.· 

90200' s is estiaate<l to be $155,000. ('!he cost of the design ..ark and the 

prototype for the 9020A only would be $95,000 and for the 90200 only would 

be $US,OCO; because of caraonality, however, the cost for both is 

$155,000.) Second,_ the estiaated co·~ of writing the new diaqnost.ics is 

$100,000, which is $50,000 for each prototype. Third, the cost of replacin«J 

each JllelllOry stack with a one .. gabyte unit is estiaated to be $25,000 for a 

9020A SB and $30,000 for a 90200 SB. Six SB's would be enhanced at each 

site. At a 9020A site, allowing $25,000 for spares, the cost of 

impleBenting this enhance~~ent is estilllated to be $175,000. At a 90200 site, 

allowing $30,000 for spares, the coat is estiaated to be $210,000. l'ourth, 

$0.933 m:illlon is allowed· for conti~ncies. 'l'herefore, the total cost of 

the desi911 and itaplel!lent&tion of this enhancement at the 23 sites is 

estilllated to be $5.6 ·million. 

Schedule. Once the working prototype in finished (a ta3k which is 

estimated to take five 111011ths), the FAA wou1d be ready to place the order 

for the parts. The first systelll could be implemented in 3 months ARO, if 

parts are in stock. Xn the worst case, waiting for parts would cause an 

20 



·. 

addfti~ two aiOilth delay, 80 t:ha firft. a:rn- would be Dlpl...m:ed 5 

..mtha UO. ('!'be ollly loD(J lu4 t~ p&rts are thta ~ cid,ptt, which 

would coat about $10,0.00 for each a.) It will take about 2 weeka to 

blpl-nt thi.s efthanc .. nt at each site. If it takes 5 IIOI'ltha to blplailent 

the firat ayatea, this •an• that this enh.IIDC:e~~ent COUld be Dlpl...nted at · 

the au 11011t critical ceatera vi~ 8 JIOiltha ABO. 

'l"ransition. It ie ~ that t:ha ~~tack raplace.ent would be 

accomplished b.r i!Ultalli~ a ..U nUIIber of boards -.nd by IIOdifyillfJ a ...U 

llUIIber of backplane vires. . It is eatiaated that each stack replac-.nt -

110re than one zan-hour. !lo cable changes would be 

system down~ would only be that necessary for. 

ayatea, i.e., about 30 seconds for each R• No additional 

be oeeded. · '!be a.ount of training needed b.r hardware 

is expected to be •infaa]. 

Mvantaqes. 'l'he seven advantages of replacing the IBeiiOJY boxes 

described in 2.2.3 ..ould .also be o~ned fraa replacing the 11l81110ry stacks 

since these advantages stem fraa the quantity and speed of the l!lei!!OrY• 
Moreover, replacing th8 memory stacks would, compared to replacing the 

me.:>ry boxes~ have four additional advantages. Ptrst, the stacks can be 

procured IIIUCh faster than the boxect this is because the ·.abinet, power 

supply" and interface need not be designed and manufactured if_ only the 

stacks a_re replaced. '1'be discu.asion of the schedule implilts that the PAA 

could replace the aeaaory boxes at the firat six systems within 8 months 

after deciding to adopt this enhancement, Whereas .it would take 24 months if 

instead the memory boxes weJ;e replaced,, 

Second, the physical · installat.ion would be muc.;:h easier if the stacks are 

replaced rather than the boxes. The stacks are replaced by substitutin<j. a . 

few boards into the cabinet, whereas the boxes aTe replaced by II&Jd..ng a 

nuaber of cable changes as described in 2.2.6. It would take about:J. 

man-hour to replace a stack as contrasted with 8 aan-hours to replace a box· · 

'Th.ird, it would be ~heaper to replace just the memory stacks instead of 

the entire boxes. Por example, the cost of replacing the stacks at the 23 
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eitea 1a eatiated to ~ .5.6 llillJ.oll en4 the cOat ~· replac1ft9 the hoxea ia 

eatbat:ed to be .8.2 ailllcn• 

Pcurt:h,. there are wry abort lead tilles for the parts needed for this 

enhaftc..,.nt an4 no significaat advantage to buying in quantU:y. 'l'hia IIU!la 

that the PU ~ ~ ~ enhanc:e!flftt:. at one or more sites and then decide 

whether to iapl ... nt it at IliON dtes. '!'he PM need not caait a large 

UIOWlt of IIIO!le]' at the begi!ming, u the ellhaDcelllent ia. put into operation 

the PU can gra4ually 4ecicls bow IIAJ'l]' centers abou.ld haw J.t vitbout Wlduly 

·delaying ita mpl..em:.uon. 

ftere- are four advantages ~ replacing tbe boxes rather than the 

stacks. Pirst, the entire -.cry box rather than just the stack would 

contain state of the art CCIIIIpOllents en4 deaigna. Second, if the entire 

boxes were procured, !JQJ.lt-ift dJ.agnoatics would be included· 'l"hircl, the 

entire SE would be the respoosibilit:y of one vendor. Fourth, if it were 

later decideti to upqrade the 9020A's to 9020D's, then the nav a4!110ry boxes 

could be usEid 1n the upgrade. ·· · 

2.4 Replacement of the Memory Stacks in the IOCE's 

Descrlpti~n· Each IOCE currently has 1/8 aeqa,byte of memo:ry, called 

MACH me100:ry, that can be acc-ssed. only by that IOCE. One possible 

_enhancement is that the INIIIIO%Y atack in each IOCE could be replaced with up 

to~.6 megabytes ~ state of the art aemo:ryf for concreteness it is here 

assumed that the new stacks contain 2 aegabytes- The replacement ~~~emory 

·would be qenerally the same as that described in Sec. 2.3. 

Advantag"!s. If this enh.lmcement: were followed by moving proqram 

elements into the en1&rged MACH aeaory, some of the processing load could 

then be shifted to tt'le IOCE. 'l'he potential increase in 9020A processi:ag 

capacity is eatiaated to ~ bet'Wtien 10 and 30 percent. Since, however, 

replacing the IOCE ~:ry atac;~ :.ukes the most sense when the IOCE 

processor is &pM up, the discussicn of the advantages of this enhancement 

is postponed to Sec. 3.3 where the advantages or jointly implementing these 

two enhancements are discuaeed. 
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~· The coat of th.ia ~~for the 9020A'a baa four 

CQIIPOMnt&• Firat, the coat of &aaigning the· new ....,zy atack an4 buil41ncJ 

the pxotOtype ia eatiaated ~be $105,000. ('ib.t. coat figw. .. aaaaea that 

the 9020A a ...ory atack repl.ac ... nt prototype ia not bailtr if it J.a 

built, thon the a4ditional coat of the IOCB ...ory atack replace~Mnt 

prototype woul4 be $20,000.) SecoDcS, the eau.ate4 coat o! writing the new 

tiagnoatica ia $50,t)OO. 'l'hir4, the coat of the 2 ~e of uew ..aory 

for each lOCI ia eatiaatecl to be $30,000. Allowing $30,000 for spare~, the 

coat of. th1a aDhanc .. nt at each center ia eat!Aated to be $120,000. 

Foarth, allow 0.319 .Ulion for cont1ngenc1e&• 'rue~ore, the ~tal coat of. 

thia enbanc:eJBent at the 12 9020A s~tea 1s eatimatec! ~ be $1.9 t!dllion. If 

the IOCB IMIDO%Y ataclcs are aleo replaced at the eleven 9020D sites, the 

a&U.t1onal coat is $1.320 Billion for parts ana inatallation ana $0.264 

llillion for continqenciaa. 'l'harefore, the coat of replac1119 the IOC:Z a..ory 

atacks at the eleven 9020D aites 1s $1.6 aillicm, an4 the coat at all 23 

sitea is $3.5 ailllon. 

Schedule• 'l'he schedule for th1s eDhancelaent is the 8&118 as that for 

repla.cinq the stacks in the CB"s1 the firat six systeas woul4 be upcJraded 

Within 8 months ARO. 
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3.1 Purpose and Organiaation of this Chapte{ 

Chapter % ba• desc~ibed aeveral ..-ory enbanceaents that can provide 

SCM relief in the areaa of I/0, 11e110ry, and processing capacity where the 

9020'• face potential probl..a. If the FAA decide& that these ...cry 

enhanceaenta alone are not satficieLt to deal satisfactorily witb tbe 9020'• 

probl ... , then tbe nA aigbt decide to supplet~ent the aeaory enbance..nts 

with one or iDOre proceaaor enhaDCftlents. 'fhe. purpose of this chapter is to . 

describe ~bree possible processor enbanceaents that can be considered for 

adoption. 

'this chapter is organized u follows. Sec. 3.2 discusaes the 

enbanc ... nt: of speeding .up the processors in the 9020A CB's by replacing 

selected COIIpOnents. sec. 3 .. 3 discusses the enhanceunt of speeding up tlle 

processors in the IOCB's~ Bither of these enbanceaents would provide a 

significant increase in cceputing capacity!! it proved to be feasible. 

Unfortunately, study of this problea bas not yet progressed to the stage 

where it can definitely be· said whether the speed-up is feasib1e. 

Therefore, Sec. 3.4 discusses the fall-back option of replacing the 9020A 

CB • B. This enhanceaent would provide the needed increase in co11putin9 

capacity, and it would be C!litable for adoption if the speed-up proves to·be 

infeasible or too riskY or for soae reason unaasirable. 

3.2 Speed-Up of the 9020A CE Processors 

3.2.1 Description of this Enhancement 

The ~ speed-up enhancement is acc011plished by replacin9 two of the 

uut>systems of. the 9020A CE that are bottlenecks liaitiDCJ- CE spet!d. One 

subsyst~ to be replaced is the local store, which contains the CE's 

registera. Th,, other subsystea.to be ~eplaced is the reao only store (RQS), 

which contains th~ microinstructions for the processor. Each ca~ be 

repl.tced by an integrated circuit system that would be smaller, take .leas 
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powtlr, be aore reliable, and run from 5 to 8 times faster. -'fbe CB would 

need to be retuned to take advantage of these faster COIIPOftents·. ·This 

enb4ncesaent would not require any chan<Jes in software or in any other part 

of the system. (One minor exception to this statement is the diagnOstics, 

which are mentioned below.) A prerequisite for this enhancement is a faster 

memoryr therefore, this enhancement assumes either that the memory boxes or 

the SB memory stacks have been replaced. The rest of this subsection 

describes in more detail the subsysteiiiS to be replaced and the installation 

procedure to be tollowed. 

Local store. The local ctore is a 0.5 microsecond, 64 word by 32 bit, 

linear select, core memory system which contains the general purpose 

registers, the floating point registers, and several internal r~isters. It 

is wholly contained on a single card anct lends itself very well to 

i•plementation with the random-access memory (RAM} now available. 

There are eeveral 4 x 256 bipolar RAM chips availab~ with access times 

in the 50 nanosecond range. (1000 nanoseconds equals 1 microsecond.) Nine 
:~·.; 

of these chips would constitute the memory array, and an additional 20 chips 

would provide the interface to IBM's solid logic technology (SLT)· and would 

perform various control functions. 

R2ad only store. The ROS contains 2,816 90-bit words in a 0.5 

microsecond, read only capacitative memory. It is physically very large, 

caiprising about 15 percent of the total processor. It also is well 

contained and could be readily replaced by a state of the art subsystem that 

would be one-tenth the aize and 8 times as fast as the old subsystem. 

The new memory array would be constructed of 66 8x512 prograli!J!able read 

only memories (PROM's) if the current size of 2,816 words were retained. It 

would be possib1e- however, to increase the size to 4,096 words by using 88 

PROM's. In either case these PROM's would be mounted on three separate 

boards with supporting circuitry. 

Retuning tbe CE. Once the new, faster components are installed in the 

CE, it will need to be retuned to take advantage of them. The following 
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discussion gives a general idea of what this retuning will consist of. The 

aicrocycle is the basic unit of time that the processor us~r any particular 

task that the processor ca·rries out is allotted some nwat!e"r of aicrocycles. 

For the.9020A the microcycle time is SDO nanos~~nds. ·In order to reference 

the 9020A ~ry, 5 microcycles are currently neededr this is called the 

storage timing ring. Therefore; the processor can be $ped up by decreasing 

the number of aicrocycles in the storage timing ring ·and by reducing tbe 

microcycle tiae. The idea behind this enha~ceaent is that the faster memory 

on the 9020A and the new components in the CE will allow the nUIIber of 

microcycles in the storage timing ring and the length of each microcycle to 

be reducedr this is referred to as retuning the CE. 

Installation proc.edu;e. 'l'he modifications to reduce the storage timing 

ring would require some modified modules and back plane wiring changes. 

Although these changes woula be minor, it might be adv~ntageous to replace 

the affected modules with modules made from standard integrated circuits to 

minimize tbe conversion time and reduce the chance of error in changing the 

module for maintenaAce reasons. 

The local store arid ROS upgrades would replace whole motherboards with 

their load of modules with a printPd circuit board with integrated circuits 

mounted directly on the board. The technology would be Schottky TTL (LS, S, 

ALS, AS, and/or F series} with Schmidt trigger inputs and discrete output 

drivers to interface with IBM's SLT modules. The local store upgrade would 

be a replacement of one motherboard with one printed circuit board. ~e ROS 

upgrade would replace five motherbOards .with three printed circuit boards. 

Tbe CE speed-up mOdifications would not change the characteristics of 

the IBM diagnostics, but whenever they indicate a defective module in the 

ROS or local store, a separate chart would indicate which card to replace. 

These charts could be decals affixed to the panels that a maintenance 

engineer would normally approach to replace the indicated defective modu~e. 

In the case of modified modules, care must be taken that the modified module 

is replaced by a slmilarly modified. unit. Again the j~dicious use of 1abels 

as well as the general awareness of the mainten;;~nce engineer should suffice 

to make th& correct replacements. 
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·· 3.2.2 Advanta9es of this Bnhance11\8nt 

If this e.nhanceaent were ado~ted, ·it would result: in six advantages. 

Pirst* it is jQC!ged that with a probability of 0.98 the storage t:iaing ring 

could be decreased fra. 5 to 4 aicrocyclea. (Tbia probabilistic jGegaent 

and. the ones below are baaed on experience with the Syateai360 architecture 

and with aaking aiailar changes to other processors.) Sinee the current 

aicr~le tiae ia o.s microsecon.da, this would reduce the storage cycle 

tiae froa 2.5 to 2.0 aicroaeconds. 'l'bia reduction would be aade possible by 

the f&ater llleJIIOry. According to the siaulation described in App. A* a 

reduction of 0.5 11icroseconds in the storage tiaing loop would result in a 

21 Pe.rcent increase in perforaance. Because of lleJIOry interference and 

other considerations, however, not all 111e110ry references would benefit froa 

this faster cycle tiae and the actual increase in perforaance would be 

soaevhat less than 21 percent. A saapling of the aicrocode indicates that 

approxiutely 75 percent of the melllOey references would benefit fr011 thi& 

shorter storage tilling loopr thus, there is a 15 percent increase in 

Proce•sing capacity. This figure, however, only reflects the increase due 

to faster ae1110ry and red1;<:ed aemory interference~ it does not include the 

increase due to ha·ving 110re me1110ry. This latter increase ie estiaated ·to be 

at least 10 percent and perhaps as much as 30 percent. Therefore, the 

increase in processing capacity by reducing the number of aicrocycles in the 

storage tilling ring is estimated to be 25 percent. (The standard IBM 360/50 

CPU uses four 500 nanosecond microcycles. The 9020A CE is essentially model 
ti1 

360/50 11e110ry; the main difference is that the 9020A CE has an eight port 

switch. The delay in this switch i<' about 100 nanoseconds. Since the 

microcycle time cannot be varied in the 360/50, the presence of this switch 

required that a full microcycle be added to the storage tiaing ring for the 

9020A.} .. 

Second, this enhanceaent will allow the microcycle time to be 

decreased. The reasoning behind this judgment is as .follows. The three 

main CE subsystems that currently are major bottlenecks on perforaance are 

the local store, the ROS, and the 32-bit adder. This enhancement replaces 

the old, 500 nanosecond local store witb ~ new, 50 nanosecond component. It 

also replaces the old, 500 nanosecond P.OS with a new, roughly 62.5 
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nanosecond coeponent. A series of aeasureaents Bade of an IOCB executing a 

full, 32-bit add and carry indicates that the .Orat case ttning is 120 

nanosecoads though the specification is 360 nanoseconds (i.e., 360 

nanoseconds are currently allowed in the tiaing sequence but only 120 are 

needed). '!'bus, it appears that it will not be necessary to replace the 

adder even with a aicrocycle tiae of 300 nanoseconds. (If it turns out that 

the adder is slower than these aeaaureaenta indicate, then replacing the 

adder aight be considered. ~ adder•s functions are scattered on various 

boards, and it would be the aost difficult of the three subsysteas to 

replace. ~ difficulty of replaci~ the adder bas not been fully evaluated 

since replacewaent does not appear necessary.) 

Bow auch would this enbanceaent all~' the aicrocycle time to be 

reduced? ~is question cannot at the present be answered because the 

reduction that could be achieved depends on tiaing inte~actions and on other 

complicated and not fully understood factors. The best estiaates of the 

probabilities with. which various llic.rocy'cle tiaes could be achieved are that 

the current tilDe of 500 nanoseconds could be reduced to 400 with probability 

0.9, to 300 with probability 0.5, to 250 with probability 0.2. It is judged 

that a 200 nanosecond cycle tiae could not be achieved. 

These first two sources of an increased processi.ng capacity are 

aumaarized in Table 3-1. Consider the second row of this table. Suppose 

that the storage ttning ring is decreased froa 5 to 4 aicrocycles and that · 

the aicrocycle ti• is decreased froa 500 to 400 nanoseconds. Then the 

storage cycle tilDe is reduced froa 2500 to 1600 nanoseconds. This yields an 

increase in processing capacity of at least 50 percent. The probability 

that this 50 percent increase will be achieved is 0.88, which is o.ge· (the 

probability that the stor-age tilling ring can be decreased froa 5 to 4 

11icrocycles} tiaes 0.9 (the probability that the aicrocycle time can be 

decreased to at least 400 nanoseconds). ~e third row in this table shows 

that tbere ia a 0.49 probability that processing capacity can be increased 

~ at least 100 percent. 

Third, if the ROS is expanded .beyond the current 2,016 word size, this 

would allow a further increase in COJApUtinc; capacity. That is, a sequence. 
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Storage Cycle Capacity Probability of 
Time (na) Increase (,,. Achievinq 

5x400 - 2000 25 0.98 

4x400 - 1600 so 0.98 X 0~9 - 0.88 

4x300 - 1200 100 0e98 X 0.5 • 0.49 

4x2SO • 1000 o.98 x 0.2 - 6·20 

* These estimates are conservative estimates of the total increase in 

processtng capacity due to all factors~ 
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of inatructiona that is coaonly used could, in effect, be llade lnto a 

single inatruction and coded into the IOSJ tbe oquence would then execute 

auch faster. In order to achieve this advantage, it would be necessary to 

identify the frequently used sequence• and .then to code thea. !herefore, 

this additional increase in coaputing capacity would not happen 

autoaatically when the_ROS is enl•rgcd; it would requirw additional wor~ 

before it were realized. 

Pourth, the CE's would be ude substantially aore reliable since the 

local store and the ROS are being replaced by .adern technology coaponents, 

which are perhaps an order of aagnitude .are reliable than the old 

coaponents.· ~is is especially significant for the ROS, which uses a great 

·deal of power, COIIPriaes a large portion of the CPO, and is the .oat 

unreliable portion of the CPU. 

Pifth, since the new ROS would use auch less power and·wauld dissipate 

less heat, the cooling of the CE's would be improved. 

Sixth, the ease of installatioa would· contribute to a saoo~h 

transition. That is. other options·· that the FAA is considering would 

require laying new· cables and making many new connections, and this can be a 

difficult job because of the confusing mass of cables in the ARTCC's. This 

enhancement avoids these poss-ible problems since no cable changes or 

disconnects are needed. 

3.2.3 Cost and Schedule 

There are three components t~ the cost of this enhancement. First, 

measureaents and simulations need tO be done to dete~ine bow the speed-up 

_ is to be ac~lished and to complete the engineering pro~otype. This stage 

bas begun; to finish it vill cost an additional $125,QOO (plus support froa 

the Technical Center) and will take five month~. (This cost would be cut to 

$20,000 if the IOCE processor speed-up were carried out before the CE 

processor speed-up.} Second, the IIIOdification that speeds up the CE's must 

be isplemented. Each speed-up kit i& estiaated to cost $25.000. At each 

9020A site, then, the cost is estimated to be the cost of speeding up four 
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CB'a ($100,000) plua another *25,000 for aodifying aparea, for a total of 

*125,000 per site. Since there are twelve 9020A sitea, the cost is 

estiuted to be •1.5 aillion. '!'bird, allow 0.325 aillion for 

contingenciea. 'ftlerefore. the total coat of this enhanceeent is eatiaated 

to be t2.0 million. 

Since delivery of the speed-up kits could start three aontbs AJ0 and 

since one site could be aped up every two weeks, the flrst six sites could 

be sped up within 6 aontba AJO. 

'l'bia discussion assUIIes that it does prove possible to speed up the 

CB'a. If it turns out that. tbia effort is not successful, then it is 

eatiaated that •so,ooo would be lost. '!'be reaaining $75,000 would be 

applicable to tbe CB replace•nt and to tbe aeaory stack replaceaenta. 

3.2.4 Transition 

It ia expected ~bat the CE speed-up would be accomplished by replacing 

four boards and by replacing or aodifylnq a saall nu,ber of aodules and 

backplane vires. It is eatiaated that a conversion of the four CE'e would 

take four hours. · lio cable changes would be necessary. The system downtime 

would only be that necessary for reconfiquring the systea, i.e., about 30 

seconds for eacb cz- No adc!it·tonal floorspace would be needed.. 'lbe aaount 

of training needed by hardware maintenance personnel is expected to be 
ti1 

ainiaal. 

3.3 Spe!d-UP of the IOCE Processors 

The next processor enhance111ent to be discussed is to speed up the 

processors in the IOCE'sr a prerequisite for this enhancement is the IOCE 

aeaory stack replacement discussed in Sec. 2.4. Since the processors in the 

IOCE's are virtually identical to the processors in the CE's, this 

enbanceaent is in aany ways quite siailar to the CE speed-up enhancaent 

just discussedt the differences between these tva enhancements will nov be 

discussed. 



Oe.criPtJ.on. '.rhe llain difference :between qeedinCJ up the IOCB proce~r 

aDd the at proc ... or is that if the SB llie80%Y is not replaced with faster 

11e110zy, then the IOCE .wat reference meaory with two different apeeda. 'l'hat 
is, the :Iodr proceaeor would reference the.· new faster IOCB -...ory and al$o . 

the ol4,, slower SB 1HIIIO%Y• 'l'his can be dealt ldth by providing a di-fferent 

ti.Jd.ng sequence for the references .. de to the SE 118110ry • 

l'or this enbanceaent to provide its aa"in advantages, s~ aoftwan 

chanC]es would need to be aade. Selected prograa elements (PE' s) would be 

reJMWeCl frca the shared lleliory and ude resident in the :IOCB's aeatO%YI 

tables would be left in shared 11e1110zy. :It the iOCB is executing a PB in 

MACH storage, only operand., fetches in data tables in shared- lll81110ry vould 

generate aeaory contention' all instruction fetches would be contention free 

and faster. 'l'he software changes that would be required are not discussed 

in this report. 

Advantages• 'l'here are rive lllllin advantages that are obtained ir the 

IOCE Ulll0%Y stacks are repl.aced and the IOCE processors are sped uP• 

First, because the sped-up processors execute the program eleaents that 

have been placed in the IOCE memory, t~ proc~ssing pow<r of the system 

i~reaseso It is estimate& that this increase in processing power for the 

9020A's is at least 15 percent with probability 0.98, at least 30· percent 

with probability o.es, and at least 70 percent wit~ probability 0.49. This 

increased processing power will not all be realized immediately but only as 

program ele.ents are moved into the IOCE's. 

Second, because the PE's moved to the IOCE's need no longer be executed 

from main raeJDOry, this deals sowewhat with the memory capacity problesa. The 

deC]ree to whi.ch the lack of shared llleiiiOry is taken care of depends on the 

size and number of PE' s that are moved to the IOCE' s. 

Third, insofar as the memory capac! ty problelll is tak4tn care of, there 

will be less need to buffer programs and data on disk. Therefore, swapping 

in and out of main lll8lll0%Y will be decreased, and this will at least partly 

de4l with the I/O ,Problems. 
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It is Men t:b.at theu Ioct eDhanc...nta can deal parti.ally and perhaps 

~ully vi.th the three .. .tn problea areas ot processi.D9' ~city, ~ry, alii! 

I/O. The dec}ree to which the.. enhancesents deal with these probl-. cannot 

presentl.y be &naweredf the anRNtn can only be prcwidec! once further studies 

are done ot. these enhanc ... nta and once the !'J.A !:.pecUi.ea the t.pro.,...nts 

that are needed· 'J!'he additional advantages of these enhanc ... nts will now 

be cU8CU88ed. 

!'ourth, this enhanceaent woUld speed up the channel.s. '!his would allow 

the current peripheral.s (e•CJ•• cU.ak drives) to be replaced with faster and 

more reliable aodern peripherals. 

PUth, if the nev BOS that is installed in the spect-up IOCB processor is 

·enlarged, this vauld allow the IOCB to recover the ~loatinCJ point and 

dec~l .instructions that are nov lackinCJ because of ROS space liaitations. 

~· would require either that Dill furnish the needed lllicroc:ode or that the 

aicroc::ode be obtained fraa the aicrostore o~ a 9020A CB. 

Besides these advantages, the other advantaqe obtained by replacinCJ the 

memory in the SE's that are described in Sec. 2.2.3• would be obtained: 

lower re~nse tillle, reduced software JBaintenance cost, increased 

reliability, and more scope for functional enhancements. Whether these 

advantages would be obtained in the same deCJree depends on the size of the 

PE' s moved to the IOCR' s. 

Cost. The cost of speed.inCJ up the IOCE processors at the 9020A sites 

has three components. First, the cost: of designing the converted processor 

and builcUng the prototype i3 estimated to be $125,000. ('l'his cost would be 

cut to $20,000 if. the CE processor speed-up were carried out ~irst. That: 

is, the prototypes for both processor speed-ups could be built for 

$145,000.) Second, the cost of speeding up each IOCE processor is $25,000. 

With three IOCB's at: each site, and allowinCJ another $25,000 for spares, the 

cost: for each site is $100,000, and the cost for the 12 9020A sites is $1.2 

million. 'l'hird, add $0.265 million to cover contingencies. 'l'herefore* the 

total cost of speeding up the IOCB processors at the 12 sites is estim4ted 

to be $1.6 million. If the :roes• s are also sped up at the 11 9020D sites, 
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this adds $1.1 lli.lllon plus $G~220 lli.llion to cover continqenciea., ~or a 

total o~ $2.9 lllilllon ~or spe~ft9 up tbe lOCK processors at all sites. 

Theee cciat esti.lllates do. not include the coat o~ the required aoftware 

chanqear a preliainary investigation indicates that the coat of these 

software chanqea will not be significant. 

3.4 9020& CE Replacement 

3.4.1 Description of this Enhancement 

If the two speed-up options described in aec.•s 3.2 and 3.3 prove to be 

i~easible or to provide an insufficient inerease in processing capacity, 

thet.l the ~al.l-back option ia to replace each 9.020& CE by a machine with 

eapabilities silli.lar to an IBM 4341. 'l'hat ia, the new JU.chine., would be able 

to execute perhaps one lli.llion instructions per second and would have· cache 

and internal main aemories with a 300 nanosecond access tJJII~h '!'he machine 

would require hardware and firmware modifications to allow it to work in the 

9020& environment, e.q., a modification to the ROS would ~ necessary to 

enable it to execute the 9020A • s special instructions. It is assumed that 

this CE replacement is preceded by the memory replacement descri.bed i.n Ch. 

2. The main question is how the different memories are to be usedf the 
• three different memories involVGd are the memory shared by al.l the 

processors, the main memory of each processor, and the cache memory of each 

processor. 

The method that at this time seems best is to use the shared memory and 

each processor's cache memory but not to ttse each processor's main memory. 

In this scheme the system would operate in much the same way as the present 

system except that a cache me1110ry is added. For cache memory to work 

properly, only instruction fetches can be cached. 

An alternate method, which probably would not be needed, would be to use 

all three levels of memory. The proqram elements would be stored in each 

processor's main memory and transferred from there to the cache as neadec't. 

The shared memory would contai~ only the tables and software flaqs. It is 

thouqht that this method would not be desirable because it would require 
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extenaive ~tvare c:hangea and because the first -tho4 would prbbably 

provide the c1eaire4 incru .. in procesainq capacity. 

':be ~ges ~ this enhanceaant are for the 110at part the ...,. as the 

&dvantacjh ~ apeed.t.DCJC up tlte cs·.-t:!Uat: U. diecua..d h 3:2.2. :.rb;' ..h--- . 
differeDCe is that replacinq the CB's would at least double (aDd P,saibly 

triple) the proceasiDC,J capacity of the systeta, which is a larger poee.ible · •. · 

gain t$aa can be attained by epeedift9 up the cs•s. '.ftds doubling- 'of 

process.iJJ,CJ capacity could, it is estimated, be obtained with a 95 percent 

probability .if the •thed uaiDCJ only the shared .-ory and cache memOry is 

adopted. If the 110re elaborate aethod using- all three levels of 111e1110ry ·is 

adopted, then the doubling- of capacity could be obtained with a 100 percent 

probaW!ty• 

'l'he cost of this ~nhanc:;ement has three compoaents. First, there is a 

one-time eng-ineering-. coat that will fall somewhere in the interVal from .0 

to $1.0 m.i.lllonr the best estimate is $1.0 rd.llion. Sec~nd, the co&t per . 

processor is estimated to be from $100,000 to $300,0b.J per processor; the 

best estil'lla:te is $200,000. With four processors per site, ·and addiz;tq in 

$200,000 to covex: spares, the cost per si~ :f,s $1.0 million; the eost of the 

new processors for the twelve 9020A sites is then $12.0 Jdllion. '.l'hird, 

$2.6 million is added for contingencies. Therefore, the total cost of ~ 

enhancement is $1S.6 million. 

It is estilaated that the first processor would be delivered twelve 

months Am, and tht.: rate at which processors are .<!.eli vered would qradual.ly 

rise until they are being delivered at the rate of one per week 18 months 

ARO. '!his aaeans that delivery. will be ccapleted 27 months ARO. 'the first 

six sites would be enhanced within 24 months ARO .. 



Beplac~ a pxoceseor vou.lt' rer.-..lt 1n ~1f0 outngea :1.afltinCJ ~1'rit Jd.nutea 

eaeh while ~ .intezproc.eaeor cable 1• cU.a~ ilift4 COII.Jl8C:te4J. other 

cables CIUl be baDdl.ed while the 1J1stea ia act!.ve. Proceasor swap tiJMJ, 

which -.tty coubta of phya!.cally IIOVinCJ cabinets, ia e8tiaated at four 

houra. Repl.6c~ one proce .. or a day voul4 allow a tvtmty hour ahlko4ovn 

per1od o! · the last processor before the next J'rGCU80r 1a inatalled• 
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4. SUMMARr 

·4.1 Zb! Ip4iyidual Enhanctaents -. 

'l'hia report has argu~ that the types of probleu that the 9020 • • ·will 

face over the next few years pdarily lie in the areas of processing 

capac;ity. 11e110ry eapacity, and I/O capacity. 'fbe six enbanc:eraenta that have 

been propoaecS as possible b\lilding blocks to use to c:onatrw:t a .etrateqy 

that will deal with tbese probleaa are: 

MeaorY Bnhanc:!!!nts 

• Replace the SB ..cry boxes 

· ~ Replace the SB ~~eaory stacks 

• Replace the lOCE •aory stacks 

Processor Enhancements 

o Spe~ up the CE processors 

• Speed· up the IOCB processors 

• Replace the CE's. 

Rei)lacing the SE meaory boxes or replacing the SE memory stacks would 

solve the a~ry and I/O probleas for both the 9020A and 9020D ~stems, as 

Chapter 2 ha~ shown. aeplacing the IOCE memory stacks would deal with these 

problems soaewhat, but it cannot at present be said to what degree this 

enhancement would f-ake ca·re of these problems. All three of these memory 

enbance.ents would, moreover, provide some increase in processing capacity. 

Whether this increase in processing capacity is sufficient to take_ care of 

the 9020A's processing capacit~ problem depends on ho! much of an increase 

the 9020A's need and on bow much these enhancements can providei both of 

these are cpen questions. If it is decided that enhancing the •emory will 

not provide the needed increase'in processing capacity, then one of the· 

processor enhancements could be adc,pted. 
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De ~anceMnta af speeding up the· proc: .. aou in the CB •a and of 

apeediDCJ up the proceaaon in the IOCB'a are attractive becauae of their 

relative inexpe~ivenesa and the 11peed with which ~y can be t.ple8eflt:e4.

Eitber of these enbancaenta could be adopted, or both coulcS be adopted .if 

that were Mceaaary to achieve tbe ~edred increase in pr:oc:esaiDCJ C&PfiCit:y • 

. One problca with tM proces·sor speed-up 1a that it is currently not k~n 

for certain whether it. is feas.ible. · A Sl25,000 stu.1y will ·b8· needed t;o 

detemine whether it ls feaaible. lf it is i.Jlfeuible, or if these 

enbanceaents cannot provide the needed increase in procesaing c:apacity# or · 

if these enbar.ceunts prove to b8 unsuit~ble for ..aae other rea.son, tben the 

fall-back option of replacing the CE's could be· adopted. 

~able 4-1 aumaarizes the main info~tion about each enhanceaent. 

Replacing the SE ae1110ry. boxes would •.:oat an estimated $8.2 aillion. 

~is would increase processing capacity by between 20 ar4 60 percent fot the 

9020A's and by between 10 and 30 percent for the 9020D's1 there is full 

confidence that these. increases can be .tttained. ~is enbar.~ement could be 

illplelllent~ at the first six sites within 24 liiOnths·after receipt of order 
CA~) • ~~?'''··. . . 

Replacing the SE memory stacks WQr.ld cost ... n estimateA $5.6 aillion. 

'rills would increase proeessing _capacity by be·tweer, 20 and 60 percent for t!le 

9020A's and by between 10 and 30 pe~cent for the 9020D'sJ there is full 

confidence that these increases c~.~ be attained. 'rhis enhancement could be 

illplemented at the first six s-itr.1s within 8 months ARe. 

Replacing the IOCE memory stacks only at ~he 9020A sites would cost an 

estimated $1.9 milli~n; replacing the stacks at both the 9020A aPd 9020D 

sitea would cost an estimated $3.5 million. 'rhis woluld increase processing 

capacity by between 10 and 30 percent for the 9020A's and by between 5 and 

15 percent for the 9020D's. This enhancement could be implemented at the 

first a~~ites within 8 aonths ARO. 

Speeding up the CE processors at the 9020A sites would cost an estizated 

$2.0 million. When combined with an SE memory enhancement, this enhancement 
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TABLE 4-l: CBARACTERZS'l':ICS OF 'ftiB S:IX INIIANCEMBNTS 

Processin2 O,.f!c:iti 
1 

4 Schedule 
Cost Increase Probability (fi.rat siX si&sl 

Enhancement (millions) (\) en (months) 

1. Replace SE A&D:$8.2 A: 20-60 100 24 
memory boxes D: 10-30 100 

2. Replace SE ll&D: s.6 A: 20-60 1.00 8 
IBellllOry stacks D: :t:0-30 100 

l· Replace IOCE A: 1.9 A: 1.0-30 100 8 
memory stacks A&D: 3.5 D: 5-1.5 100 

4. CE Speed-Up 2 A: 2.0 A: 25 98 6 
A: 50 88 
A: 100 49 

s. IOCB Speed-Up3 A: 1·6 A: 1.5 98 
~>ry .Jtacks A&D: 2.9 A: 30 88 6 

A: 70 49 
D: 10 88 

6. 
. 2 

CE· Replace-nent A: 15.6 A: 100- 100 24 
200 

l 
Processing capacity refers to the peak number of tracks that can be 
handled. This inc:rease is relative to the standard 9020 configuration. 

2 
A prequisite for this enhancement is replacement of either the memory 
boxes 0r the SE memory stacks. 'l"'ne cost of this enhancement excludes the 
cost of the prerequisite; the increase in processing capacity, however, is 
the increase that would result fr0111 adopting both this enhanceaent and its 
prerequisite. 

3 

4 

A prerequieite for this enhancement is replacement of the IOCE memory 
stacks. The cost of this enhancement excludes the cost of the 
prerequisite; the increase in processing capacity, havhver, is the 
increase that would result from adopting both this enhancement and its 
prerequisite. 

These probabilities are best estimates based on a ~tudy of the system and 
on experience; they should not be interpreted as exact probabiliti~~· 
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would increase proc:essinq capacity by at least 25 percent with probability 

0.98, by at least 50 percent with probability o.ss, ~nd by at least 100 

percent with probability 0.49. ~is. enhancement could be implemented at. the 

first six sites within 6 months ARO. 

Speedinq up the IOCE processors only at the 9020A sites would cost an 

estt.ated $1.6 millionr speedinq them up at.both t~e 9020A and 9020D. sites 

would cost an estimated $2.9 million. When combined with the replacement of 

the IOCE memory stacks, this enhancement would increase the 9020A processing 

capacity by at least 30 percent with probability o.ss and by at least 70 

percent with probability 0.49. This enhancement could be impleaented at the 

first six si.tes within 6 months ARO. 

Replacing the CE's at the 9020A sites would cost -an estimated $15.6 

million. This would increase the 9020A processing ca~city by between 100 

and 200 percent; we can have full confidence that the increase will at worst 

fall into this range. 'rh.i.s el\hancesilent cOuld be implemented at the first 

six sites within 24 months-ARO. 

Information about the cost and schedule. of developing engineering 

prototypes for the enhancements that involve a memory stack replacement or a 

processor speed-up is of special interest since the.re is uncertainty about 

whether these enhancements are feasible and about exactly how much of an 

increase in processing capacity they would provide. The upper part of Table 

4-2 shows for the four relevant enhancements the cost of developing the 

prototype under the assumption that the prototype is built for only this 

enhancement. Also shown is the estimated time it would take; this prototype 

would need to be completed before the FAA placed the order for the 

hardware. The lower part of Table 4-2 shows the cost and···schedule for 

combinations of enhancements where there is an interaction. . For example, 

building the prototype just for the 9020A CE processor $peed-up cO'ft.s 

$125,000, and building the prototype just for the IOCE.processor speed-up 

also costs $125,000i both_prototypes, however, could be built for .$145,000. 

The considerations that arise when tryin~ to devise a combination of 

these enhanc~ts to deal ~jth the 9020'8 problems are discussed in the 

next section. 
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·Enhance~~ent 

Replace SE meaory stacks 

Replace IOCE 11e110ry stacks 

CE Spe41ci-up 

IOCE Speed-up 

Replace A5D memQry stacks 

and IOCE memory stacks 

CE Speed-Up and 

IOCE Speed-Up 

Schedale 

~ (months) 

A: $ 95,000 5 
D: 115,000 

A5D: 155,0~0 

105,000 5 

125,000 5 

125,000 5 

175,000 6 

145,000 6 
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4.2 Strate¢es Open to the FAA 

Chooldnq amonq strat,ies• Xt aeeaa unlikely that the PAA will be able 

to deal with the 9&20' s problema by adopting a single enbanceaent; the FAA 

vill probabl.y need to combine tva or more enhancements in order to fora a 

workable strate9Y• 'l'his section will sketch out some of the relevant 

considerations and lay out some of the strategies that the FAA might adopt. 

Xn choosing among the six enhancements, there are two sets of 

constraints that should be observed. First, SCIIIle of the enhancements have 

prereqUisites• Speeding up the CE's or replacing the Cl!:'s requires that the 

memory boxes or the SE memory stacks be replaced. SpeedinCJ up the 

processors in the IOCE's requires that the IOCE··111e1110ry stacks be replaced. 

Second, it would not make sense to replace both the 11e1110ry boxes and the SE 

memory stacks, and it would not make sense· to both apeed up the CE's and 

replace the CE's• 

Even after these constraints are taken into account, one can still 

conStruct 20 strategies from combir~tions of the 6 enhancements; these 20 

strategies are exhibited in Appen4ix D. Since this is too many strategies 

to discuss individually, three further simplifications will be made. 

Simplifications. First, consider the choice bet~n upqradinCJ the 

9020's snared memory by buyinCJ new memory boxes or by replacing. the SE 

memory stacks • 'l'here are four relative advantages of buying new memory 

boxes. First, the entire memory box would contain state of the art 

components and desiCJnS• Second, built-in diaCJnOstics would be included. 

'l'hird, the entire SE would be the responsibility of one vendor. Fourth, if 

it were later decided to upCJrade the 9020A • s to 90200' s, the new memory 

boxes could be used in this upgrade. 

There are four relative advantages to replacing the memory stacks rather 

than the entire boxes. First, replacing just the stacks is chea.J'.E'r• i.e., 
/ . 

$5.6 million v. $8.2 million. Second, replacing just the stacka is much 

faster; it would take about 8 months to up<Jrade the first sf:L'' sy~tE!IIIS _ 

compared to 24 montl!s if the memory boxes were replaced. Third, replacing 
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just the stacka is physically euler nnd leas prone to problems since no 

recablillC} is requi~d· Fourth,. with memory stack replaceaent the decision 

on whether to upgrade at any particular center could be made on a case by 

«::4ae basis since there is no adva.ntaqe to buyinq the eo111p0nents in balk and 

since there is a short lead time. ~ contrast, if the aeJIOry boxes were 

replaced, the mJIIber of centers at which this enb.aneellent is to be 

i.illpl~ntftd should be dee.ided when the contract for the bOxes is let:. 

Therefore, replacing ju.t the BeiiiOry stacks C}ives the l!"AA more flexibility 

in deciding how many centers wiU be tlpCJJraded and when. 

In 8\Uil, these two memo~ enhancements differ mainly not in ·performance 

but in other ways. !&:'he decision which is preferred would depend on how. the 

appeal of replacing the entire boxes as a single unit is vei9hed against the 

time and cost savings and the flexibility of replacinq just the memory 

stacks. To ablplify the discussion, these two memory enhancements will be 

lUIIlped together as the enhancement of •replace SE memory1 • this enhancement 

will stand for either replacing the SE's or replacing tbB memnry stacks. 

'l'he second simplifi.cation to be made lies in the choi.ce between 

achieving an ~crease in processing capacity by replacing the CE's or by 

speeding up the CE processors. 'l'he relative adv~ntage v£ replacing the CE"s 

is that with ve~ry little uncertaintY the processirig capacity of the 9020A 

can be doubled or tripled. 'l'here are two relative ai3Vcllltages of SPeeding up 

the processors. First, the increase in processing capacity can be achieved 

much faster, i.e., 6 months v. 24 months for the first 6 systems if the CE~'-s 

are replaced. Second, speeding up the processors 1s much cheaper, i.e., 

$2.0 million v. $15.6 million for the 12 systems. Since the s~ed-up is so 

lllUCh faster and cheaper than the replacement, for purposes of discussion it 

will be assUIIled that the speed-up is preferred to the replacement. It 

should be emphasized that this assumption is made only tO simplify the 

expos.ition. 

The third simplification concerns the enhancements to the IOCE's. While 

it is possible that the IOCE memory stacks might be replaced without 

speeding up the IOCE processor, this seems like an unlikely event. 
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!here~ ore, th... twO ::tOCB enhanca.ants will be grouped together uDder the 

title at •zocz upqrade.• 

Decision tree. Now consider the simpli~ied deCision tree in Figure 4-1, 

which shows ac.a of t:ba choices ~acing the FAA. At ~orJc 1 the FAA would 

decide whether as a ~irat step in upgrading the 9020's it ¥001d be better to 

replace the SB _,xy or to upgrade the IOCZ' s at the 9020A _and 90200 

· sites. ~ coat and schedule o~. these tvo e~ts are not draaatieally 

different, ao the choice between thea would be· ~~~&de on the basis o~ the four 

di~ferences between them. First, replacing the SE aemory involves 1110re 

hardware changes. 'l'hat is, if the IOCE's are upgraded, changes need be made 

only J.n the three ::t0CB's1 if the SE meaory is replaced, all the SE's would 

._ affected, &ad if it is ~ollowed by speediftg up the processors, all the 

CE's would be affected. Therefore, upgrading the tocz•s would entail less 

c~ge to the~._ Second, qpgradit:tg the IOCE's involves 1110re software 

changes. Replacing the SE m...c,ry would require no ~ignifieant software 

changes, whereas upgrading the ::toc:E• s WOUld reclu-ire that· program elements be 

moved from shared memory to the MACH ~~~emory. Third, replacing the SE memory 

would immediately take care of the 9020A and· 90200 memory and I/0 problems. 

·In contrast, upgradi.n'} the IOC&' s provides relief only insofar as the needed 

software changes are made, and it is not yet clear how difficult .it will be 

to ~ke these changes. Fourth, the_se enhancements differ in their potential 

increase in processing capacity. Replacing the SE memory would yield a-n 

increase in processing capacity for the 9020A of between 20 and 60 percent; 

. if the processors in the CE's are then sped up, the total increase in 

processing capacity is between 25 and 100 percent. upgrading the IOCE, in 

contrast, would provide an increase in processing capacity of between 15 and 

70 !;M!rcent. 

Suppose that at fork l the FAA decides- to replace the SE memor<J• The 

FAA then has the further decision, not shown in Figure 4-1, of whether this 

should be done by replacing the memoey Lo1<es or stacks; the relative 

advantages of each are discussed above. Suppcse now that the FAA is at fork 

2. Since replacing the SE memory takes care of the memory and I/O problems 

and provides a modest increas& in processing capacity, the FAA might decide 

that nothing e1se needs to be done~ If, however. the FAA decides that more 
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• VI 

SPEED UP PROCESSORS 

DO NOTHING ELSE 

REPLACE SE MEMORY AND 
SPEED UP PROCESSORS 

DO NOTHING 

UPGRADE 
9020A IOCE'S 

FIGURE 4-1: LEADING STRATEGIES OPEN TO THE FAA 

COS'l' 
(millions) 

$5.6 or 8.2 

7.6 OJ.' 10.2 

10.8 or 13.6 

6.4 

13.7 or 16.5 
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processing capacity is needed, it can speed up the processors in the CE's, 

thus arrivinq. .at. fork 3. 

Xf the FAA ·is at fork 3 and decides that enough proeess~g ~pacity has 

been achieved, then it ~do nothing else. If, however, more proc;easi...3g 

capacity iS desired, the FAA can upgrade the iOCB'a at the 9020A sites. 

(Since the SB memory replacement would take care of the 9020D's problems; 

there vou1d be no need to upgrade the IOCE' s at the 90200 sites.) 

Suppose now that back at fork 1 the FAA had decided to upgrade the 

IOCB's instead of replacing the SB memory. 'l'bis places the _FAA at fork 4. 

If the FAA dec;ides that tbe IOCE upgrade provides all the needed 

capabilities,. then there would be no need to do anythinq else. :If the :IOCE 

upqrade is not sufficient, then the FAA could further enhance tbe systea by 

replacing the SE memory and speftding up the processors_ in the a•s. (Just 

replacing the SB memory at thi-s stage probably would not be a qood idea 

since the IOCE upgrade would have provided the system with sufficient 

memory.) 

'Phe estimated cost of each strategy is shown in Fiqure 4-1. This cost 

reflects the reduction in prototype development cost that occurs because of 

interaction between the enhancements, and it also reflects the resu1tl..t.~ 

red~ction in the amount allowed for contingencies. Bach path that inclqdes 

•Replaee SE memory• has tw~ costs depending on whether the memory stacks or 

the memory boxes are replaced. 

Exactly which path, if any, through this tree is chosen depends on how 

much of an increase in processing power is ueeded, when it is needed, and 

how much each enhancement can provide. Two comments about these choices 

shou1d be made. First, the times at which the decisions are made are not 

specified in the tree. On the one hand, the FAA lllight make all the 

decisions at one time. ·On _the other hand, the FAA might make the decisions 

sequentially. ·That is, the FAA might implement one enhancement and then 

only decide whether to implement another enhancement after seeing how well 

the first enhancement works, what the projected need is for processi-nq 

capacity, and how quickly the 9020 replacement program is proceeding. 
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Second, this cteeiaiOft tree does not. take into aceount the possibililty 

9f replacing the cz•a. A so.ewbat different tree would need to be drawn to 

reflect this enbanceaent. 

sa.aary. ~ five strategies depicted in Figure 4-1 are: 

2. Replace tbe SE aeaory and speed up the 9020A CE processors,· 

3. lleplace the SE •e.ory, speed up the 9020A CE processors, and 

upgrade the IOCB's at the 9020A sites, 

4. Upgrade the IOCE's at the 9020A and 9020D sites, and 

s. Upgrade the IOCE's at the 9020A and 9020D sites, replace the 9020A 

SE 11e110ry, and spee4 up tbe 9020A CE processors. 

'rhe choice UI01l9 these strategies depends on the increase in proce.ssing 

£apacity that is needed, wben it is needed, bcv much each enhancement 

provides, and on the ~~rceived difficulty of tbe hardware and software 

.odificationG that the various enhanceMents require. 

In brief, there are a number of hardware enhancements to the 9020's that 

the FAA could potentially adopt. By developing the requirements. that the 

9020's .ust.fulfill over the next few years and by studying the 

characteristics of these €nhancements, the FAA will be abie to combine 

selected enhancements into a strategy for dealing with the 9020's potential 

probleas. 

In closing, one important point that must be stressed is that if t.he FAA 

wants to know quickly and with pracision the magnitude of the advantages 

yielded by these enbance•ents, then it sl~uld complete the development of 

the engineering prototypes. Since there are only minor diff'!!renccs bE!tween 

the CE processor speed-up and the IOCE processor speed-up, one prototype 

develo~nt lasting about five months will provide the needed infor~~ation 
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about bot'- tbeae enhanc ... nta. Siallatly; one prototype develop~ent laatilig' .· 

about five .:mtha would provide the needed infot~U~tion about tbe llei!IO(Y 

stack replacement enhanceaenta. 'l'bese prototype studies sbould proceed for 

tbree reasons. Firat, tbeae studies viil provide infor~~atiQn needed if the· 

I'AA ia to. decide which strategy best aeets ita needs. Currently,. it is not 

tnOMn whether the processor apeed•up is feasible, and it is not tftOVD with 

precision bOW IBUCh Of aft increase in processing capacity each :tftbanceeent 

would pro•ideJ this inforaation can only be ~tained by completing the 

prototypes. Second, the rapid !Jipleaentation tt.ea quoted in tbis report 

asauae that the working prototype has been developed. That is,. the CB 

processor speed-up can be taple.ented at tbe first six sites in eigbt 

8)fttba, but only if the prototype baa already been developed' if it has not 

been developed, then another fbe .onths aust be added to this schedule. 

'l'bird, CCIIIi)ared to the aaonnts of 110ney at stake, the prototype studies 

in90lve a trivial cost. ~n sua, iiiMediate de.elopment of these prototypes 

is suggested since this will pro•ide at a low cost the infor.ation that the 

I'AA can use to decide what strategy is best and since this will bring closer 

the tiae when the strategy that is eventually chosen can be iaple~~ented. 
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A.l P\irpose I!Uld O!ganization of. this ~ndix 

In ol'.'der for the FAA to decide which of the· enhanceMnts discussed in 

this report should be adopted, it is desirable· to hava estimates of the ~

in perfomance that each enhancement would yield. 'l'o provide thO!~e 

eat!Jiates a IIIOdel of 9020A syst• performance baa been constructed. In 

addition to estiaatir:g tnssible pins in performance, this model can. also be 

used to help design· the enhaacements. This appen<!ix qives a high-level 

discussion of the model. and its main features. App. B then ,-ives a detailed 

discussion of the. IIIOdel and t:he results that lulve been obtained from it~ 

Sec. A.2 desct;ibes the model inputs, i.e., the paraaeters that can be 

varied l:!etveon runs of the model to reflect the different enhanc:ements aDd · 

work loads. Sec. A.4 desc.ribes the ~del outputs, i.e., the ·informatior1 

about s~ performance that the model yields. Sec. ~-3 descri"s the 

model lOCJ.ic, which tells_ how the model vi.ews the process being modeled1 that· 

is, the model lcgic tells how the model. goe~ about transforming inputs. into 

ou~puts. 'l'o ._increase the usefulness of this model, more ~ta is needed to 

serve as input and to va.l.idate the model; Sec. A.S llrts the measurements 

that should be taken to provide this data. 

This appendix only gives a general discussion of the modeL desiqned to 

acquaint the read~r with its main features; for a more detail.ed 

understanding, the reader should consult App. 's B and c. 

A.2 Model Inputs 

Each run of the model simulates a different scenario; various scenarios 

differ ·in the characteristics of the computer system or in the workload that.· 

is placed on the computer system. A scenario is characterized by choosing 

values for the model's inputs, and the goal is to choose values that 

represent a scenario of interest. The inputs that can be varied between 

runs of the model fall into three areas. 
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Pirst, there are cbaracteristics of the 9020 system tbat, wbile they 

could be changed, typically are not changed between runs beeaaH tbey are 

unaffected by the enbaneeaenta diecaased in this report. Bxaaples o.f these 

inputs are a list of tb~ prograa elements (P&'a), the instruction mix for 

each Pi:, and for each PB the average nWiber of inatractiona executed each 

time it is activated. 

Second, there are the characteristics of tbe 9020 ~ystem that typically 

are changed between runs because they are affected by the enhancements 

discussed in this report. The prillary inputs that fall into this category 

are: 

• memory cycle time, 

• execution time of every instruction (nOt counting the meJDQry eyc.le 

tiJae), 

• ·number of memory units,. 

• memory map, wbicb shows where all prograas and data are stored • 

. . For any one run of the model, valu~;:J. .are chos~n for these inputs that 

describe the particular enhancement that is being considered. For example, 

for tbe memory replacement enbanceme~t, the memory cycle time drops because 

the memo.ry cyele falls from five to four microcycles; the number of memory 

units increases frOIIl seven to ten in the 902a·o and decreases from eleven to 

seven ir• the 9020~; the J!leliOry map changes significantly since buffering is 

eliminated. When memory replacement is supplemented with a CB enhancement, 

this decreal!es the microcycle time, which is reflected in the inputs by 

reducing the memory cycle time and the instruction execution time. 

Third, there are the inputs that reflect the workload that is placed on 

the system. The main input describing workload is the number of times ~ach 

PB is activated per· hour. 

Once these inputs have been specified, the model is ready to run; the 

model logic then uses those i{lputs to determine how the system performs. 

so 
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A.l Model togic 

~ .adel logic describes bow the 9020 systea operatesr the siaulation, 

by tracing out this operation, can deteraine how the enhance<J systea would 

perfona with. various enhancements. 

Start by considering a single ~.:ocessor that has an instruction to 

vxecute. 'lbiS procesaor follows an eight step cycle. 

1) A randoe ·number is drawn to deteraine what the specif"ic · instruct"ion 

is. trhis depends not only on the random number but also on the PE 

being executed.) Once the specific instruction is determined, then 

various things are known, e.g., how uny, if any, references to 

memory aust be made. 

2) If no reference to memory is aade, go to step 6)J if a reference is 

made to memory, go to s.tep 3 J • 

3) Deteraine which aeaory unit must be accessed. 

4) This processor soes to the relevant memory unit: if the unit is 

tied up serving another request, then th!s processor queues up 

until it is given access to this memory unit. 

5) The processor receives the desired inforvation from memory. 

6} Tbe processor executes the instructic~t. 

7} To obtain the next .instruction to be executed, the proc·ese-:>r 

deterain~s which memory unit must be acce~sed, queues up if 

necessary at that uuit, and eventually receives the next 

inst~ucti~n to be executed. 

8) Go back to step 1}. 

The ~emory replacement enhancement causes an increase in performance since 

there is less meMOry inte:ference at stepa 4} and 7) and since the memory 

cycle time (for the 9020A) is faster in steps 5) and 7). The CE 

enhancement, which decreases the microcycle time, ca~ses an increase in 

performance at steps 5), 6), and 7). 
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Wbile this eight step proeedw:e is the heart. of the IIOdel, it is not :tho 

entire IIIU4el. The IIOdel logic also gov•rns the order in wblch PB'a are 

executed and bow PB'a are allocated a.ong .the processors. 

A.4. Model. OutEYJ: 

During the simul•tion, statistics are kept that describe what hapPens 

during the siaulation. The pr!ury output of the IIOdel is the &lllOunt.. of 

siaulated tiae that it takes lor the specified workload to be carried out~ 

That is, given a workload, ~ne model predicts how long it would take the 

enhanced 9020 aystem to di~>.c-->se of that workload. The perforaance figures 

cited in the text refer to the decreaaf.l iai time it wollld take for the 

enhanced ~020 system to perform 4 set task. 

A.S Heeded Data · 

This· report gives estimates of the per-formance gains that e.ach 

cnhanceaent would yield (e.g., Table 4-1}. These estimates were obtained by 

r~nning the model with the best available data, but confidence in the 

model's results could be ~rovea. if new measurements were made to obtain 

the clat.i that. is most critical to tbe model. The measurements that are 

needed to provi~e input data and to validate the model are as follows • 

. 1. Memory Jl,eferences Per T;i.me Unit 

Each CE 

~ach IOCE 

2. Peripbal Utilization 

Disks 

Tapes 

Selector and Multiplexor Channel Activity 

3. PE Activity 

Number Activations Per Time Unit 

Time Active For ActivatLon 

Humber Memory References Per Activation 

SE Number For Each Activation 

St~rt Time For Each Activation 

'. 
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4. Humber of SVC's. Per Tillle Unit 

5• Dispatcher Activations and Time Active 

6. 1/0 Interrupt ~rocessor Activation and ~ime Active 

7 .. SVC Handling Activations and Time Active 

8. Hon-PE Activity in CE-Humber Activations and Times 

9. Subproqrua ~a Melllory References Per Time Unit 

10. Humber of Tracks Active Per Time Unit 

ll. Total Number of Instructions Executed Per Time Unit 

12. Sequence of CE's Requesting SE Access 

13. Number of Proposed ~racks Per Time Unit 

u. Wait-On-cE Delay for PE's 

lS. I/0 Delay for PE's 

16. Lock Delay for PE's 
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APPENDIX B. THE MODEL OF SYSTEM PERFORMANCE: DETAILED EXPOSITION 

8.1 Purpose and Organizatiop of this Appendix 

This appendix details a simulation model. used to analyze the 9020A 

system. The model is adapted fi"'OII a model used in [PATT73] and uses the 

techniques described in [FRAtU7]. The technique. used has previously been 

used successfully by members of the staff of AJ"Chftecture Technology to model 

for f4avy Real-Tfme environments the AN/UYK-7 and for BMD. Sjte Defense 

environments the COt 7700. 3X2 CDC 7600 configurations. H6000 Series 
multiprocessors and Univac 1100 Series multiprocessors. 

The general structure of the model is described in Sec~ 8.2. The model 
was definitized by parameters and suitable I!IOdifications until it accurately 

represented the 9020A. The results obrained by running the model are 
described in Sec. B.3. 

B.2 The Model 

The model, which is implemented by a S!MULA program, represents a system 

consisting of two types of entities. These are processing elements and 

memory modul-=s. Processing elements are parameterized to represent either a 

CPU (processor) or an IOC within the·9020A system. Memo~ I!IOdules are 

established to service requests which result from the operation of the 

processing elements in the system. 

The memo~ modules in the modal are instances of a SIHULA process class. 

This means that each individual memory module is modeled by a process which 

interacts with other elements of the system. At certain points in the action 

of this process, simulated time is used to allow for the proper 

interactions. The device for thh interaction is represented by a switch of 

ports through which requests for service can be made by various processing 

elements. These entries model the switch connections which can be made with 

memory modules fn the 9020A. Bus connections are represented by assigning 

eac:.h pr-ocessing !!lament having use of specified ports fnto the memo~ module 

process. 

54 



I 

The action of the memoryliiOdule process fs described by a cyclic 
acknowledgement of processing reqOests. Since the simulation model does not 

detafl the content of memory references. no information tramfers are 
represented. A reeJJest exists because of the action of a processing element 
in simulated time. The reeJJest is represented by a flag in the port entry. 
The me&Ory module process services the request by simply clearing the flag; 
the result is a siutple sync-hronization exchange. As long as requests to be 

serviced remain in the array of ports br an individual memory module 
process, it cycles to service requests. Each cycle involves locating th.a 
request, and signaling completion of service for the request. Therefore. the 
first port fs given highest priority. etc. A complete description of this 
process is given in the flow chart in Figure B-1. 

As long as requests exist, a memory module process remains active. If no 
more reeJJests remain at the beginning. of a new cycle, then the process 
passivates. Entry of a new reeJJest into: a port of an individual memory 
module process restarts the passivated processes as required. 

The action of the processing ~lement is also cyclic. However,· the 
possible paths during a cycle are greater in number and the decision points 

.are controlled l>y pseudo-random draws from given distri!:>Utions. The results 
of the cycling of the processing element process are requests to various 
memory modules for service. A> indicated abov2, these requests are 
represented as synchronization exchanges. Accordingly, the progress is 
partly controlled by the memory modules. 

Each processing element contains two sources of requests to memory 
modules. These are the. instruction word reference, denoted i ref. and the 
operand reference, denoted oref. Associated with each of these sources is a 
dedicated bus assignment represented as a port ordinal. This ordinal is an 
integer from one to eight. Only one request source may be assigned a given 
port ordinal or bus number. The lower numbered busses have the higher 
priority. To be consistent with 9020A characteristics, the iref source of an 

individual processing element process should be assigned a lower bus number 
than the oref source. However. the model itself does not require this. 
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In what follaws. we describe the flow of the processing element proeess 
cycle. Where the deciSion points depend on a pseudo-random draw, the· word 

DRAW will indica~· thfs. The paragraphs below identify the var1ous 
distributions required and how they influence the behavior of the processing 
element 110del. 

The selection of a conmand within the processing element cycle ·and the 
deteraination of its characteristics is controlled by four vectors. These 
are the instructions probability vector. denoted INSTPROB, the instruction 

cost vector, denoted INSTCOST, the instruction type vector, denoted ISTYPE, 
and the fnstructic:,n length vector denoted CLENGTH. Each of these vectors are 

of size N where N represents the number o-f command orders to be sfiiUlated. 
Specifically. INSTPROB· [I] represents the probability that a command will !>e 

order I. Given ttiat the comand order is I. INSTCOST(l} represents the tf111e 
cost for any execution portion of the comand, which uy be zero. "ISTYPE(I] 
fs either 1, 2. or 3 and indicates if the command is a jump, no operand, or 
operand comand, respectively. CLENGTH[I) specifies the amount of the 

current instruction word utilized by the command. Notice that the units of 
CLENGTH need.only be consistent with IPW. 

Refere·nces to the memory modules are generated as integers specifying 
which meoory module must service the req.rest. This action operates 
essentially as a Markov process. A current state for instruction and operand 
reference is maintained as PREG and QREG, respectively. Each reference is 

then a transition from the current state PREG (or QREG) to the next state 
which beComes the new value of PREG (or QREG~. The memory reference is als., 

simulated along with each state transition. The simulation mode) identifies 

four distinct trans~tion types within the framework of the processing element 
model •. These transitions correspond to instruction reference on sequential 
references, instruction references on branching references (jumps), oper~nd 

references first kind, and operand references second kind. 

Before dealing with the· specific interpretation of these four 
transitions, we should develop the notational machine~ a bit more. 
Formally, a reference transition can be represented as p=F(T ,p) where p 
represents the old state, T a transition matrix, and F a function operating 
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on T and p. The transition fll!!trfx T is an a x ;n aratrfx where m fs the niiDber 
of memory modules which are addressable. For T ··[p1jl• pfj ~epresents 

the probability of the next reference to memory going to module j given the 
last reference to i. For convenience. a mode ca.n be associated with certain 
special cases of the matrix T. These are listed as follows: 

uniform ~ij"'lc for all i .j 

banked 

phased 

Through trivial extensions to the SIMULA program, additional specialized 
transitions could be defined. However, the simulation program has the option 
for defining the access to memory by an explicit statement of the transition 
matrices for each of the four transitions. 

The first. transition involves the memory reference for the next 
sequential instruct-:.Jn word. This is tenned the read next instruction (RNI) 
sequence. Basically, the transition defined for RNI is a specification of 
how seq.~ential addresses are mapped to the memory modules. More likely than 

· not, this transition will be a function of hardware configuration than of 
s~ftware organization. 

The second transition concerns the branch or jump c01'1Wi1and. Since the 
occurren<:e of a jump coomand is a break in tlte seq.~ential behavior of the RNI 
operations, an alternate transition matrix (or mode) is in order. This would 

. usually depend more heavily on software organization since jump instructions 
may cross certain hardware partitions, etc. Alternatively, the degenerate 
case of jump references involving the same transition probabilities as RNI 
can be easily handled by establishing the same definition for both. 

The operand reference transitions are of two kinds; this splitting is 
arbitrarY from a hardware or architectural point of view. Operand memory 
references occur relative to a last reference state QREG. Ordinarily. one 

might think that operand references would address memory modules independent 

i 
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of the instruction referencing state; however. this is not true. Programs 
dealing with vector or array numerical structures display behavior very 

dependent on progr• control. Rather than attempting to model thfs factor in 
terils of the operand· to progrant dependence, the possibility of tvo types of 
operand transitions were allowed. Which of the two kinds occur is controlled 
by a Boolean draw based on a probability Y• What the two kinds of 
transitions are and how they differ is then supplied as part of the 
definition of the 110del. An example would be to allow operand references to 
uniformly random with probability 0.5 (kind 1 is uniform, y=O.S) and phased 
through the sequential asodule number With probability 0.5 (kind 2 is phased, 
ya0.5). A further discussion of the utility of the dual operand availability· 
1s contained in the section reporting the results of examining program 
. behaviors. 

Figure B-2 shows the basic flow of the processing element model. This 
figure does ·not detail the dual operand transition. but does show how the 
c011111and order identification interacts with memory reference transitions. 
This interaction provides for realistic statistical dependence between the 
command order distributions and the memory module addressing distributions. 
Complete models of the 9020A system along with an appropriate workload can be 
provided in terms of these parameters and command distributions. 

The description of the 9020A simulation program in detail is in tenus of 
the COt.ffR(L OATA implementation of SIMULA. The reader may refer to CDC 

publication number 50234800 for the SIMULA reference manual; however, the 
description provided below will contain miniillal dependence on the details of 
t~ c:c SIMULA implementation. 

The simulation program manipulates three files or datasets. Two of these 
are the datasets INPUT and OUTPUT. The third dataset is called DATA. 'Tne 

dataset INPUT must contain cards describing the identification of the dataset 
DATA as a SCOPE operating system file. This file will contain the input data 
for t~e descriptions of the simulation runs. The cards must be of the form 

DATASET ,DATA: L fn 

DATASET,END 



orcfer:•DIAII 
ieype:type[orderl 

Wait for Ire£ 
Reaet lPW 

'~rate next iref 
from DJWJ 

.J 

. 1111 tranaition 

.Jump transition 

Wait for iref 
.generate next 
iref from DRAW 

IPW:•O 

No erand i 

Operand 

Operand 
Transition 

Hold for 
Inatcost(order_ 

FIGURE B-2: 'l'BE PLOW DIAGIU\M FOR '!'BE PROCESSING ELEMENT PROCESS MODEL 
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where lfn is the SCOPE file name. For example, if the ffle name is SAM, then 
the first card a~ve would be 

DATASET,DATA•SAM 

In any case. the file provided as the dataset DATA must be rewound. 

Thf: general fonaat of the infomation provided on the dataset DATA is a 
~(J.lence of problems each describing a simulation run. The SIMULA. program 
reads the information for each problem, executes the simulation, prints the 
results, and proceeds to the nut problem. This action is halted by an EOF 
condition on the-dataset DATA.. 

The format of the infonaation read for each problem is consistent with 
the SIMULA free form input/output conventions. Because this implies a 

. seCf.lential ordering dependence on the entire set or parameters fol· a pro:>lem, 
various keyword fields have been introduced for the sat~ of redundancy to 
prevent errors. Each keyword must begin in column l of a data card. In the 

_ explanation below, <string> will denote a keyword given by the indicated 
string of characte~s. The description of a simulation run as a pro~lem is 
headed by the following information: 

<PROBLEM> m- 9 me r-t rb rn 

The parameters are m, the number of memory modules; g, the number of 
processor groups or types; me. the me.wry cycle time;_ rt, the run time of the 
simulation after the initial bias run; rn, the number of runs of length; rt 
and rb, the time of simulation for purposes of removing initial bias. Note 
that the initial bias period is followed by the clearing of all statisti~s 

and counters followed by the running of rn simulation periods of length rt. 
Also note that all times are of arbitrary units. However, the probl~ 
description must be consistent thus the natural unit of time would be 
microseconds. 

The above information provides the general framework of the problem. 
Specific information abqut each group of the g groups must fGllow on the 
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data$et DATA. Accoi-d1itgly. the SUIJl.A progra111 expects to find on the dataset 
DATA g sets of items of the form: 

<GROUP> p ni 
<GAft4A> 4 

<IPW> fpw 
'-IJMASTER> u 
<RNI> nnode [TR] 
<JlltPTM> j1110de [TJJ 
<OPERANDlTM> omodel [TOt] 
<OPERAND2TM> omode [T02] 
<INSTPROB> (Prob[i], i=l,ni) 
<INSTCOST> (C[i], 1-l,ni) 
<INSTTYPE> 
<INSTLENGTH> 
<PE> preg greg 

• 

<PE> preg greg ibus 

P items 

obus 

The number of proce-ssors 1 s p. The num!>er of instructions or c011111ands 1 n the 
processor workloads ts ni. 6 is the probability that an operand is operand! 
rather than operandi. i pw is the number of instruction units per word. The 
interaction between ipw and the instruction lengths descri~ed by L[i] 
determine the rate and distribution of instruction word-~emory references. u 
is an integer seed from which all random number streams within the processor 
group are started. For the mode values, t~ following integer values can be 
used. 

1 indicates matrix to be used. 
2 uniformly random references to all modules. 
3 all references to same module. 
4 references to sequential modules. 

If the mode values are other than 1, then these values completel_y describe 
the discipline for memory references. If a mode value is 1. then a m x m 
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matrix must follow.. These values must be real and represent the rows of the 
transition matrix. Each row will be the probability density function,· not 
necessarily nomalfzed. for a reference to a memory module. The pr_"evious 
reference deten~ines which row ts used • 

. The next four ke)"rords, <INSTPROB> through <INSTLENGTH>, determine the 
instruction mix for this group of processors. Prob [i] is a vector of the 
probability density function determining the instruction distribution. C[i) 
is a vector giving the execution time factor for the instruction selection, 
L[i] fs a vector giving the number of instruction units this command uses in 
t!= carrent instruction word, and T[f] fs a vector giving the instruction 
type. There are three types of instructions. 

1 A JUII1P coamand. C(i] is executed any outstanding instruction 
reference COOJPleted, a new instruction reference generated, and the 
new reference completed. 

2 No operand COIIIIIand. C[f] is executed. 
3 · Oper~nd required. An operand reference is processed followed by 

the execution of C[f]. 

Finally. for each of the processing elements in the group, the following 
information is obtained from DATA. 

preg thememory module for the initial instruction reference. 
greg the memory.module for the initial operand referenee. 
i bus the bus number f:>r instruction references ( 1 ~i bus~8). 
obus the bus number of operand references {l<obus<8}. 

. - -
Note that two processors cannot share a bus. Accordingly, the limit of~8 
busses restricts the total number of processing elements in the total system 
model to eight. To model a 3x2 9020A configuration three simulated 
processing elements would ~e used to simulate the three CPtJs a~d two 
individual processing elements WOtlld be used to ·simulate the two IOCs. The 
model is extendable to allow handling multiprocessor configurations that 
drive more than eight addresses in parallel. 

', 
\ 
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8.3 Results 

A memory conflict analysis was. done on the 9020A as a 3 .. 2 (three CE. two 

IOCE) multfpracessor using a SlMULA coded model on the University of 
Minnesota CDC Cyber 74. ThiS model is an instruction level sft.ulator. The 
program is sufficiently general that it will handle all,Y nl.lllber processors of 
a variety of command structures and functional specialization in the system 

.. subject to the limit of a maximum of eight prioritized memory bus. 

connections.. The specific memory conflict model employed here is based on a 

general perfonaance limited model of system function in a shared· main llleiiiOl'.Y 

multiprocessor. The model enables a close stu~ of system perfonnance 
limitation due to CE and IOCE conflicts at the memory bus or memory 
fnterfac;;.e. By selective variation of parameters the user can relax 

constraints that cause performance limitation due to processor contention for 
the shared memory resource and •tune• the system at an architectural level. 

In this appendix we will describe the results together with implicatians .. 

Table B-1 presents the 9020A CE model input for the SIMUtA pragr'am; these 
statistics we·re derived from Taole 4-2 Ir!s1;ruction Mix and Execution Times,. 

'_D<ELL77]. This model organizes the commands executed in that sample into 

sixteffi categories by instruction execution time including operand fetch (if 

any) from memory. The sixteen categories are further divi~ed into three 
. types: Type 1 are jump conmands, assumed to occur 20 percent of the time, 
~pe Z are register to register commands that do not require an op~rand from 
memory, and type 3 are the main sequential memory references for both 
instruction and operand. This mi is used in the workload given in Sec. 8.2 
to drive the simulator. 

The 9020A IOCE shared memor.y utilization model shown in Table S-2 was 
derived-from experience with similar configurations of similar machines in 
tactical real-time radar data processing applications. because a dynamic 
workload ,.,as not available fran any of our sources for the 9020A IOCE's. The 
9020A IOCE is significantly· different from others previously studied, 
however. in that it has local memor.y. The most conservative modeling choice 
in this case was to assume that both IOCE's were fully occupied performing 
input/output functions for the three CE's. This ass~tion leads to a worst 
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TABLE B-1: 902M CE COifWfD tmEL 

Instruction Instruction Instructi'};; Type Length 

Category Frecpency Timing* 

1 1~2768 2.5 3 2 

2 16122 3.0 3 2 

3 35747 3.5 3 z 
4 25549 4.0 3 2 

5 12131 - 5.5 3 2 
6 4260 12.73 3 2 
7 1683 14.25 3 2 

8 21057 14.9 3 2 
9 8764 21.0 3 2 

10 7352 1.0 1 2 
11 15120 1.3 1 2 
12 37719 4.2 1 2 
13. 22248 2.5 1 2 

·-
14 8445 0.5 2 1 
15 34857 0.75 2 1 
16 10223 1.25 2 1 

* Instruction times do not include the 2.5 microsecond fetch time for the 
instruction itself. 
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Ratio* 

5:1 
4:1 
3:1 
2:1 
1:1 
1:2 
1:3 

1:4 
1:5 

TABLE B-2: IOCE ·SHARED MEr«>RY tn'H,I1KtiON tma 

Percent 
INSTPROB 

10. 
20 
30 

. 20 

9 

5 

3 

2 
1 

Total 1/0 Meir;Qry INSTCOST 

Load us 1/0 Memory Load 

Per IOCE 

12.5 6.25 

10.0 5.0 
7.5 3;75 
5.0 2.5 
2.5 1.25 

1.25 0.81 
0.84 0.42 
0.64 o.n 
0.5.0 0.25 

*Ratio of instrJctions executed to ~ata words input or output 
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case conflict situatfon for the three CE's since they have lowt•• bus 

priorities and thus will !>e more freq~ently shut out than they wc.uld have 

been should a light I/0 load have been estimated. 

The results of the simulation ran on the baseline data in Tables B-1 and 

a-2 ar~ given in Table B-3. The influence of the assumption of high 1/0 

delaand on shared memory plus the high priority of the IOCE's can be seen in 

the table. lowering the I/0 demand from 100 kops to 50 would increase one t:E 

IIIE!IIDry service level from 94 to about 144 but would not change the- total. 

Thesa results do not account for careful memory mapping to reduce CE conflict 

and level CE loading ori memory. Since we have found previously that memory 

mapping reduces first order CE memory conflicts we can set an upper bound for 

its effectiveness as being equ3l to the effect of interleaving memory. 
Assuming nearly perfect memory mapping then allows us to take as effective 

memory bandwidth 455 thousand memory r~ferences per second ( Jcrnrps} rather 

than the 272 lanrps computed by the SIMULA model which does not accotJnt for 

mapping. Comparing this result w'fth the theoretical maxima indicates that 

the effective memory bandwidth is far less than the. possible ttaximum and the 

actual instruction rate for the CE's is less than the rate three independent 

CE's could sustain at an AIET of 6.23 vsec or 160.5 I<Ops per CE. If mapping 

is as effective as interleaving, then the system sustains a rata of 301 kops 

which is considerablJ less than the potential rate of 150.5 per CE and 50 per 

IOCE. This reduction must not only be understood as a consequence of sharing 

the main memory resource but also as a tradeoff in favor of enhanced syster.t 

avai 1 ability. 

Table B-4 extends the baseline smULA results for a numb~r of memory 

speedup options. ·The table shows memory speed of 2.0, 1.5, 1.0, 0.8, and 0.5 

~sec beyond the current or baseline value of 2.5 ~sec. The value 0.8 usecond 

was chosen because that is state of the art for large main memory and the 

value 0.5 was ch3sen as a first approximation to the effect of a cache memory 

in the 9020.1\ system. These extensions of one baseline SIMUJ. results a11o•t 

cooparison of the speedings effect of each option ''lith and without two waJ 

and four way memory interleaving as shown ir. Table B-5. For this data to be 

valid, the CE must be modified to allow for asy~odr.lonous operation with 

respect to the me.ilory at these specified rates. If shared ::~emory is the 
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TABLE 8-3: foEMORY CONFLICT IN 3x2 90'.M 

Memory Speed 2.5 l.l sec 

Max. Instruction Time per CE 

Corresp. Instruction rate per CE 200 tops 

Average Instruction Execution Tillie (AIET) 6.23 ·" sec · 

Corresponding Cqnflict free Instruction rate per CE 160 .. 5 kops 

I£MORY CONFLICT MODEL RESULTS 

Three CEs Two IOCEs* ~st~ T~tals 
tcops kmrys iops !cnrps bps bnrps 

No interleave 9( 172 100 100 194 272 
2 Way interleave 201 365 100 100 301 465 
4-wa,y inter. 316 569 100 100 416 669 

* Assumes IOCE's priority 1 and 2 with CE's 3, 4. and 5. 

Also assumes IOCE has local memory tttus loading shared memory at a 
constant level at full I/0 load capability. 
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TABLE B-4: EXTRAPCl.ATED VALUES FROM SIJIJLATION 

Metaory Speed 

The Max. inst/op tiM 

The Max. 1nst/op rate 

AIET 

Conflict free inst. rate 

System T ota 1 s 

No 1ntl. 

2-way 

4-vay · 

No 1nt. 

. 2-vay 

4-vay 

WlTtl VARIOUS JEMORY SPEED·UP OPTIONS 

3x2 9020A with Memory Speedup 

2.~ 

5.0 

200 kops 

6.23 

160.5 

tcops 

194 

301 

416 

limrps 

272 

465 

669 

2.0 

4.0 

250 

5.34. 

187.3 

234 

366 

509 

331 

572 

827 

1.5 

3.0 

333 

4.59 

219.3 

260 

406 

563 

366 

629 

807 

1.0 

2.0 

500 

3.97 

251.9 

289 

457 

631 

411 

671 

1034 

0 •. 8 

1.60 

625 

3.n 
265.3 

305 

482 

671 

433 

752 

1088 

TABLE B-5: OVERALL PERFORMANCE Ilof>ROVEMENT RATIOS 

Memory Speed in Micro Seconds 

2.5 2.0 1.5 1.0 0.8 

No intl. 1.00 1.21 1.34 1.49 1.57 

2-vay 1.5S 1.89 2.09 2.35 2.48 

4-way 2.14 2.62 2.90 3.25 3.46 
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0.5 

1.0 

1000 

3.46 

289.0 

329 

521 

728 

469 

817 

1184 

o.s 
1.69 

2.69 

3.75 
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trftical resource in the systelll. why is the perforAnce fi!IPreveaent not 
greater than shown in thfs table. The model shows primarily iMprovement due 
to conflitt reduction which shows diminishing return with further speedup 
options not only because memory speedup can only reduce processor waft time 
to the basic memo.ry independent rate of the processor. The 9020A CE has many 
instructions thit run much longer than the 5.0 &asec turn around time (f.e •• 
instruc.tion plus operand fetch times) of its current memory. Thus Table B-5 
encourages the conclusion that state of the art 111e110ry would improve the. 
perfomance of the 9020A 3x2 IIUltiprocessor by 57 percent. This result is 

not all good news. however since the memory banking issue has not yet been 
considered. State of the art 111e110ry technology fs not only faster but . . .. ~·,, 

encourages larger aaemory modules. This 1f replacing the current nine !)anks 
2.5 &asec 90ZOA memor.y one would probably use only 4 rauch larger banks of 0.8-

&asec memory .. 

Table B-6 shows the simulation results of varying number of·memory ~nts 

and degree of interleave in a 3x2 multiprocesor capable of ffve siraultaneous 
memory requests through an eight port tne!ltOry switch. This table indicates 
that reduction of eight to four banks of memory with either no interleave or 
two wey interleave results in a reduced perfot-mance level 1.87/1.54 ar 
1.89/1.54 or about 82 percent. This reduction applied to the 1.57 times 
improvement of ~ry speedings reduces the potential gain to. 1.57 X .82 = 
l.l9 or 29 percent over the current state. however there is- some gain due to 

the larger memory size.. A comparison of Tables C-4 and C-5 in Appendb C 
shows an overage improvement of six percent for elimination of program 
overlays by memory size sufficient to store all of the program. This 
improvement due to the combinatio~ of fewer but faster memory banks above for 
combined total of 35 percent. 

If the current mearory rate if 465 kmrps (thousands of memory references 
per second} as discussed above then the systellt perfonaance improvement due tO- · ··-· 
four banks of 0.8 11sec memory is shown in Table 8-7. The current memory 
loads for 111.222 and 333 tracks is tajen from Table C-4 by converting from 
kmprh (thousands of me:DOry references per hour) «. kmprs. The curr~nt 902M. 

3x2 system shows 78 percent memory saturation on the table. Option A is 
installaticm of four banks of 0.8 11second memory. lilhfch the tab-le indicates 
will handle the 222 track case but certain low priority functions will have 
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TABLE B-6: PERFORMAHCE RA'UOS (F A ·3x2 MULTIPROCESSOR· 

WITH M··EJGHT PORT I£MORY BUS 

DEGREE. (F 
INTERl.EAYltli · 

none 

IIJIUR OF f!EJ«lRY IOli.LES . 

1 

1.00 

. ---

2 4 6 

1.20 1.54 1.75 

. 1.28 ·1.58 1.79 

.. 1.74 

TABLE B-7! 9020A I£MORY PERFORMANCE SUWARY 

8(~) 

1.87 

1.89 

1·95 

10 . 

1.93. 

1.96 . 

load in NO. Current Memory Percent Memory Saturation 
of Tracks Load in KMRPS Current Option A Qption B 

111 361 78 58 38 

222 633 136 100 67 

333 949 204 151 100. 

Option A. careful memory mapping to reduce conflict with 0.8 micro second 

Option.B. two way i-nterleaving of four 0.8 (micro) sec memory banks. 
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~ be suspended to allow processing 333 tracts. The Option 8 col.-n shows 
the additional perfol'lllance gain due- to interleaving by two ways the four 
banks of large memory. In thfs case 333 track can be processed without 

suspending any secondary functions. 

The perfol"''lance gain of interleaved memory in a real-time computer system 
IIUSt be traded off against reduced availability. For example. without 
interleaving the four ban~s. ff one fans the system can reduce to a casualty 
D:Jde based on reconffguring into the remaining three banks. With two-way 
interleavfn9 loss of one bank means loss of two (i.e. the faulted one plus 
its interieaved partner) and casualty mode becomes probleutic with only half 
the memory. With four-way interleave of only four banks a single memory 
fault reduces to c•lete systetll outage and cas~.talty DIOde, ff any. IIUSt 
invoke another facility or backup means. 

Table B:S relates memory speedup possibilities with memory interleave 
afternatives and Table 8-6 relates the latter to number of lllelllOTY banks. Two 
other factors that are not analyzed quantitatively but are none thg less 
important are memory size and the application of cache technology to the 
9020A. larger main 111e1110r:y can be employed in the system to advantage first 
by eliminating the need for overlays to gain a 6 percent advantage 
independent of other means. Beyond· this advantage is the possibility of 
having sufficient main memory that critical programs shared by numerous 

·processes could be replicated in each memory bank as required to further 
~duce conflict. This improvement possibility is not completely independent 
of other conflict reduction techniques. In applying memory size advantage it· 
is best to increase the number of 111e1110ry modules rather than merely to 

· increase the size of each module only. Table 8-8 relates the performance 
improvetaent due to the combined size per module and number of module 

. factors. The improvement shown in this table is due to two factors, one 
enabled hy memory size and one by conflict reduction as the number of 
independent module increases to (and slightly beyond} the m.anber of 
simultaneous memory requests. The two latter factors are, first, ·reduction 
of memory demand if overlays are not required. and, second, reduction in 
memory conflict if routines that may be called simultaneously by different 

. proces$ors can be shared fn each memory banfc. The overall improvement for 
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TABLE B-8: EFFECT OF f«)DULE NUMBER AND SIZE. !!!!. lNCLUDl~ INTERLEAVING OR 

SPEEDUP • FOR A 3x2 . MOL TIPROCESSOR 

Mellory Nu.ber of Me.ory Modules 
10 Size/Kodule 1 2 4 6 8 . (9) 

512k bytes 

(~rrent Systell} 0.9 1.0 1.08 

1024k bytes 0.74 1.39 1 •. 64 

20481t bytes 0.6 1.23 1.39 1.64 

4096t bytes 0.5 0.97 1.23 1.39. 1.64 

TABLE B-9: EFFECT OF' INCLUSION OF' .A FOURTH CE 

Approx. 
• 3x2 Slstem Totals 4x2 Sxstea Totals I!!!rovement 

tops btrps kops laRrps (percent) 
No f nterl eave 194 272 243 341 25 
Interleaved 301 465 379 589 26 
4-wa,y f nt 1. 416 669 528 850 27 
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four banks of 4096 t 11e110ry the' sa.e speed as is fn current use woUld be 

about 23 percent. 

A conffguratfon~l alternative li!OU1d be to apply the redundant fourth CE 

to the workload. As Table B-9 shows. the use of the redundant machine is 

about the same as employing redundant memory.· In general this approach wfll 

not be fruitful. asK. J. Thurber points out fn Large Scale Comp!Jter 

Architect~re. pp. 307-311. If the total number of CE"s and IOCE's fn a -- . 
111.1ltiprocessor systeat drive more addresses-simultaneously than the number of 

memory banks. then perfol"'liance 1 s degraded. In the case of the 9020A one 

could drive up to eight addresses in parallel before this c~nflict situation 
woulcl cause serious perfonnance loss. In this section of hfs book Thurber 
also shows how a ~ondary memory aultfprocessor experiences less performance 
loss due to 111e110ry conflicts than a primary memory multiprocessor lflce the 

9020A. Isolation of the shared 11e110ry resource could be provided in the 
9020A by providing each CE with a Sllall buffer memory or cache. Th1s 
approach could produce a pOtential gain of 58 percent;. however, this value 
.must be reduced by the hit rate of the cache. If the cache is very small, 
for example only a few words. t;..en the hit rate will be about 80 PE:rcent 
(assuming that every fifth instruction is a jump or change in sequence).- If 
the cache is 4096 bytes or larger. then the system could attain a hit rate as 
high as 94 pe:rcent. In the first ease the. improvement could be as large as 6 
percent and in the second case no larger than 54 percent. 
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APPDII)IX ·c. NAS RBPRESZN"l'ATIVB 9020A WORia.OADS 

'l'hia appencUx descrl.bea representative wor-kloads and their derivations 

for the existi.nq National Airspa~e Systea (HAS) 9020A Computer Coalplex. A 

•sillpli.fied" configuration diaqrlllll is shown in P'iqur~ 1-1 and consists of 

~ l/4 mb me1110ries-, three 360/50 compute elements, two 360/50 IOCE's, two 

2314 di5k units, and two 2401 tape units (NIZL77J. Only this prim.uy or 

. no~dant portion of Fiqure 1-1 was considered in derivinq the ·· 

representative workloads. Actual measurements as reported by several 

organizations, theor~tieal calcu.lations, and proqrlllll descriptions and 

specifications as reported in the. documents listed in the references were 

Q.Sed in preparing these workloads. The workloads1 derived for three cases 

lll, 222, and 333 tracks - are texmed •representative• because there has 

not been a COJIIPlete set of measurements ude for any one version of the NAS 

Progzaa. Versions NAS A3d2.l, 2.2, 2.3, 2.4, 2.1, and 2.9 were all used to 

gather the necessary statistics that in turn were used to derive t~ 

workloads. Because t~ purp~se of constructinq a workload is to drive the 

model to examine 9020A memory interference, this representative workload 

appears to offer a fairly accurate picture o~ NAS Proqram activity. 

Information derived frOIIl the Workload TC'.,les C-1 through c-6 c.ompared 

favorably wit.h 11!'\terial in. the references that were not previoUSlY used in 

the worlc1oad derivations. 
II 

Se-oieral qroups have measured NAS activitY' either in actual operation or 

at the FAA Technical Center and have found tHat approXimately 26 program 

elements (PE) account for approximately 90% of the prOC"essor activity 

(KELL77, NOPAR77}. These PE' s and their size are shown in Table c-1. Also 

qiven is whether they are permanently resident in memory or they are 

dynamically loaded when needed(NOPAR77!• 

Three traffic load cases -- 111, 222, and 333 tracks -- were used in 

deriving the workload. lll tracks, for which measurements usinq various 

mon.itorinq devices have been made [NOPAA77], is ?="epresentative of the 

typical non-saturated case. Table c;..l lists the measured number of 

activatior~ per hour per selected ~E artd the associated percentaqe of one 

computer element utilization. There wez;e not any count-s for four of the 
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!ABLE C-1: PB. O'U{.IZA'l'IQR Ar 111 TRACK$ 

Size &uffer- Acti.vationa tCB ~ry ~f.ng. 

...J. !!... '(Bxt!!l,. able Per Hour Utilisation (10 Refs/Hour) 

1 !'Til 10,376 y 601 2.25 22.0 

2 COP 6,665 R 715 1.19 .11.7 
·---- ·- . . - --~4- ·-

3 CRU 11,328 R 391 1.27 12.4. 

4 CSP 18$160 R 560 3.14 "30 .. 8 

5 DAM 22,728 R .279 

6 MT 7,424 y 600* 2.21 21.7 

• 7 DUZ 18,136 R 337 4.25 41.6 "1 
1 

8 MOR 528. 23,656 5.91 57.9 ., R 
' J 
~- 9 RDA 17,216 R l,&OS 10.18 99.8 

10 PDE 3,544 R 1,495 1.12 11.0 
·' 
{ 11 JQN 15,800 y 2,066 1.38 13.5 

·1 
12 BTI 30,848 R 2;012 20.23 198.3 

13 BllM 3,880 R 3,602 2.49 24.4 

14 RSL 464 N 3,850 

15 RrG 11,904 N 3,606 11.19 109.7 

16 MRM 11,264 y 600* 5.80 56•8 

17 BCD 28,112 y 908 3.46 33.9 

18 CNN 23s816 y 848 ' 

19 css 584 N 523 

20 PNA 1,824 N 1,295 1.17 11.5 

21 JTU 2,056 y 600* 

22 CRJ 11,280 N 1,115 

23 CBC 18,832 N 1,215 1.02 10.~ 

24 RRA 9,488 y 300* 3.32 32.5 

25 RFA 26,232 y 301 1.09 10.7 

26 FWR 3,200 N 601 1.29 12.6 

TOTAL 315,788 55,681 84.0 822.8 

*estimated 
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PE's in the original measurements but they were eaSily estb!ated becaus~ .of 

their periodicity. Table c-1 shows that these 26 PE's consumed 84\ of the · 

resources of one processor. The final set of numbers in Table c-1 is the 

number of lleiDOry refe~e.~es per hour for each of the selected PE 1 s •. The 

total 11)&(} froc just th'se PE's is 822 .. 8 aillion aemory refereru:es per 

~our". -·A 2~5 micrioeecorid memory· oi"'stora~l~"'~i-ri"tcc{SE-}~a;':ui~ Iri'l&~c;9oioi''' .~ .. ·. 
configuration, has a !)alldwid,th of lUO•ilUQn metll01:y,c:eferences per:llour •. 

Tbe memory reference figures of Table c-1 ~ere derived froa.instruction 

times listed in Kelley's report[KELL77}. Kelley found that the average 

instruction execu~ion time for the NAS Program was 6.23 microseconds. From 

Kelley•s instruction times and cbunts charts, it was detemi!led that 30.4\ 

of the executed instructions involve one memory reference and 69.6% involved 

two meaory references (instruction and operand fetch). Therefore, there are 

1.696 aemory references per· instruction. The number of memory references 

per hour for a PE is. then found from the equation: 

pg'" reference = 
hour 

6 3600 x 10 /sec 
hour x l/(6.23 x 12.696 x% CE utilization). 

The 222 track. case is a saturated system case. Although actual 

measurement::s had been made for this case [!{OPA!i,77~, it was noted that some 

of the numbers were sus.pect because the system was saturated. 222 tracks 

are handled in actual operatioA today by remo~ing some of the operational 

PE's as the system approaches saturati~n[SENA80]. The figure for t~e total 

number of activations per hour and· the % CE utilization were derived from 

some of the actual measurement,s[NOPAR77} and by estimating the PE's 

operation{PDSI78, PDSII79}. Some 90200 measurements for 22'2 and 444 tracks 

[NOPAR771 were used as guidelines in determining ratios between PE activity 

at various track sizes. The memory load from these PE's would saturate the 

memory if all could operate as in the case with 111 tracks. 

The 333 track case was selected because it is a load that is well into 

system memory saturation that could possibly be moved to the non-saturated 

region by increasing the memory sp~ed or size, or interleaving references, 

or using a cache. The .total activations and CE utilizations for the 333 

track case were extrapolated from the previous sets of numbers,. to obtaU'l ·fll~ 

figures listed in Table c-2. 
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'1',ABt.B. C~2: n -P'l'ILUATION _A'l!. 222 AHD . 3-3l TRACKS ·· 

Total 
'1'otal 
Activations . • CB 
Per Bour Utilization 

fPB 222 Track§ 222 'tracks 

l. !"fM 

2 COP 

599 

1,400 

3 CBIJ 780 . 

4 CSP 1,100 

5 DAM 560 

6 RAT 600 

7 DUZ 660 

8 MOR 40,000 

9 RDA 3,550 

10 PDE 3,000 

ll JQH 2,000 

12 BTI 4,000 

13 HHM 3,508 

14 RSL 8,000 

15 RTG 3,551 

16 MRM 60~' 

17 FeD 1,.200 

18 CNN 1,800 

19 css 1,000 

20 PNA 1,800 

21 .JTU 900 

22 CRJ 2,200 

23 CBC 1,530 

24 RRA 300 

25 BFA 298 

26 FWR 601 

TOTAL 85,507 

.. 2.25 
. 2.4· 

2.6 

6.0 

1.4 

4.4 

8.5 

u.o 
15.0 

2.2 

1.4 

30.0 

3.5 

2.0 

22.0 

11.6 

6.0 

1.4 

1.4 

1.0 

1.4 

1.3 

3.0 

1.2 

2.6 

148.8 

Jlellory 
Load.incj 
(106 Refs/ 
Bour} 
222 Tracks 

22 ... 0~-

23.5 

25.5 

58.8 

13.7 

43.1 

83.3 

107.8 

147.0 

21.6 

13.7 

294.0 

34.3 

19.6 

215.6 

113.7 

58.8 

13.7 

1:1.8 

H.7 

Total 
Activations 
Per Hour 
333 Tra<::ks 

... 6.® 

2,100 .. 

1,170 

1,650 

840 

600 

990 

60,000 

3,600 

4,50.0 

2,100 

6,000 

3~600 

1,200 

3,600 

600 

1,500 

2., 700 

1,500 

2,100 

9.8 1,200 

13.7 3;300 

12.7 1,800 

29.4 300 

. 11.8 300 

25.5 600 

1,438.1 119,250 

78. 

tCE 
Utilization 
3l3 'frackl1 

...... 2~25 

3:6 .. 

3•9 

9.0 

2.1 

6.6 

12.8 

17.0 

22 .. 0 

3.3 

1.5 

4.5 

3.0 

33.0 

11.4 

9.0 

2.1 

1.8 

1.6 

1.2 

2.1 

1.6 

3.0 . 

1.3 

3.9 

209.6 

Memory 
Loadinq 
(106 Befs 
Hour) 
333Trac~s 

,. __ ,._, -22.0 

35.3 

38.2 

88.2 

20.6 

64.7 

125.4 

166.6 

215.6 

3~.3 

14.7 

392.0 

44 .• 1 

29.4 

323.4 

170'.5 

88.2 

20.6 

17.7 

15.7 

11.8 

20.6 

15.7 

29.4 

12.7 

38.2 

2,053.6 



... 

'lbe tOtal load on IMJ!iory iw ao't due only to PB activity .but also. to · 

Operatin<J Systa (CS) , I/O (disks and tapes) , and. IOCB activity. The dynataic 

buffering of pg•s affects the OS and I/0 activity. 'fherefora, Table·c-3 was 

prepared to deteraine h.;,w u.ny memory references or wrds per oour were used 

in loading these PE'a into core ~~emory (SE's) frOIIl dial( storage. 

The Operating Systeaor Monitor loading-was derived frc.-~ aeasureaeots 

aade at the- 9o20A Memphis ARlCc: site [NIEL77J.; 'l'be followift9 .'tus and t CE 

utilization compare the OS loading: 

Dispatcher - 4l 
svc - 2\ 

(actual PE dispatching) 

I/0 iaterrupt pr~essor - 2% 
Load module relocate subroutine - 2.61 
TAR generation - 10\ 
Pool management subroutines - 3.7\ 
Other monitor services - 6\ 

Total 30.3\ 

Using the same equation as for PE loading, the OS loading was detf!:rmi,ned and 

is listed in Table C-4. For large~ memories, ther.efore, eliminating :;.he 

need for buffering, 6.31 of the ~~ load (Load module reloc~t~ &ubroutine and 

Pool management ~"Jbroutines) can be removed. The OS load without• bu~fering 

is shown in Table C-5. 

The I/0 load on main memory was assumed due to the transfer of disk and 

tape information. Table C-6 lists the peripheral paramet~rs used and 

calculates the number of memory references per hour based on utili7.ation 

rates found by LOGICON {NIEL77). Table C-4 lists the me~ry loading for the 

I/0 for the three cases. Because eliminating dynamic buffering eliminates 

the need to transfe.! the buffered· PE's from disk, the I/O loads for the 

non-buffered cases w~re determined by reducin9 the I/O ldad2 in Table c-~ by 

the totals in Table C-3 and are shown in Table c-s. 
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'fABLE c-3• BOP.RRABLE P'.Z 1/ll-LC:IADIRG · 
1: 

l 
Total ild!Ory 'l"Otal ~ry 'l"Otal tleslory : 

~~ 

·" Activations Loadift9 Activations Loading Activations Loading ~ 

t PB Size Per &our l06R.e-fs/Hr Per lki~.:r 106R.ef/Br Per Hour 106R.efs/Br ~ 
(WOrds) lll Tracks 222 'fraeks ---- 3:H Tracks ~ 

.. 1 P'fll 2,594 601 1.6 599 1.6 600 1.6 
~ 

6~ 1,856 60C l-~ EOC 1-1 600 1.1 

ll JQN 3,950 2,.066 0 ~ 
::-•!. 2,00Q 7.9 2,100 8.3 

16 M1M 2,816 600 1.7 600 1.7 6~10 1.7 

11 a:o 2,028 908 6.4 1,200 8.4 1,500 10.5 

18 CRR 5,954 848 s.o 1,800 10.7 2~700 16.1 

21 .no 514 6CO 0.3 900 0.5 1,200 0.6 

24 RBA 2,372 300 0.7 300 o.;1 300 0.7 

25 BFA 6,558 301 2.0 298 2.0 300 2.0 

Totals 33,642 27.0 34.6 42.6 

TA3LE C-4: MEMORY LOADING - DYNAMIC BUFnRING 

111 'i're.cks 222 Tracks 3)3 'l'iacks 

Component 1()6 me1110rz: Refs/Hr 106 Memocz: Refs/Hr 106 Memory R~;:fs(Rr. 

I'E 822·.8 143!!.1 2053.6 

J OS 296.9 481.0 622.5 
j. 

I/0 17l..3 342.6 Si3.9 
I IOCE 9.6 18.6 29.4 

I \ TV-rAL 1300.8 2280.3 3419.4 
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\ 
!he final~~e~~DCY loading CICIIIIfiiOMilt is da tQ n•a ud otber eoftware 

eucutift9 in the- IOCB. am 1il tbe aoat activo ·n in the roes but as with 

other progc .. in the IOCB, it uecutea oat of IOCB local 11080f:1'• fte only 

additional 1oed oa •in ...,ry due to the tOCB, then, is the transfer of 

tnforaatioa to •tn ...orr tablea aa the i:eautt of roes n acti<vity. 

Becauee ~ .~~~taaau4Dent of this type of reference coold be found, an eatiaate 

was aade buecJ on t.bl.e abe, 1nfotaat1oa tranafor, and frequency of 

activatiOC\(rDSt78, PDSII1t). 'ftle result ia listed in 'fRlea c-t ai'Jd c-s and 

ia ~·AM with or without buffering. 

'fbe total M80ry loading 18 tben calculated by su.aiftCJ the loadift9• for 

the foau CCIIpOft•nts - n, os, t/0, and Ioe&. 'fables c-t ancJ c-s list theae. 

totals for 111, 222, and 333 tracks, both buffered and with-~ buffering. 

'l'bese totals then served as input to the siaulation .adel to investigate 

~ry interference probleaa and posslble perfora&nce 'i~rov.-ent approa:bes. 

In order to check some of the assumption& aade for bafferable PE 

activity, a ...ory sap ('fable C-7) vas constructed. Using sizing figures 

for MAS 3d2., (NOPAR77], resident PB's were optionaL'y placed_ such that 

subsequent PE's in the processing flow chain do not reside in the same 

llleiiOry module. This chart illustrates that PB's can be placed in memory 

such that interference from processing siaalt~eous tracks ~s kept to a 

ainilllwa and the buffering of non-resident:· PE's can be uniform throughout th-e 

nine s&•a. 

'l'hus, a representative workload for three different cases of atr traffic 

activity vas developed. Based on actual measurtaents, simulation dat,a, 

specifications, and.extrapolations, the workload figures reflect a 

reasonable driving function for the 9020A EnROute System Conf~guration Model. 
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111 'fracto 22:2 ~acto 333 ~acta 

ea.;,. .. ~ to' •••gcz !If!& &2' ~~ !!!f•£!1:. &!!' iteC~Grz !!fa.llk 
.. _ .. 822.8 lUI.l 2053.6 

. OS 235.2 4U.t 579.4 
I/0 l.t4.1 308.0 471.3 
IOCB t.l 18.& 29.4 

'!'OrAL 1212.1 2lt&.& 3233.7 

ftBLB C-6t I/0 LOADING 

'l'ranafer 
Rate 106 Meaory Refs 

Unit lKb£:aeel \ Utilization Per Bour 
23U Disk

1 312 21 59.0 
_2314 Disk2 312 32 89.9 
2401-n 'fape 60 16 8.6 
2401-III Tape 90 17 13.8 

~ 
Total 171.3 
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'total n .... lnif4 'fOtal • Jeai&mt ... 14ent leaidetlt ... i&mt 
.J. .... DYt!• . one a !!!tel 

1 CIIIJ PDB 16 62 78 
2 CSI' PIIA 31 47 78 

3 OCJS 11m 23 55 78 
4 B'fl 31 47 78 

5 CSS II)R 2 76 78 
6 ~RSL lt 59 78 
7 RIG BBM 16 62 78 
8 DUl CRJ 35 u .78 
9 COP CDC 26 52 78 

'l'ota1 198 504 702 

!c 

l 
,., 
.!,: 
t 

~ • 
f 
l 
' • t-
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'fOtal "fotal 
.. a14ent Dynaa!-c 
'l'ablea, a liaffer 

auec. Area 
DYt•! DYte! 

Ul 73 

111 1l 

111 7l 

111 7l 

111 73 

Ul 73 

111 73 

111 73 

111 73 

996 657 

'fOul 
....... 7 
lise 

DYtea 

262 

"262 

262 

262 

262 

262 

262 

262 

262 

2358 

I .... 
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'.1.·. 
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a..pt:era 2 and 3 di8CU8ud ·t~a~t aWe ~t· that tbe ftA aiCJht 

adopt., aftiS Oaaptar f dieeu.ued bow the eha~ate can be caablned into 

etr&t84Jl• for uprra41nq the 9020 • a.. Oaapter f Only ezpla1ne4 the 

etratecJi .. that naw S4MII to be met attracther •• coft41t:1ou chan,e or •• 

tblt qpreciatioe of the probl .. a.p.u., ·holwfer., it 1119ht be that otber 

etrate4Jie• piA 1ft aweal· 'l'heretora., this appeD4ix exh1))1te all the 

etrat-.1 .. that can be coutract-« frc. the ala enb&ftCIIaente an4 explaifte 

how the etrate9ie• higbllc;ht-« 1ft the decision tree 1ft ChApter f were cboeeft· 

'1'be following five cnutrainte IIIU8t be obaerve4 1ft foaain9 etrateCJies 

froa the ll1x enhanceeents. 

1. Replacin9 the .-ory boxes aft4 replacinq the SE ...-ory stacks are 

not both adopted. 

2. Speec!inCJ up the CE' s and replacing the CE' s are not both adopted. 

J. Speedinq up the CE's can only be done if either the SE Jll4J!IIIOJ:Y boxes 

or the SB IDimlOry stacks are replaced. 

4. Replacing the CE's can only be done if either the llelllOry boxes or 

the SE aeany stacks are replaced. 

* 
s. Speedinq up the IOCE proce811ora can only be done lf the IOCE lleaQrY 

stacks are replaced. 

Any coabinatlon of the six enhancements that does not violate one.of 

these constraints ls c6nslde~ to be a ~trateqy. There are 20 possible 

at.rateqies, and these are shown in Table o-1. Each row of this table 

represent& one etrateqyr the X's ln a row show which enhancements constitute 

the strateqy. For example, strategy 17 consists of replacing tM! lllelllOty 

boxes, repU.c.i.ng the IOCE INIIIOry stacks, SI..Jeeding up the C£'•• and speeding 

up the IOCE' 8• 
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-.place lilltplace .. A 
•trateu "eaory llaory ._., !oga ltfiCkl 

1 X 

2 

3 

4 

5 

' 
7 

8 X 

9 X 

10 

i 
11 

12 

X 

X 

13 X 

14 X 

15 X 

16 X 

17 X 

• 18 X 

19 X 

20 X 

a.plece 
lOCI Speed 
llllllory Up 
IWY m!L 

X 

X 

X 

X 

X 

X X 

X 

X 

X X 

X 

X X 

X 
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X 

X 

X 

X 

X 

X 

X 

Jep1ace 
C!'• 

X 

X 

X 

X 

X 
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, 

!be relationablp between tbe atratetlea in 'fable D-1 and tbe atrat119lee 

1ft the 4eclalon tr .. in Pipre 4-1 ia aa follows. 

'fbe tint patb tbrouvb tbe tr .. correepooda to atratetl.. 1 and 2 r tltla 

one patb coueaponda to tw atrategiea a.iftee tbe deeialon trH cloea not 

diatift9ulab between replacing tbe aeaory bona and roplacinv tbe atacka. 

'fbe HCOrJ4 patb tbrouvh tbe tree Ct)Uespoada to atrateti.. I and 8. fte 

.tbird patb corresponcla to atrateti" 17 and 19. 'fbe fourtb path alao 

correapolftda to strategies 17 and ltr tbe difference between tbeae t.o patba 

lies in the tlainv of tbe 4eciaions and in wbetber tbe IOCI'a are upgraded 

in just the 9020A'' or also in the 9020D'a. 'l'be fiftb patb corresponds to 

atrategy 10. 

It nov auat be explained vby· atrate;ies 3, 4, 5, 7, 9, 11, 12, 13, 14, 

15, lG, 18, and 20 wre c.itted fs:fB the trH. Strategy l was o.itt-ed since 

replacing t.he IOCB MilOt</ atac;Jts an4,4oing nothlr19 else probably will not 

deal with the 9020'a short-run probleaa. Strategies 4 and 5 were c.ltted 

since once the SB eeaory is replaced, the additional ae110ry gained by 

replacing the IOCB aeaGry stacks and doing nothing else doea not yield much 

of an a4vantage. Strateqies 11 and 14 were oeitted aince once tl'wt SB meMOry 

is replaced and tbe CB b 81*5 up, the additional llleiiiiOry gained by replacing 

the IOCE I'MfiOry st&cks and doing nothift9 else apparently offers no 

8ignificant advantqe. Str&t4191es l2 and 15 were caitted aince once tbe 

loeB ia upvraded, replacing the SB 11a10ry, though it would increase the .,. ... 
available ~ry. would probably not field much acre perfora&nee. 

St-rateqies 7, 9, 13, 16, 18, and 20 nre 011!tted since, as Sec. 4.2 

ezplai,aa, the enhane01ent of replacift9 the a•a ia tentatively asaWied t:o be 

undesirable since it ia bote aore expenohe aCid 1110re time-conalltllift9 than 

speeding up the CB'a. It: should be aphashed that these 13 omitted 

atr&tefiiea are o.it:ted becA~~~· given our current understanding of t:be 

problem, they appear to be relatively unattractive end because of the desire 

to keep Pigure 4-1 as siaple as possible. 

In sUIIUry, thla appern!b baa exhibited all 20 of the atrateqiea that 

can be constructed froa the 6 enbanc..enta &nd bas explained why the 

strategies appearing in t:be decision tree in Figure 4-l were sel~ted as the 
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leadtag atntettu. lt Ia .. 1te PGMibh, bowftr, that tM relatlft 

atuaott...._ of tMM tatret41f1•• rill chate ower tiM u tH altaatloe 

nolfte, eo tlala Uou.W 1.JF 1110 ...,.. 11e ta~rea· u a de!WU" ct•aaeueu. 
of the undealnbiUey of U... 13 etrate~tea. · 

,.· .. ,_ ,,• 
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