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Each enhancement is desc¢ribed and then critically discussed in terms
of its advantages, risks, cost, ‘schedule, and transition. Special attention
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bandwidth, memory capacity and bandwidth, and processing capacity. The ;
ways that the FAA might combine the enhancements to deal with these ) ' :
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Introduction. The Pederal Aviation Administration is now considering’
ways that the IEM 9020 coaputer systeas, which are used to provide en route -
air traffic control services, can be upgraded or replacad. The purpose of
this report is to give a thorough discussion of some hardware enhancements
that could be adopted to upgrade the system- The enhancements discussed in
this report fall i.nté the category of actions that could be taken quickly,
would be relatively inexpensive, and would provide a solution to the
short-term but not the long=-term ﬁroblus that the system faces.

There are three primary short-term problems that the 9020's face. (This
report is concerned with two versions of the 9020's, the 9020A and 9020D;
there are ten of each in the fiald.) Pirst, there are potential I/0
problems in the areas of bandwidth and device spec:d for both the 9020A and
the 9020D. Second, thé‘m_e is insufficient main memory in both the 9020A and
9020D; moreover, the 9020A has a problem in the area of memory bandwidth.
Third, the 9020A has insufficient processing capacity: the 9020D has no
problem in this area. In short, these I/0, memory. and processinq‘wcapaclty
problems form the context in which any enﬁancmr:ts are to be judgeds

This report deals with three memory enhancement and three processor
enhancements. Each enhancement is discussed with respect to its

description, advantages, risk, cost, schedile, and trangition.

- Memory enhancements. The ‘ﬂ.rst memory enhancement is to replace the
9020 memory boxes, also called storage elem_ents (SE's), with new boxes. ‘
containing state of the art memory. This enhancement has two main
features. First, each 'system would have encugh mewory so that all program
elemants and data would be resident in main memory (with some minoi
exceptions). Second, the speed of the 9020A's memory would be sign‘iticantly
increased. These features have nmeroun implications. Because ail programs
and data would be resident in main memory, buffering would be virtually
eliminated. This would decrease I/0 activity by 30 to 50 percent; and this
would take care of the pbtenfial I/0 problems. Moreover, having enough main
memory to hold almost all program elements and data would also take care of
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the memory ﬁrobl-s'.v 'rhorélom."thil one enhancement would take 4caro'of ,

both the pbtontial I/O and memory problemas. Since these are thc oiu.y

problm faced by the 9020D, thiz cne enhancemant is aut!.tcient €0 deal with -

the 9020D°'s p:oblm.

This enhancement also 4sals somewhat with the 9020A's processing
capacity problems. The eliminition of buffering and the decreasse in -uoty
interferance due to the fastar semory would {mprove thn 9020A°s proecaainq
capacity by at ‘least 20 percont and porhap- by as mch as 60 percent.
Further modeling of the 9020A systeam will be naccssary before this estimate-
can be made more precise. ('Précoiaing capacity" in this report is taken to
mean the size of the peak traffic load that the system can handle.) If the

increase in 9020A processing capacity yielded by this enhancement is

considered adequate, then this enhancement deals with all the p:obiels for
both the 9020A and 9020D.

In baddition to dealing with these problems, replacing the neno,ryA boxes .
yields three other advahtaqes- First, because thers 1s'enough< main mesory
to hold all program elements and data, software maintenance will be made
much easier. Currently, the need to deai with the memory constraints :
greatly complicatés and adds to the expense of software maintenance. It
could tum out that by aasinq sottuare mj.ntenance this enhan-ement could -
quickly pay for itself.

 Second, functional enhancements can be added to the system once the
memory constraint is 1lifted. That is, there are plans to add further .

.capabilities to the system, but these plans are being glowed by the

difficulties imposed by the limited memory. With sufficient memory
available, th,ese fu‘nctionai enhancements can be impiemented more quickly.

Third, system reliability will increage since the new, modern technoloyy .
memory units would bc more reliable than the old. »

The cost of replacing the memory boxes at the 23 9020 sites is estimated
to be $8.2 million. Once the FAA places the order for the memory units, 24
months will elapse before the memory repiacement i=s qc@letcd at the first
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six dtn. and 38 nonth- w:lll olapu bo!orc thc ROROTY rophcc-one is
'coaputed at ‘11 sites..

This enhencement his virtually no risk. The technical risk is minimal
since the memory units boing purchased are fairly standard and since there
is experience with siamilar replacements. ' The financial risk is small aince .
at least six firms are expected to bids thus, there should be sufficient
competition to keap the price down. ' '

The transition when the new units are installed is expected to be smooth -
lince no major chanqeﬁ are anticipated. The system downtime when a memory
unit is installed 1. estimated to be two houru.

The second memory enhaMt h to replace not the entire nelory boxes
but just the memory stacks in the SE's; the memory stacks are ‘the componente
of the SE's that actually hold the data. Since replacing the stacks would
result in t.he same system petfomance as replacing the boxes, this
enhancemnt would deal vith the 9020's problm and provide the same thm

] advantages as the previous enhancement.

_ There ars five main differences batwreenktihese two enhancements. First, ‘
replaﬂing just the stacks results in a lower cost, i.e., $5.6 million v. v
$8.2 million for memory box teplacenent. since only the stacks and not tha
rest of the 52 must be purchasged. Second, :eplacing- just the stacks is
_tastér. i.e., the first six sites can be enhanced in 8 months v. 24 months
‘tor nemory box replacement, since only the stacks must be designed an;l
fabricated. Third, the physical installation would be easier with stack
- replacement since no recabling would be réquj.red. Fourth, replacing the
V stacks does not require that the decision on how mary sites are to be
enhanced be made in advance, and it does not require long lead time parts,
80 ';t gives the FAA more flexibility in decidin§ how many centers to
enhance. Pifth, the merory box replacement would offer the advantage of
beinq a unified design.

The third memory eénhancement ig to replace the memory stacks in Lhe
‘input-output control elements (IOCE's). This enhancement would allow
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~ program slements to be moved from the 9020%s shared memory to the IOCE's
memory, an’ these program elements would then be executed by the IOCE.
Purther study of this enhancesent will be needed before it can be said to
‘what degree it will take care of the 9020's problems; it seems likely,
_however, that it will iricrease the processing capacity of the 9020A‘s by
batween 10 and 30 percent. To implement this encancemant at the 9”920&’ and

9020D sites vould cost an estimated $3.5 million; it would take § months to

‘enhance the first s{x sites.

Ptocélaor enhancemants. If it is decided that the namry nplacnent

. does not provide a sufficient 1ncrnae in processing capacity for the 9020.\,

then there are three processor enhancements that aight be adopted to fnrthser
increase the processing capacity.

The firat "pi'ﬁcessor enhancement is to speed up the processors in the
'9020A compute elements (CE'a). . This enhancement consiscs ¢f replacing the
two components of the CE thaf. constrain its speed, the local store and the
read ohiy store, with mbdern. faster components; the CE would then pe'
_retuned to take advantage of thisg faster speed. The gain in prucessing
capacity provided by this enhancement (in conj\mction with the memory -
replacement} is estimated to be between 25 and 100 percent. Thisg
enhancement is estimated to cost £2.0 million; it could be imfvlmnted at
the first six sites within six months, provided that faster 9020A memory is
"in place. For this enhancement as well as for the other two CE
‘enha:i‘c'e’n\ents} the system downtime during the transition is measured in
minutes. ‘

The gecond procesabr enhancement is to gpeed up the processors in the
IOCE's. . This enhancement would be achieved just aé with the CE speed-up;?
the only difference is that the IOCE'g internal memory would need to be-
replaced with faster memory. 'me gair in processing capacity provided by
this enhancement is estimated to be between 15 and 70 percent (where the
basis for comparison ié the standard 9020A system). The uncertéipty in this

estimate would be eliminated once the engineering prototype is completed and.

itg performance is simulated., This enhancement is estimated to cost $1.6




" 'nuuon it hplmnt-d ut the 90205 sites and $2 9 niluon 1e mpI-cntod at
'both the 9020A and 9020D sites: it could be implemented at the first nix
gites within 6 mnthl

' With both of these first 40 enhancemants there 1,7' a q‘uuudn as to
whether it will be feasible to retune the CE so that the expected gain in
‘perfomncc can be achiavod Current understanding of the CB is not
su!ticicnt to say whether there is some coutplicated timing intsraction. that

would prevent these enhancemsnts fmn being successful. It would take about :

$125,000 and f£ive months to determine whether these enhancements -irs

feasible. , R ‘ -

‘.l'hizd, if the speed-up proves infeasible or if it does not ‘provide a
lnfﬁc.‘..ent gain in perfomnce, then the 90G20A cz's could be reulaced by a
. computer in tho one million instruction per second class. Thiz enhanceuent

would provide an increase in processing capacity of between 100 and 200
percent and 1 estimated to cost $15.6 million. It would take 24 months to
enhance the first six sites. ‘Thex2 is virtually no risk assoctated w.tth‘
this enhancement. ' ‘

Summary. - Table ES>1 summarizes the main characteristics of each of the
six enhancements. The first column shows the cost of the enhancement; the
cost is shown for implemenf:inq the enhancements at both tha 9020A and $020D
‘'sites or at just the 9020A sites, dapending on what is relevant to each
enha.ncemenﬁ- The second column shows the increase ‘n processing capacity,
and the thuird gives the estimated probability that this increase can
actually be achieved. FPor example, the enhancement of speeding up the
processor in the 90204 CE in conjunction with one of the SE nesory
enhancements prdvides an increase in procesging qapaciﬁf of at least 25
percent wit.h probability of 0.98, of at leﬁst 50 percent with probability
0.88, and of at least 100 percent with probability 0.49. In order to lcwer
ﬁhe mminity in these eatﬁutes, it will be necessary to obtain fnr'.'he:
data by building an enqineering prototype and to do additionpl sim’:lnt‘ion»
modeling. This data-gathering and‘m;idelinﬁg is also needed for design
purposes. The last column in thé table shows how long it will take for the

ephancement to be implemented at the first six sites once the FAA has placed

e S i, o il




TABLE ES-1: _ CHARACTERISTICS OF THE 5IX ENHANCEMENTS

ProcessingACapacityl o
: ‘ 4 Schedule ;
Cost Increase Probability (first aix sites)
Enhancement (millions) (%) (%) {months)
1. Replace SE - ' AsD:$8.2 A: 20-60 100 24 IR
menmory boxes D: 10-30 100 -
2. Replace SE ASD: 5.6 A: 20~60 100 8
memory stacks ) Dz 10-30 100 o
3. Replace IOCE - Rs 1.9 A: 10-30 1we 8
memory stacks . h&D: 3.5 D: 5-15 100
% 4. CE Speed-Up° A: 2.0 Az 25 98 6
| e ; A: 50 88
| A: 100 49
‘ 5. IOCE Speed-Up> A: 1.6 A: 15 98
: memory stacks A&D: - 2.9 A: 30 88 6
| A: 70 - T 49
D: 16 . 88
6. CE Replacement> A: 15.6 A: 100~ 100 : 28

200

Processing capacity reférs to the peak number of tracks that can be
handled. This increase is relative to “he standard 9020 configuration.

A prequisite for this ‘enhancement is rer lacement of either the memory
boxes or the SE memory stacks. The cost of this enhancement excludes the
- cost of the prerequisite; the increase ir processing capacity, however, is

the increage that would result from adopting botn this enhancement and its
prerequisite.. . :

A prerequisite for this enhancement is replacement of the IOCE memory
stacks. - Thg cost of this enhancement excludes the cost of the
prerequisite; the increase in processing capacity, however, is the
increase that would result from adopting both this enhancement and its
prerequisite.

These probabilities are best estimates based on a study of the system and
on experience; they should not be interpreted as exact probabilities.
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the order for the hardwm This time does ‘not :lnclude the time neodad tor

design or for build:l.ng a prototype

Some of the ways that the FAA could combine these individual enhancements
into a comprehensive strategy for dealing with the 9020's potential problems
are illustrated in the simplified decision tree in Figure ES-1. The initial
decision faced by the FAA is at fork 1 where the PAA would decide whether as
a first step in upgrading the 9020's it would be better to replace the SE
memory or to upgrade the IOCE's. Suppose that the FAA decides to raplace
the SE memory: a fu.rther choice not shown in this simlified diagranm is
whether the SE memory should be replaced by replacing the memory boxes or by
replacing the memory stacks. Since replacing the SE memory takes care of
the memory and I/0 problems and provides a modest increase in processing
capacity, the PAA at fork 2 night‘ decide that nothing else needs to be
done. If, however, the FAR decidgd that more processing capacity is needed,.
it can speed up the processors in the 9020A CE‘*s, thus arriving at fork 3.
{Not shown in this gimplified diagram is the option of mcreasing proeessin§

' capacity by replacinq the CEB's.)

“If the PAA is at fork 3 and decides that encugh processing capacity has
teen achieved, then it need do nothing else. If, however, more processing
capacity is desired, the FAA can upgrade the IOCE's at the 9020A sites.
(Since the SE memory replacement would take'carevdf the 9020D"s probleme,
there would be no need to upgrade the IOCE's at the 9020D sites.) Upgrading
the IOCE's means ‘that the IOCE menory stacks are replaced and the IOCE

., processors are sgped up; thisg s:unplifled diagram does ‘not consider just-

replacing the 1I0CE memory stackse«

' Suppose now that back at fork 1 the FAA had deci_ded to upgrade the
IOCE's ingtead of replacing the SE memory. This places the FAA at fork 4.

If the FAA decides that the IOCE upgrade provides all the needed

éapabilities, then there would be no need to do gnything else. If the IOCE
upgrade is not sufficient, then the FAA could further enhance the system by
replacihg the SE memory and speeding up the piocessors in the CE's. (Just
replacing the SE mdry at this stage probably would not be a good idea
since the IOCZ upgrade Qould have provided the system with sufficient

Pemory. )
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The estimated cost of esach strategy is .sﬁovn in ‘l"igu‘n ES-1. This cost
reflects the interactions between the various enhancements. Each path that
includes “Replace SE memory” has two costs dapending on whether the mr}"
st;icks or the memory boxes ars replaced.

. Depending on how ‘much processinq capacity is nee&éd, ‘vhen it is needed,
how much each enhancemeut can provide, and the cost, the FAA can select a
path‘ through this decision tree (or perhaps select one of the paths anitted
from this simplified diagram) and in this way define a strategy for dealing

‘with the 9020's potential problems.

One all-important poirt that should be stressed is that the FAA will be
in a mch better pdsitidn to decide what combination of enhancements should
be adopted once thé task of developing working p:ot‘oty?es of the various
enhancements is completed; only when the ﬁorklnq prototypes are in hand will
the FAA know which enhancements ars feasible and how much they will '
contribulte to system performancé. Since the cost of developing the
prototypes is trivial compared to the amounts involved and since the
prototype development is eritical for providing the information needed as av
basis for decigions, proceeding vith the prototype development is an
immediate step that can make a substantial contribution to dealing with the
problems that face the 90620's.
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1. INTRODUCTION

l.1 Purpose and Orgnnirzation of this Réport

One of the missions of the tedaril Aviation Administration (FAA) is to
provide en route air traffic control gervices. To fulfill this mission the
FAA has placed at each air route traffic control center (ARTCC) a co-puter .
system that supplies the information that air traffic contcollers need; that
is, these computer gystems keep current the displays that show the location
and other characteristics of the aircraft being controlled, and they also
print the flight :trips that contain detailed infomtioﬁ about edch
flight. These computer systems hava been in place and snpporting a;i.t
traffic control (:ATC) for about a decade and can be expected to provide
effective support for some time to come. These systema, however, will not -
last forever, and eventually they will need to be upgraded or replaced.

The FPAA is éonsiderinq a number of stei:&-’-ihet might be taken ,to: improve
the system. These st;zps range from minor tuning of the sgystem to full-scilg
replacement. The FAA is currently conducting studies that examine the pros
and cdns of each step and how the various steps can be {itted toqethe‘r to

form a ‘strategy specifying what should be done over the next twenty or
thirty years. : : '

The purpése of this report is to disc{:ss some hardware enhancements that
can potentially deal with the main problems. that the en route computers face
over the next ten years, that ﬁronise additional advantages, thzit have a
relatively mllv"cwat,, and that can be quickly implemented.. "mese‘
enhancements fail into t_he. two areas of memory and processor enhancements.

Chapter 2 discusses the memory enhancements:
@  Replace the memory boxes,

. Replace the memory stacks in the atorage elements, and

[y Replace the memory stacks 1nv the input-output control elements.




" Chapter 3 discusses the proceasor enhancements:
. Speed up the processors in the cospute ciuﬁnta.'
® Speed. up the processors in the input-output control elements, and

e v.l!e'phee the compute elements.

Each enhancement is discussed from the following viewpoints.
L2 Description of the enhancement: mut gnut be rqplqéed. retun‘ed{.or
otherwigse changed? ' : ~

e  RAdvantages: What are the potential benefits and what is the
probability that these benefits will actually be achieved?

®  Cost: How much would this enhancement éOst?

@ = Schedule: How long would it take for this enhancement to become

operational? 4

@ Transition: What physical n\odificatj.ons would be mnecessary at each
" ARTCC and how mach systen: downtime would the enhancement entail?

.. Chapter 4 shows how the individual enhanccments can be _combined into
strategies for dealing with the potential problems. The rest of this 4
chapter provides background on the current computer system.

1.2 The IBM 9020 Computer Systems

This section describes the computer systems that are now used in ,
providing en route air traffic control services. The computer system at
each ARTCC has two pa'tts. ‘rits!‘:, the central computer comnlex (CCC)

2




‘receives inimts from the radar, flight service s’t'ationl. controllers, and -

other sources and then performs the flight data processing and radar data
processing. Second, the display channel takes the output from the CCC and
uses yit ‘to keep each controilar'l plan view display current. The CCC and
diaplay channel toqcthor; then, take the raw data that is available, process
it, ‘and provide it to the controllers in a way that can be readily grasped
and acted on. L :

There are two diffcyr“cn’t but related computer cystems that serve as
cCcC's, tﬁe IBM 9020 and IBM 9020D systems. The main elements in these
systems are the compute elements (CE's), storage slements (SE's),
input/oﬁtput control elements ('Iocx'n), peripheral adapter modules (PAM's),
tape units, and disk nnits. “ Tigures 1~1 and 1-2 shc - the 9020A and 9020D
systens, respectively. ‘nuu figures show the numbar of components in each
system; the components to the right of the dashed lines are redundant

_components that :re held in reserve in case of a failure. (One additional

storage eleu&nt has been recently added to each 9020A and 9020D and is not
shown in these figurss.) The CE's and SE's of the 9020A are based on IBM

'360/50 engineering; the CE's and SE's in the 9020D are based on IBM 360/65

engineerirg. The IOCE's, which in identicalr in the two systems, are based
on IBM 360/50 engineering.

There are alsoc two d.{f!erent conimter systems that serve as the display
channel, the IEM 9020F and the Raytheon 730. The 7020E is almost identical
to the' 9020D except that some of the storage elements have been replaced by
display elemerits. Since’the display channels do_ not appear to Se a
bottleneck that degrades system performance, this report will not discuss:
the display channels. ‘ 2 '

Table 1-1 shows w\iich vera‘ions of the CCC and display channel are
present at each APTCC. -

1.3 Bottlenecks in the 9020A and 9020D Computer Systems

This section describes the bottlenecks that are likely t5 degrade
performance of the 9020A and 9020D over the ncxt ten yeara. This report

3
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PIGURE 1~1: SIMPLIFIED $020A CONFIGURATION DIAGRAM

Si - Selector Channel

MXi ~ Multiplexor Channel
PAM - Peripheral Adapter Module
CDC -~ Display Channel
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TABLE 1-1: COMPUTER SYSTEN CONFIGURATIONS FOR THE ARTCC'S

. Cantarxr

nb\lquetq\la
‘Atlanta
Boston
Chiéago
Cleveland
Denver ‘

Fort Worth
Houston
Indianapolis
Jacksonville
Kansas City
Los Angeles P
Mermphis

Miami
Minneapolis
New York City
Oakland

Salt Lake City
Seattle

Washington DC

oce

30201
90200
9020A

90200

9020D -

90208

9020D
9020A
9020D
90200
9020D
9020D

2020A

9020

9020A

9020D

S020A

9020A

9020A

9020

Display

730

730
730
9620:
90208
733
9020E
730"
730
730
730
730
730

730

130

9020E
730
730

730

90208




‘will investigate the extent to which the hardware enhancements can elininate
‘these bottlenecks. In this way one will be able to judgs whether the
enhancesents discussed in this report will provide the needed improvement in.

system performance. ,

A study carried cut at the Transportation Systems Center [CLAP7S, Sec.'s
C~4 and C-5] gives a statement of what the bottlenecks are expected to be
over the next ten years. This study examined the projected level of
activity at tha ARTCC's and compared it to the. processing cnpabiuiy of the

. 9020's. The findings are shown in Table 1-2. First, both the 9020A and

9020D are expected to have problems with both I/0 bandwidth and 1/0 device:
speed. Second, both the 3020A and 9020D are expected to havo problexs with
memory capacity; in addition, the memory bandwidth of the 3020A is another
problem area. Third, the 9020) is expoctad to have inad=quate proccsuiné
capacity; the 90200 is expected to encounter no problems in this area.
Processing capacity ‘in this report will be taken to mean the size of the
peak traffic load that the system can handle. o i

In summary, the 9020A and 9020D both have problems with 1/0 and memory, B
and the 9020A also has problems with preccessing capacity. These are
problems that are expected to surface over the next few years if nothing is -
done to avoid ‘than-‘ Solving these problems can be taker. to be the minimum

 that is necessary to preserve satisfaci:ory operation of the 9020°s.

Therefore, the enhancements discussed in this report will be closely -
scrutinized to determine how well they deal with these problems.




S

1/0 Bandwidth

1/0 Device Speed :
Memory /'mlty
Processing Capacity
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2. WEMORY ENEANCEMENTS

2.1 Purpose and Organization of this Chggtgg e

m'puzpén of this chapter is to discuss three enhancements that could )

be made to the 9020 nemor ies) esch ‘enhancement is discussed with respect to
its description, advantages, cost, schedule, and transition. Sec. 2.2
discusses the emhancement of replacing the entire memory boxes, i.e., the

. SE's, with new boxes. A memory box consists primarily of the cabinet, power
» luﬁply, codling apparatus, interface to the rest of the nachiht, and'ntack
{vhich is what actually holds the data). Sec. 2.3 discusses the enhancement
of replacing just the memory stack in the SE, with the rest of the semory
box being left intact. Sec. 2.4 discusses the eabancement of :eplacinq the
memory stack in the YOCE. L Sy

2.2 Replacement of the Mewory Boxes
2.2.1 Org-nization ofyéhis Section
2.2.2 describes the éhhaﬁcelent'of replacing all of the memory boxes on
the 9020A's and some of them on the 9020D's.  2.2.3 explains how this
enhancement (deals with the problems the $020°'s face and how it slso provides

other advantages. 2.2.4 estimates the cost of this enhancement, and 2.2.5
estimates the achedule according to which it could be implemented. 2.2.6

sketches out wha® the transition period would be like. Finally, 2.2.7.. -

discusses the variant on this enhancement of replacing all of the memory
boxes on the 9020D's instead of just some of thesm. '

2.2.2 Description of this Enhancement

This.subsection describes the design decisions the PAA would have to
make, the assumed configuration of the enhanced system, the nature of the

memory that would be procured, and the chgnges that this enhancelent would
imply. ]




 Design decisions. If this enbancement were ldopted. the decisions that
the PAA would have to ‘make ares . How nuch nev mesory lbould each systes
'hnv.? How should the new menory be distributed znd intorloand anong
different boxes? In naking tbeu decisions the FAA would be countuined by
four hctou. Pirst, the 9020A and 9020D can accommodate a maximum of 16
abyfu of main mesory (thoogh only the fiut 10 negabytes can be sccessed
by thae IOC!'-). Second, the $020A is designed for a maxisua of 12 memory
boxes and the 9020D for & maximua of 10 boxess these figures include the'
redundant memory boxes. Third, the 9020A memory is too slow to co-exist’
with state of the art mesory, so the 9020A memory would need to be
'co-phteif replaced. In contrast, it would be poasible to add state of the
art memory to the $020D and to keep the old memcry. That is, since the
96200 curzently has 7 lﬂory boxes and since it can accomsodate as many as
10. it woula be pouible to add as many as three new hoxes without zmving :
any of tbq old u-o:y. ronzth. s0 that the adventages of this enhancemsent
can be fully realized. it is necessary fo: there to be enough main msmory to
‘hold all programs and data (except for infrequently used itm like _
- pre-stored fught plan data).

Mluﬂéﬁ conﬂgutation. . Por concreteness, this report ascumes that the
new memory boxesg would each oontain one megabyte; the boxes used on the
9020A -and 9020D would be virtually identical. Each would have an ei.ght port
~ switch and be either eight or four bytes wide for tke 9020D or ‘9020A,
‘respectively. It is assumed that all of the 902uA memory boxes are
discarded and replaced by £ix unite. It is assumed that the six 90200
memory boxes are rstained; three of the new units are added. This means
that each 9020 would have six megabytes of shared, main -enory:a' ;These
specific us@ptions are made here to illustrate what thé ‘enhanced systess
might look like and sao that the cost estimates can be carried out for a
specific system. It should be stressed, however, that additional .
’neasu:enents and simulations are neededs in order to deteraine the optimal
configuration of the wemory units with respect to the total amount of
memory, the_ nuaber of memory 'hnita, and interleaving.

Nature of the new memory.  The memory that would be protured would be

constructed of solid-state metal oxide semiconductor (MOS) integrated

- 10
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circuita. Bach circuit (or chip) would have either 16'334 or 65,536 bits of
memory; in today's market there 1s no difference in the cost per bit of
‘theee two sizes. The memory will contain error éhécking and correction for
single bit errors and detection of double bit ervors; this is in addftion to
the parity bit per byte that the SE stores for the CE. The memory will use
the existing uninterruptible power supply. : ‘ ’

The speed of the memory would be 750 nancseconds for an eight byte
fetch. (Higher speeds could be obtained by installing a cache memory in-
each CE.) This speed is chosen because it appears to be the proper
t:ade—off between speed and cost. Por the 90207, a slower memory would make
it difficult to achieve the desired increage in ptocgasipg capacity,kand a
faster uenoty_ﬁould not yield any significgnt benefit, For the 9020D; the
new memory would be about 10 percent slower than the old, but this would not
reduce the processing(cay&city noticeably. (The‘processing caéacity of the
9020D, however, would increase since buffering would be elihinatgd.)

Implied changes. Egsentially, th;a enhancement would require no major

'cbange in the present software. In particular, no change would be required

in the appliéation software. There are, however, three minor areas in which
some change in the softwarec would be nécegsazy, First, a new system
generation would be tequi:ed‘to eliﬁinate buffering and to allow for the new
memory. corfiguration. This is a function that has beeh performed many times.
in the past and is accomplished by changing the appropriate pa:anétets for
system genétation.

Second, if memory boxes of two differeht gizes are used, then the
dynanic on-line error detection and reconfiguratioﬁ system would have to be
modified so that it recognizes that all memory boxes are not of the same
size and, hence, not perfectly substitut#ble. (This problem would only
arise if some of the oid boxzes on the 020D are_kept.) This modification
was done previously by IBM when converting from the 04 to theros SE's, so it
is already known that the system can accommodate SE's of diffeient.sizes
without great difficulty. (The 04 SE is an early 9020A SE; the 08 SE‘is the
current 9020A SE.) '

11
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Third, all cuzrent maintenance programs should run on the new SE's but,
because they use soLI: state technology instead of magnetic cores, the mogt
critical tests, the 'uorst‘case pattern”® tests, will not be testing the new
memories as vigorcusly as they should. The vendor can either supply norsg
case diagnosticekto run on the gystem, or he can provide a self-teat mode to
exercise each SE inte:nally'to teet for "worst case pattern® failures. =2ach
box would have built in diagnostic functions; ' »

The conclusion drawn from considering the changen in software that this
enhancenent would require is that the changes are relatively lino: and can
be carzied out at a very small cost and with virtually no risk.

Aside from softvare. the only other change that this enhancenent vould
require would be to physically connect the new boxes to the systen. This
cabling would not be major amd is described in Sec. 2.2.6.

) In.summary. the FAA's choice for each 9020 system is to decide how much
state of the art memory to add and how to distribute it among different
boxes. Thﬁs choice must satisfy the design constraints of the system, and
it should be made so that all progrems and data can be resident in main
memory throughout the life of the system. . .

2.2.3  Advantages of this Enhancement

Replacing the current memory with state of the art memory wauld result
in two main effects.

® The 9020A would have a faster memory.

® The 9020A and 9020D wodldﬁheveva larger physical address space that
‘would allow all programs and data to be resideﬁt in main memory.

These two features will yield sevenradvantages. This discussion assumes
that only this enhancement is adopted; the ad@itional advantages that would
be achieved if faster CE's were used are discussed in the next chapter. .~

When possible the discussion is quantitative; these numerical estimates are

12
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derived from a simulation model of the 9020 systems that is outlined in App.
A and is described in detail in App. B.

Pirst, since almost all programs and data will be resident in main
memory, buffering can be almost eliminsted. This will reduce the I/0 load
by 30 to S0 percent, and this means that the I/O capscity and bandwidth
problems will be dealt with. ‘ b

Second, the size and speed of the new memory will eliminate the memory
capacity and bandwidth problems. : :

Third, there is an increage in processing capacity. It is estimated

that the taéter menéry in the 9020A will increase capacity by 10 to 40

percent by reducinq;menozy interference. (Increasing capacity by 10 percent

.means that 10 percent more tracks can be handled at peak load.) Memory

interference occurs when two CE's want to access ‘the same memory box at the
same time; this means that one of them must wait. With the faster, state of
the .art memory, the probability of two CE's wanting access to the same box
at the same time is smaller. Morecver. when this does occur, bhecause of the
faster ‘inemry there will be a shorter wait. There is no similar capacity
1nc‘r§ase for the 90280 since its memory is not slower than {and iz, in fact, ‘

_slightly faster than) the new memory. Tﬁere will also be an additional
/increase in processing capacity because, with all progzams and data being
_regident in main memory, buffering will be eliminated. This is estimated to

decrease overhead by 10 to 20 percent for the 9020A and by 5 to 10 percent
for the 9020D. Therefore, considering the effect of the faster 9020A memory
'anQ the elimination of buffering, the increase in processing capacity vis
expected to be from 20 to 60 percent for the 9020A and from 10 to 30 percent
for the 9020D.

Pourth, the S020A will have a fastsr responaé time because of itsg faster

" memory, and the 9020A and 9020D will both ghow a faster response time

because buffering is eliminated. ‘The amount by which response time would

" improve has not been estimated, but it could be estimated using the NKAS

Svstems Model by FEDSIM. The FAA currently uses this model to estimate the
performance of the 9020 system.
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Pifth, the larger memory would reduce software maintenance cost.
Currently at least $18 million is spent each year on software maintenance
{ASIB0, p. 6-4], and a considetable portion of this expense is due to the
difficulties caused by the shortage of main mewory. Because this
'enhanceneni would relieve this shortage, a substantial saving in scftware
maintenance cost is expected; in fact, in this way this enhanc.ent could
easily pay for itself in a few years.

Sixth, the reliability of the system would be improved. This results
from the greater reliability of the state of the art mesmory. Also, because
a significant number of software failures cccur during buffering, the

- elimination of buftézing will increase software reliability.

Seventh, because there is a larger menory, lote functional enhancements
and local adaptation data could be added to the system. This would allow
the capabilities of the system to be extended and alsc allow a greater level
of aptdnation to be achieved. S

- What is the technical risk associated with this enhancement? That is,
what is the probability that the new memory will function properly and that
these advantages will indeed be obtained? Technically, replacing (or
supplementing) the current memory with state of the art memory is
straightforvard. The procedure is conceptuvally simple and has been done
before in comparable circusstances.  Therefore, the conclusion is that there
is virtual;y no risk involved; that is, it is almost certain *that Eﬁé :
enhanCed’éyéten would work exactly as described in this :éport.',

In summary, Sec. 1.3 pointed out that if an enhancement is to be of
interest, it must be able to deal with 1/0, memory, and processing
kottlenecks. It is.seen that this enhancement does deal with the I/0 and
memory bottlenecks. It increases processing capacity somewhat, and the fﬁi
would have to judge whether this increase is large enough; if it is not,
then one possible course would be to supplement this enhancement with one of

the processor enhancements diécussed in the next chaptei.
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2.2.4 Cost

The cost of this enhancement has four components. Pirst, in o
cptimize the design of this syetem it will be necessary to conduct
of lilulatians uling the modsl deacribed in App.'s A and B. The e
the cost of these lilnlatious is in the range of $30,000 to 8&0 od

Second, there will be a one-time ccat for the engineering tba:i

to customize the meamory boxes for the $020 environment. Bstinatet
by phone from A.pex and Intel place this cost in the range of $200
$400,000.

Third, there is the cost of the memory boxes. Ampex and-Intel
that thekcost would be S7ﬂ.000 for each one megabyte memory unit.
experience. hoveéer. 1ndicates that SSO 000 per one negabyte~unit
realistic cost at final bidding: this lower figure is used here.

rder to " -

& nuaber -
bti-a:.'or;
c.‘

is needed
obtained -
,ooo;to

eatilate
Paat

is a B
fen of rhe

ARICC's have 9020&'3. and ten have 9020D"s. There are a %020A and
at the PAA Technical Center, and there is a 9020A at the FAA Aeron
Center.
memory units are needed for each 9020A and three fer each 9020D, t
"that a total of 105 units would be procured.

Therefore. there are twelve 9020A" a and eleven 9020D's.

Throughout this repo
amount allotted for spares at each site equals the cost of one uni
cost of 350 000 per unit, then, the cost including spares for the
is $6.4 million. :

Fourth, even though every efforr has been nade to make accurat
estimates, there might well be unexpected costs. Throughout this
extra 20 percent will be added to cover contingencies.
million is allowed for contingéncies.

The cost of memory box replaeement is shown in Table 2-1.

underestimating the cost, when there is a range the upper limit of|

ié used.

Therefore,‘

The measurerment and simulation ié estimated to cost 30.01

a 90200
auticel
Fince six -
pia means
£t the

p. At a
23 uites :

l
i

|
]
f

$1.372

To avoid

I

‘the range
million,

the engineering to cost $0.4 nillion, the procurement of the nenorfﬂunits to

cost $6.4 million, and $1.372 mi
total estimated cost rounded to the nearest hundred thousand is $8

ilion is allocated for contingenci
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Measuresment andu simulations
One-time engineering co;t
Memory units

COnttngénéiea

Total

$0.060
0.400

6.400

1.372

$8.232
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million. It should be pointed out that there are some coats that this
figure does not include, such as the cost of training tachnicians to deal
with these new units, spare parts, end the cost incurred by the PAA in
administering and oversesing the procuresent. " All of these costs are
expacted to be minor. ‘ R

What is the financial risk of this enhancement? That is, wvhat is the
chance that this enhancement will cost significantly more then what is
estizated here? The main factor in assessing financial risk is that the
2emory boxes to be procured ai:e standard 360/370 add~on memory and are
readily svailable from a number of sources. Two firms, Ampex and Intel,
bave bid over the phone, and other firms such as ummtimal and Moatek

 have indicated a high level of interest. Prom this survey it can be

concluded that at least six firms would respond to a request for qoot’atvions.'
Therefore, with this much competition among the bidding firms, the PAA would
not have to uérty about having to pay an a:titiéauy inflated pticé. “The ‘
conclusion is that this enhancement entails very little tinancial risk. .

2.2.5 Schedule

The speed with which an enhancement can be implemented is one of bthe

criteria used to evaluate the desirability of that enhancement. o that the

enhancesents discussed in this report czh be seen on & more of less common
basic, the gero point on the schedule will be taken to be when the PAA :
places the order. Therefore; vhat is of interest is how long various events
occur after keceipt of order (ARD). It is estimated that the first
Check-out unit for this enbancement would be delivered twelve wonths after

receipt of order. Initially produétian would be at the rate of one per

" month, with the rate rising to one per week by 18 months ARO. Thus, it is
estimated that the 105 units would all be delivered by about 38 months ARO.
Installation at the six most c:iticai sites could be completed by 24 wonths




2.2.6 Transition

The FAA has nthbiisbod the vuqulu._.nt that in iny ’cnhmceﬁnt ‘or
replacesent of the en route cosputers, there must be a smooth transition -
that does not significantly interrupt the provision of air traffic control
services. The three main issues are whether there is excessive downtine
during installation, whether there is sufficient tloorspacd,' and wvhether the
training requirements can ba met. Each 1uui will be briefly discussed.

Downtime. '!hc’cgbling on each SE consists of 42 cables (six sets of

- seven cablea).‘ with 14 being short internal cables to axi adjacent SE. There

are four sets for Data Ia (lower half word in and out, upper half word in
and out) and otii set each for Control and Data Out., Only the Data In ceble
is daisy-chained. Thus, each processor has two cables golig to each SE for
a total of 26 cables for the processor's memory bus on. the 9020A systesm. _

It is estimated tﬁat cbanginé a memory box will require 8 man-hours and
will teshlt in 2 hours ‘ofl_ syst“eix downtime. The 08 SE's cabinet can be ‘
partially disassembled to allow removal of the SE without moving the
cables. This estimate reflects the experience gained on thé trecent SE
additions to the 19020 systees. . , =

FPloorepace. A 9020A system when cutfitted with the new memory units
will fake up less space than the system now does, so there would be no
floorspace probler. A 9020D system will take dp slightly more room since
four units will be added, s0 the ARTCC's will need to be examined for |
available floorspace; since each unit is quite small, however, it is
expected that there will be no floorspace problem.

Training. Since:the new memory units would be both conceptually similar

to and also simpler than the old memory units, it is expec_ted that the

training required would be minimal and would pose no obstacle to a smooth -

transition. -

‘In sumaary, because the cabling, floorspace, and training ghat would be
reguired would be minor, the conclusion is that the transition to the

enhanced system can be pade without any significant probless.
- i 18
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2.2.7 A Variant: Replace All of the 9020D Memory -

This chapter has thun far assumed that three nci ones megabyte memory
boxes would be placed on the 9020D and that the mix old 1/2 megabyte units
. would be retained. N variant on this epproach would be to eliminate the old
-inOty and to t.pllctqlll of it with new memory. For concretensss, aasuse
that six megabytes of new memory are placed on each 9020D. This variant
..ditfcr. from the enhancencnt‘dincnanod in the rest of this chapter. in four
ways. : :

First, since all of the S020A's and 9020D's would have identical mesory
units, maintenance and logistics would be simplified. Second, the new
memory units would be more relliable than the old. Third, since all the
9020D nenbty is rcpiaced, it would be étudeqt to procure so-elh-t_factet
memory, e.g., memory with a cycle time in the range of 500-500 ns rather
than 750 ns. This vuuld raise the cost per Sox to $60,000. Fourth, an
ldditional 33 menory boxes would be procured. The cost, which is figured in
the sarce way as in 2.2.4’(except for the gréater number of boxes &nd the
higher cost of each box), rises from $8.2 million to $12.1 million.

One of the PAA's optdons not discussed in this teportvisﬂto upgrade all
of the S020A's to 9020D'a. If this is done, it might well be desirable to
furtbet upgrade all the systess with the memory replacement discussed ir
this chapter. The cost of putting six megabytes of state of the art memory
on all the systems would be this same figure of $12.1 million. '

2.3 Replacement of the Memory Stacks in the SE's

Sec. 2.2 discussed the possibility of enhancing a Sbey,zeplabinq the
; gntire'menory box; it is possible, however, to enhance an SE by replacing
-? - ... just the memory stack, i.e., the component in the box that actually stores
: " the data. Ho:eover} it is also possible to enhance the memory in the IOCE';
by replacing the memory stacka. These two enhancements, vhich offer &
relatively fast and cheap way to enhance demory, will be discuseed in this
section and the next, respectively. '
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Description. The description in 2.2.2 of the onhanccn.'ut‘ of replacing
the memory boxes also applies to this enhancement, axcept that the FAA would
only procure memory boards instsad of entire memory boxes. That is, instead
of ordoring entire boxes from a manufacturer, the FAR would have the new
memory dagigned and have the contractor buy the needed memory chips on the
open market and asssable the memory bourds. Hore specifically, the
cabinetry, memory interfaces, cable connections, and power suppliss would
not bs rcﬁl&codt the wemory stacks, which will bs replaced, consist of
everything elso, e&.g., the line drivers and data planeg. Because the
9020A's and 9020D's Aiffer in the word length of memory (36 bit v. 72 bit),
in CE speed, and in th'o'iﬁtoz'tm. the new memory boards for the 9020A would
be different from the boards for the 9020D. Since this enhancemant does not
procure entire boxes, the new memory would not come with built-in
diagno:t:lcu new memory diagnostics would have to be written. |

Cost. The cost of this enhancement has four components. First, the
cost of designing the new -aaory stacks nnd building a working, tested,
analyzed, and documented engineering prototype for both the 9020A's and the -
9020D's is estimated to be $155,000. (The cost of the design work and the
ptototype for the 9020A only mld be $95,000 and fof the 9020D only would
be $115,000; because of commonality, however, the cost for both is
$155,000.) Second,. the estimated cost of writing the new diagnostics is

$100,000, which is 350,000 for each prototype.’ 'l‘hlrd, the cost of replacing

each memory stack with a one megabyte unit is estimated to be 525,000 for a
9020A SE and $30,000 for a 9020D SB. 8Six SE's would be enhanced at oach
gite. At a 9020A site, allovinq £25,000 for spares, the cost of
;melenenting this enhancement is estimated to be 3175,000. At a 90200 site,
'allo\d.ng $30,000 for spares, the cost is estimated to be $210,000.  Fourth,
$0.933 million is allowed for continguncies. Therefore, the total cost of
the design and implementstion of this enhancement at the 23 sites is
estimated to be $5.6 million.

Schedule. Once the working prototype is finished (a task which is
estimated to take five montha), the FAR would be ready to place the ’oArder
for the parts. The first system could be implemented in 3 months ARO, if

pari:s are in stock.  In the worst case, waiting for parts would cause an
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additional two month delay, 50 the first system would be implemented S
months ARO. (The only long lead time perts are the memory chips, which
would cost about $10,000 for each SE.) It will take about 2 weeks to

 implement this enhancement at each site. If it takes S mouths to implement
the first system, this means that this enhancement could be implemented at’
the aix most critical centers within 8 months AFO.

Transition. It ig expacted that the stack replacement would be

. acconmplished by iﬂ‘stnlling a small number of bonf_d- gnd by modifying a small.

number ot bnckplane v:l.recy It is eatimated that each stack replacunm:
‘ not morse than one man-hour. 8oeah1e changes would be o

syltuz downtime would only be that neccaury tor.

e would be needed. - the amount of training needed by hardvare '
maintenance personnel &s expected to be minimal.

Advantages. The geven advantages of replacing't_he -enory boies‘
described in 2.2.3 would also be obtained from replacing the memory stacks
since these advantages stem from the quantity #nd speed of the memory.
‘Moreover, replacing the memory stacks would, compared to replacing the
memory boxes, have four additional advantages. First, the stacks can be
procured much 'faster-than the boxes: this is because the f.~‘ab1xiet, power
‘mly,‘ and interface need not be dea:lt';ned» and manufactured if. only the’
stacks are replaced. The discussion of the schedule implies that the FAA
could replace the memory boxes at the first six systems within 8 months
after deciding to adopt this enhancement, vhereas it would take 24 months if
instead the memory boxes were replaced:

Second, the physical installation would be much easier if the stacks are
replaced rather than the boxes. The stacks are replaced by substituting a
few boards into the cahinet, whereas the boxes are replaced by making a
nunber of cable changes ag described in 2.2.6. It would take aboutl
man-hour to replace a stack as contrasted with 8 man-hours to replace a box.

Third, it yould be cheaper to replacé just the memory stacks instead of
the entire boxes. For example, the cost of replacing the stacks at the 2;
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sites is utiuud to b» 05.6 nillion and the cost o! :cpllcinq the boxes is
Cltilltod to h $8.2 llillion-

rqx‘zth,, there are very short lead times for the parts needed for this
.enhancemsnt and no significant sdvantage to buying in quantity. This means
that the FAA can try the enhancement at one or more gites and then decide 1
whether to implament it at moré sites. The FAA need not commit & large
amount of money at the hoqinniuq; as the enhancement is put into operation
' . the ‘!” can gradually decids how many centers should have it without unduly
‘delaying its inplc-omtion.

" There are four advantages of replacing the boxes rather than the
stacks. Pirst, the entire memory box rather than just the stack would
contain state of the art components and designs. Second, if the -entirs

- boxes were procured, built-in d.lagnoatics would be included. Third, the
» entire SE would ba the responsibinty of one vendor. Fourth, if it were
later decided to upgrade the 9020A's to 9020D" g, then the new nuory boxes
could be usedinthaupqrade.

2.4 nepiacmnr. of the Hﬁm:z Stacks in the IOCE's

) Description. Bach IOCE corrently has 1/8 megabytse of memofy, called

RN ’ MACE merory, that can be accessed only by that IOCE. One possible

- - enhancement is that the memory etack in each TOCE could be replaced with up
to 6 megabytes of state of the art memorys for concreteness it is here

assumed fhat the new stacks contain 2 megabytes. The replacement inemory
‘would be generally the same as that described in Sec. 2.3.

 Advan tagas. If this enhancement were followed by moving program
elements into the enlarged MACH memory, sdne of the p:ocesshig léad could
* then be shifted to't‘ae IOCE.. The pofenti.al increase .1.n 9020A processing -
'capacity is esti.nated to e sx betwsen 10 and 30 percent. Since, however,
replacing the IOCB memory stacks sakes the most sense when the IOCE ’ ‘ .
processor is sped up, the diécussic:-. of the advantages of this enhancement
is postponed to Sec. 3.3 where the advantages oi jointly inplmenting these
two enhancements are discuzsed.

22

i



‘ Cost. m cost ot this onhanc-oat !o: tho 90201'- has !our
ce-pon-utn. First, the cost of designing the naw memory stack and builcing

 the prototype is estimated to be $105,000. (This cost figure assumes that

the 9020A SE memory stack replacement prototype is not builty if it is
built, then the additional cost of the IOCE memory stack replacement
prototype would be $20,000.) Second, the estimated cost ol writing the nev
diagnostics is $50,000. Third, the cost of the 2 megabytes of new memory '
for esch IOCE is estimated to be $30,000. Allowing $30,000 for -pa:ca.
cost of this enhancement at each center is estimated to be $120,000.

l'ourth. allow 0.319 million for contingencies. Tierefore, the total cost of

this enhancement at the 12 9020A sites is estimated to be $1.9 million. If
the IOCE memory stacks are also replaced at the eleven 9020D sites. the
additional cost is $1.320 million for parts and installation and $0.264
million for contingencies. Therefore, the cost of replacing the IOCE memory
:tacks at the eleven 9020D sites is $1.6 lillion, and the cost at all 23
sites is $3.5 million. :

! Scheduleo The schedule for this enhancement is the same u that for
‘rephcing the stacks in the CE's; the first six systems would be upqtaded
within 8 months ARO.
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3. PROCESSOR ENEANCEMEWTS
3.1 Purpose and Orgahi;etlon of this Chagge;

Chapter 2 bas described several memory enhancemants that can‘provide
some relief in the areas of 1/0, memory, and proceselng capacity where the'
9020's face potential probleas. If the PAA decides that theae neROry :
enhancelenta alone are not sufficieint to deal setisfactorily with the 9020':
problems, then the FAA might decide to :upplenent ‘the nenory.enhancelentl
with oﬁe Or #0re processor enhancements. !he purpose of this chapter 1-

describe “hree poastble processor enhance-euts that can be considered £er
adoption.

This chapter is erganlzedvas tollovl.‘ Sec. 3.2 discusses the
enhancemern® of speeding nb the processors in the §020A CE's by replac1n§
selected components. Sec. 3.3 discusses the enhancement of speeding up the
procesgors in the IOCE's. Eitber of these enhancements would provide a
significant increase in ccnputlng capacity if 1t proved to be feaaible.
Unfortunately, study of this probleam has not vet progressed to the stage
where it can definitely be said whether the speed-up iz feasible,
Therefore} Sec. 3.4 discusses the fall-back option of replacidg the 9020#
CE's. This enhancepent would provide the needed increase in conputing
capacity, and 1t would be eaitable for adoption if the speed-up proves to-be
1n£easib1e or too risky or for some reason undesirsgble.

3.2 Speed-Up of the 9020A CE Processors -

"3.2.1 Description of this Enbancexzert

The C¥ speed-u? enﬁancenent is accomplished by replacing two of the
subsystesms of the 9020A CE that are bottlenecks limiting CE speed.. One - ' B
subsygte!»to be'replaeed is the local store, which contains the CE's )
registers. Tho other subsysten to be replaced is the reaé only store (ROS), o ST
which contains Lha microinstructions for the processor. Each can be

replaced by an integrated circuit system that would be smaller, take less




power, be more reliable, and run from 5 to 8 times faster. The CE would
need to be retuned to take advantage of these faster components. ~T§13

Venﬁhncenent would not require any changes in software or in any other part

of the system. (One minor exception to this statement is the diagnostics,

"which are pentioned below.) A prerequisite for this enhancement is a faster

memory; therefore, this enhancement assumes either that the memory boxes or
the SE memory stacks have beén replaced. The reet of this subsection ,
describes in more detail the subsystens‘to be replaced and the installation
procedure to be'followed. '

Local store. The local store is a 0.5 microsecond, 64 word by 32 bit,

linear select, core memory system which contains the general purpose
registers, the floating point registers, and several internal rggisteté. It
is wholly contained on a single card and lends itself wvery well to

implementation with the random-access memory (RAM) now availablé.

There are gevers&l 4 x 256 bipolar RAM chips available with access times
in the S0 nanosecond iange. (1000 nanoseconds equals 1 nicrosecond{) Nine
of these chiés would constitute the memory array, and an additional;éo chips
would provide the interface to IBM's solid logic technology (SLT) and would

perform various control functions.

Read only store. The ROS contains 2,816 90~-bit words in a 0.5

’ - microsecond, read only capacitative memory. It is physically very large,

céﬁptising about 15 percent of the total processor. It also is well
contained ané could be readily replaced by a state of the art subsystem that

would be one-tenth the size and 8 times as fast as the old subsystem.

The new memory array would be constructed of 66 8x512 prograrmable read
only memories {(PROM's) if the current size of 2,816 words were retained. It
would be possible- however, to increase the size to 4,096 words by uging 88‘
PROM's. 1In either case these PROM's would be mounted on three separate
bcards Qith supporting circuitry.

Retuning the CE. Once the new, faster components are installe& in the
CE, it will need to be retuned to take advantage of them. The foilowing
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discussion gives a geheral idea of what this retunlﬁg will ccnsist»of; The
microcycle is the basic uait of time that the proceesor uses; any pa:ticdler
task that the processor carries out is allotted‘gone~nunber of nictocycles;
For the 9020A the microcycle time is 500 nanoseconds. In order to reference
the 9020A memory, S microcycles are currently needed; this is called the ‘
storage timing ring. Therefore,; the proceeser can be eped up by deereasing,
the number of nicrocyclesvin the storage timing ring and by reducing :55
ricrocycle time. - The idea behind this enhancement is that the faster memory
on the 90202 and the new components 1n the CE will allow the number of
microcycles in the storage tining ring and the length of each microcycle to
be reduced; this is referred to as :etuning the CE.

Installation procedure. The modifications to reduce the storage timing
ring would require some modified modules and back plane wi:lng changes.
Although these changes would be minor, it might be advantageoue to replace
the affected modules with nodules nade from standard 1ntegrated czrcuits to
minimize the convetsion time and reduce the chance of error in changing the
module for pmaintenance reasons. -

‘The local store arid ROS upgrades would replace whole motherboards with
their load of modules with a printed circuit board with 1ntegrated Citeuits
mounted directly on the board. The technology would be Schottky TTL (LS, s,
ALS, AS{‘and/or F geries) with Schmidt trlgget inputs and discrete output

drivers to interface with IBM's SLT modules. The local store upgrade would

be a replacement of one motherboard with one printed circuit board. The ROS
upgrade would replace five motherboards with three p:lnted circuit boards.

The CE speed-up modifications would not change the characteristics of -

‘the IBM diagnostics, but whenever they indicate a defective module in the

ROS or local store, a separate chart would indicate which card to replace.
These charts could be dedals affixed to the panels that a maintenance
engineer would normally approach to replace the indicated defective module.
In the case of modified modules, care must be taken that the modified module
i3 replaced by a similarly modified unit. Again the judicious useﬁéfllabels
as well as the general awareness of the meintenance»engineef'should suffice

to make the correct replacements.
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“3.2.2 Advantages of this Enhancement

If this enhancement were adopted, it would result in six advantages.
Pirst, it is judged that with a probability of 0.98 the storage timing ring
could be decreased from S to 4 microcycles. (This probabilistié juégment
anq,thé'onea below are based on experience with the System/360 architecture
and with making similar changes to other processors.) Since the current
microcycle time is 0.5 microseconds, this would reduce the storage cycle
tige from 2.5 to 2.0 microseconds. This reduction would be made possible by
"~ the fzster memory. According to the simulation described in ApPpP. l, a
v:eduction of 0.5 microseconds in the storage timing loop would result in a
21 percent increase in performance. Because of memory interference and
othetlcansiéezations. honever} not all memory references vould benefit from
this faster cycle time and the actual fncrease in performance would be
somewhat less than 21\pe:cent. A sampling of the microcode indicates that
;pp:oximately 75 percent of the memory references would benefit from this
shorter sfo:age timing loop; thus, there iz a 15 percent increase in
processing capacity. This figure, however, only reflects tbe‘inc:qase due
to.fﬁsfer Bepory and rednced memory 1ntet£e:ence{ it does not include the
increase due to having more memory. This latter incresse ie estimated ‘to be
at- least 10 percent and perhaps as much as 30 percent. Therefore, the
1nc:ease in precessing capacity by reducing the number of microcycles in the
storage timing ring is estimated to be 25 percent.  (The standard IBM 360/50
CPU uses four 500 ngnosecond microcycles. The 9020A CE is essentially model
360/50 memory; the :ﬁin difference is that the 9020A CE has an eight port
switch. The delay in this switch i: about 100 nanoseconds. Since the
microcycle time cannot bé varied in the 360/50, the presence of this svitch
. :equlted that a full microcycle be added to the storage timing ring for the
9020A. )

' Second, this enhancement will allow the microcycle time to be

. decreased. Thevfeasoning behind this judgment is as follows. The three

main CE subsystems that currently are major bottlenecks on performance are
the local store, the KOS, and the 32-bit adder. This enhancement replaces
the old, 500 nanosecond local store with z new, 50 nahdsecond component. It
also replaces the old, 500 nanosecond BOS with a new, roughly 62.5 i
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nanosecond couponﬁnt. A Betiea of measurements made of an IOCE executing a
full, 32-bit add and carry indicates that the worst case timing is 120
nanoseconds though the specification is 360 nanoseconds (i.e., 360
- nanoseconds are currently allowed in the timing sequence but only 120 are » -
needed) .  Thus, it appears that it will not be necessary to replace the k

adder even with a microcycle time of 30G nanoseconds. . (If it turns out that -
the adder is slower than thege measurements indicate, then replacing the
adder might be conﬁideted. The adder's functions are scattered on vt:ioui
boards, and it wouid be the most difficult of the three subsysteas to

" replace. The difficulty of :eplactng the adder has not been £u11y evaluated
since replacement does not appear necessary.)

Bou much would this enhancement allcs the -ictocycle time to be
reduced? ' This question cannot at the present be answered because tbe
4teduction that could be achieved depends on timing interactions and on other
complicated and not fully understood factors. The best estimates of the
pgob&bilities iith‘vh1ch various microcycle times could be achieved are that
_ the cufrent time of 500 nanoseconds could be reduced to 400 with probability
0.9, to 300 wiﬁh probablility 0.5, to 250 with probability 0.2. It is Judged
that a 200 nanosecond cycle time could not be achieved.

These first two sources of an increased processing capacity are !
gsummarized in Table 3-1. Consider the second row of this table. Suppose
“"that the storage timing ring is decreesed from 5 to 4 microcycles and that”

fthe microcycle time is decreaged from 500 tc 400 nancseconds. Then the
storage cycle time is reduced froam 2500 to 1600 nancseconds. This yields an
increase in processing capacity of at least 50 percent. The probability
that this 50 percént increase will be achieved is 0.88, which is 0.98 (the
probability that theyston&gentiaing ring can be decreased from 5 to 4
microcycles) times 0.9 (the probability that the microcycle time can be
decreased to at least 400 nanoseconds). The third row in this table shows
that there is a 0.49 probsbility that processing capacity can be increased
by at least 100 percent. ' \
A Third, if the ECS is expanded beyond the current 2,816 word size, this

would allow a further increcse in cou@uting capacity. That is, a sequence
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TABLE 3-1: INCRASED PROCESSING CAPACITY DUE T0 THE CE SPEED-UP’

Storags Cycla Capacity o . Probability of

Time (ns) I Increase (%)* Achieving
5x400 = 2000 S 2s . 0.8

 4x400 = 1600 o 50 L 0498 x 0,9 = 0.88
4x300 = 1200 ... 100 ‘ 1 0.98 x 0.5 = 0.49

4x250 = 1000 = B e 0.98 x 0.2 = 0.20

* These estimates are conservative estimates of the total increase in
Processing capacity due to all factors. ) :

)
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- of instructions that is commonly used could, in effect, be msde intc a
single instruction end coded into the ROS; the sequence would then execute
nuch faster. 1In order to achieve this advantage, it would be necessary to
identify the frequentlf used sequenceﬂrahd then to code thea. '!herefore.k
this additional increase in computing capacity would not happen
autoaatically when the ROS 13 enlarch. it would require sdditional work
befo:e it were realized. ‘

Fourth, the CE's would be nade_uubstantiallj more relisble since the

" local store and the ROS are being replaced by modern technology components,
which are perhaps an order of -agnitude more reliable than the old
cn.ﬁonents.f This is especially significant for the ROS, which uses a great
“deal of power, comprises a lazge poztion of the CPU, and is the most
un:eliable portion of the CPU

. Fifth, since the new ROS would use much less power and ‘would digsipate-
less heat, the cooling of the CE's would be improved.

» Sixth, the ease of installation vould»con;tibute to a swooth

. transition. That is-’other optiong- that the FAA is conaidering would
require laying new cables and making many new connections, and this can be &
difficult iob because of the confusing mass of cables in the ARTCC's. This
enhancement avdids these possible problems since no cable changes or
disconnects are needed. '

3.2.3 Costfan& Schedule

' There are three components to the cost of this enhance-ent. ?irst,
neasuteaents and simulations need to be done to deteraine how the speed-up
~is to be accomplished and to conplete the engineering prototype. This stage
has begun; to finish it will cost an additional 3125.000 (plus support from
the Technical Center) and will take five months. (This cost would be cut to

$20,000 if the IOCE processor speed-up were carried out before the CE
- processor speed-up.) Second, the modification that speeds up the CE's must
be inplemented. Each speed-up kit in estimated to cost $25,000. At each
9020A site, then, the cost is estimated to be the cost of speeding up four
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_CE's ($100,000) plus another $25,000 for modifying sparés, for a total of
$125,000 per site. Since there \arc twelve S020A cltes.v' the cost is
estimated to be 31;5 million. Third, sllow 0.325 million for

. contingencies. ‘lﬁcretore, the total cost of this enhancement is estimated
“to be $2.0 aillion. '

Since delivery of the speed-up kits Acould start three months ARO and
since one site could be sped up every two weeks, the first six sites could.
be gped up within 6 wmonths ARO.

_This discussion assumes that it does prove possible t§ speed up the
CE's. If it turns out that this effort is not successful, then {t is
estimated that $50,000 would be lost. The remaining $75,000 would be
apﬁlicable to the CE replacement and to the memory stack replacements.

3.2.4 Transition

It is expected that the CE speéd—up would be accomplighed by replacing
four boards and by replacing or mocdifying a small nupber of modules and
backplane wires. It is éstimated that a conversion of the four CE's would

- take four hours.: Ne cable changes would be necessary. The system downtime
would only be thaé necessary for reconfiguring the system, i.e., about 30
seconds for each CE. No additional floorspace would be needed. The amount
of training needed by haidwaté maintenance personnel is expected to be
minimal. I ' ® '

3.3 Speed-Up of the IOCE Processors

The next processor enhancement to be discussed iz to speed up the
'processors in the IOCE's; a prerequisite for this enhancement iz the IOCE
mepory stack replaceaent discussed in Sec. 2.4. Since the processzors in the
JOCE's are virtually identical to the processors in the CE's, this

P " enhancegent is in many ways quite similar to the CE speed-up enhancement

just discussed:; the differences between these two enhancements will now be
, discussed. '




Description. The main ditfcmnce'&tmon speeding up the I0CE p:ﬁccnso,_z
. and the CX processor is that if the SE memory is not replaced with faster
memory, then the IOCE must reference mamory with two different speeds. That -
is, ths I0cE processor would r‘f.crtnce the. new fastsr IOCE msmory and also .
the ol.d. slower SE morye This can be daalt with by pzoviding a difffazout
' til.inq sequence for the rofemncea made to the SE RENCTY »

Por this enhancmnt to provide its main advantages, some software
changes would need tc be made. Selected proqran elements (PE's) would be
removed from the shared memory and made resident in the IOCE's memoryr
tables would be left in shared memory. If the IOCE is executing a PE in
MACH storage, only operand fetches in data tahlei in ghared memory would .
generate memory contcntiom all instruction fetches would be contention free
and faster. The softvare changes that would be required are not discussed

in this report.

Advantages. There are five main advantages that are ‘obtained if the
IOCE memory stacks are rep],.aded and the IOCE processors are spad up.

?irét, because the spe"d-up' processors execute the program elements that
have been placed ‘i'n' the IOCE memory, the processing pow:r of the system
increases. It 18 estimated that thia increase in prdcessing.pewer for the
9020A's is at least 15 percent with probability 0.98, at least 30 percent
with proba.hility 0.88, and at least 70 percent with probability 0. 49. ‘This
increased processing power will not all be realized immediately but only as
program elements are moved into the IOCE's. . '

‘Secon.d,nl:écanse the PE's moved to the IOCE's need no longer be executed
from main memory, this deals sowewhat with the memory capacity problem. The
degree to which the lack of shared memory is taken care of depends on the
" size and number of PE's that are moved to the IOCE's.

Third, insofar as the memory capacity problem is taken care of, there

will be less need to buffer programs and data on diske. Therefore, swapping

in and out of main memory will be decreased, and this will at least partly
deal with the I/O problems. ’ ‘




o It is seen that these IOCE enhancements can deal partially and perhaps
fully with the three main problem areas of processing capacity, mory. and
I/0. The degree to which these enhancements deal with these problems cannot
. presently be answered; the answers can only be provided once further studies
are done of these enhancements and once the FAA specifies the improvements
that ara needed. The additional adnntag?s of these enhancements will now
be discussed.

Pourth, this enhancement would speed up the channels. This would allow
the current periphe:ala (e.qg., d.i.sk drives) to be replaced with faster and
more reliable nodgrn peripherals.

Pifth, if the new ROS that is installed in the sped-up IOC# vprocessor is
‘enlarged, this would allow the IOCE to recover the floating point and
decimal instructions that are now lacking because of ROS space limitations.
This would require either that IBM furnish the needed microcode or that the
microcode be obtained from the microstore of a 9020A CE.

Besides these advantages, the other advantage obtained by replacing the
memory in the SE's that are described in Sec. 2.2.3. would be obtained:

" lower response time, reduced software maintenance cost, increased
reliability. and more gcope for functional enhancesents. Whether these
advantages would be obtained in the same degree deépends on the size of the
PE's moved to the IOCE's. '

“

s *4

Cost. The cost of speeding up the IOCE processors at the 9020A sites '
has three components. Pirst, the coét of designing the converted processor
-and building the prototype i3 estimated to be $125,000. ('l'hia cost would be
cut to $20,000 if the CE processor speed-up were carried out first. That -
is, the prototypes for both proceszor speed-ups could ke built for
_ 3145,060.) Second, the cost of speeding up each IOCE processor is $25, 000.
With three IOCE's at each site, and allowing another $25,000 for spares, the
. Cost for each site is $100,000, and the cost for the 12 9020A sites is $1.2
million. Third, add $0.265 million to cover contingencies. Therefore, the
_ total cost of speeding up the IOCE processors at the 12 gites is estimated
"to be $1.6 million. If the YOCE's are also sped up at the 11 90.20D sites;
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this adds $1.1 million plus $0.220 niilioﬁ to cover contingencies, for a
total of $2.9 million for speeding up the IOCE processors at all sites.
These cost estimates da not include the cost of the required software
changes; a preliminary investigation indicates that the cost of these
software changes will not be significant.

3.4 9020A CE Replacement

3.4.1 Description of this Enhancement

If the two speed-up options described in Sec.'s 3.2 and 3.3 prove to be
infeasible or to provide an insufficient increase in proceasing capacity.
then the fall-back option is to replace each 9020A CE by a machine with

" capabilities similar to an IBM 434l. That is, the new machine would be able

to execute perhaps one million instructions per second and would have cache
and internal main memories with a 300 nancsecond access time. The machine
would require hardware and firmware modifiéations to allow it to work ivn the
90202 enviromment, e.g., a modification to the ROS would be necessary to
enable it to execute the 9020A's special instructions. It is assumed that
this CE replacement is preceded by the memory replacement described in Ch.
2. The main questiqn is how the different memories are to be used; the
three different memoéies involved are the memory shared by all the
processors, the main memory of each processor, and the cache membry of eat_:h

processor.

The method that at this time seems best is to use the shared memory and
each processor's cache memory but not to use each processor's main memory.
In this scheme the gystem would operate in much the same way as the present
system except that a cache memory is added.  For cache memory to work

properly, only instruction fetches can be cached.

An alternate mei:hod, which probably would not be needed, wéuld be to use
all three levels of memory. The program elements would be stored in each
processor's main memory and transferred frcm there to the cache as neaded.
The shared memory would contair only the tables and softwarre'flags. It is
thought that this method would not be degirable because it would require
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oxtensiv. nfm:c chnngo- ‘and because the first msthod vould pzbbnbly
ptov:l.dn the desired increage in processing capacity.

3.4.2 Advantages of thil Enhancement °

"'!le advantagcs ot this enhancement are for f.hc nost part thc same as thc,v_ﬁ o

advantages of speeding up the CE's that are discussed in 3.2.2. The main
differcncc is that nplac:[nq the CR'g would at leaat double (und pos-ihly
triple) thes processing capneity of the ayatem, vh.lch is a l.argcr possj.ble
gain than can be attained by speeding up the CE's. This doubling of
_ processing capacity could, it is estimated, be obtained with a 95 percent
. probablility if the methed using only the shared memory and cache nemory is
adopted. If the more elabcrate method using all three levels of memory is
; adopted. then the daublinq of capacity could be obtained with a 100 petcent
‘ probal;uj.ty.

"3.4.3 Cost and Schqaule 7'

The cost of this enhancement has three components. First, there ia a
one-time engineering cost that will fall somewhere in the interval frem $0
to $1.0 million; the best estimate iz $1.0 million. Second, the cost per
processof'ia estimated to be from $10'0,000 to $300,06yu pér processo-rt tﬁew;'
best estimate is $200,000. With four processors per site, and adding in
$200,000 te cover spares, the cost per site is $1.0 million; the cost of the
new processors for the tvelve 9020A sites is then $12.0 million. Third,

#2 6 nillion is added for continqencies- Therefore, the total cost of iy
enhancement is $15-6 million.

It is estimated that the first processor would be delivered twelve
mnths ARO, and thu rate at which processors are éelivered would gradually
rise until they are being delivered at the rate of one per week 18 months
ARO. This means that deliveryvill be ccempleted 27 months ARO. The first
six sites would be enhanced within 24 months ARO. R '
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3.4.4 Tramsition

!Icphcing a pzbcoa-dr'voulé rﬁr’.&t in two boutuqe: Jasting five minutes
each wkils the interprocessor cable is disconnected and connacted:. other
cables can be handled while the system is active. Processor swap time,

which mostly consists of physically moving cabinets, is estimated at four \

hours. - Replacing one processor & day would allow a twenty hour shakaedown
periol of the last processor before the next processor is installed. -
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4.1 The Individusl Enhancements . ..o

This report has srgued that ‘the types of probleas that the 9020°'s will
face over the next few years primarily lie in the areas of processing
capacity. memory capecity, and I/0 capacity. The aix enhancements that »have
been’ proposed as possible building blocks to use to construct a strategy
" that will deal with these probless are: )

Henﬁrz Enhancements
e Replace the sn‘nepdky bounes

. © Replace the SE memory stacks
" @ Replace the IOCE memory stacks

Processoiyznhhncenents,

" © Speed up the CE processors ,
' 3 Speed'up the IOCE processors
o Replace the CE's. .

Replacing the SE memory boxes‘dr replacing thé SE memory stacks uould
_solve the memory and I/0 problems for both the 9020A and 9020D esystems, as
, Chéptet 2 has shown. Réplacing the iOCE mcemory stacks would deal with these
) ptoblens somewhat, but it cénnot at present be said to what degree this
enhancenent would take care of these problenms. A1l thteé of these mémory
enhancenents would, moreover, provide some increase in processing capacity.
Whether this increase in processing capacicy is sufficient to take care of |
the BOZOA'S processging capacity problem depends on how nuch of an -ncrease
the 902OA’s need and on hov much these enhancements can provide; bo.hAof
these are cpen questioné. If it is decided that enhancing the memory will
not provide the needed increéseiin’processing capacity, then one of the -
processor ehhancements‘could be adcpted.
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- The enhincelants of speeding up the processors in the CE's and of
speeding up the proceasors in the IOCB': are attractive necaute of ‘thelr ;
relative inexpensivensss and the speed lith which they can be i-plctonhed.‘
szither of these enhancemsnts could be asdopted, or both could be adopted if

that were nscessary to schieve the dttiied increase in processing éapaéity. o
.One problem with the procegsor spesed-up is that it is currehtly_not kneun L
for certain whether it is feasible. A $125,000 studly vill’bg'needed 0 E
deteraine whethcz 1t 4s feasible. If it il-infe;lible) or if thesge
enhancesents ~annot provide the needed increase in procesning vapacity. or’

if these enharicements Prove to be unsuitable for oone other reason, then the
fall-back option of :eplacing the CE‘s could be’ adopted.

Table 4-1 summarizes the main information about each enhancement.

Replacing the snlneuory.boxes uodid sost an estimated sé.z n;liton.
This would increase processing capacity by between 20 ard 60 percent for the
.- 9020A°s and by between 10 and 30 percent for the 9020D's; there 13Afull
confidence that these increases can be attained. This enﬁancemeﬁi could be
'1nplenented at the first six sites within 24 months- afte
(ARO).

eipt of order

‘Replacing the SE memory stacks woulé cost «n estimated 35.6 Qiiiibn.
This would increase processing capacity by betweer: 20 and 60 percent for the .
9020A's and by between 10 and 30 peccent for the 9020D's; there is fuil
confidence that these increases can be attained. This enhancement could be
impiemented at the first six situs within 8 months ARO. e '

Replacing the IOCE memoty stacks only at che 9020A sites would cost an
estimated $1.9 million; replacing the stacks at both the 90207 and 9020D

sites uquld cost an estimated $3.5 million. This would increase processing ﬁf‘
capacity by between 10 and 30 percent for the 9020A’s and by between 5 and B i
15 percent for the 9020D's. This enhancement could be implemented_at‘the o ' ® -
first 1% sites within 8 months ARO. ‘ o

Speeding up the CE'pzocessors at the 90203 sites would cost an estiaated:

$2.0 million. When combined with an SE memory enhancement, this enhancement
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TABLE 4~1: CHARACTERISTICS OF THE SIX EBEANCEHBNTS

; Procéssinq Qgpacityl
s - : i Schedule

Cost Increase Probability‘ (firet six gitas)
E Enhancement ‘ {millionsg) " T%) (s} -~ {months)
- 1. Replace SE ~ AgD:$8.2  A: 20-60 100 24
memory boxes ~ - D: 10=-30 100
2. Replace SE ASD: 5.6 A: 20-60 100 ' 8
memory stacks ) D: 10-30 100
3. Replace IOCE A: 1.9 A: 10-30 100 a
memory stacks © RsD: 3.5 D: ' 5-15 100 ,
] 4. CE Speea-Up® Az 2.0 A: 25 98 6
A: S0 88
A: 100 . 49
5. IOCE Speed-Up> A: 1.6 A 15 98
mem>ry stacks AsD: 2.9 A: - 30 ) 88 : 6
i » A: 70 49
g p: 10 88
6. CE Replacerzent’ A: 15.€ A: 100- 100 24
- 200

Processing capacity refers to the peak number of tracks that can be
handled. Thig increase is relative to the standard 9020 configuration.

; A prequisite for this enhancement is replacement of either the memory

;‘ boxes or the SE memory stacks. The cost of this enhancement excludes the

: ' _ cost of the prerequisite; the increase in processing capacity, however, is
the increzse that would result from adopting both this enhancement and its
prerequisite.

A prerequigite for this enhancement is replacement of the IOCE memory
stacks. The cost of this enhancement excludes the cost of the
prerequisite; the increase in processing capacity. however, is the
increase that would result from adopting both this enhancement and its
prerequisite.

Thege probabilities are best estimates based on a study of the’system and
on experience; they should not be interpreted as exact probabilities.
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would increase processing capacity by at .leas_t 25 percent with probability.',
0.98, by at lsast 50 percent with probability 0.88, and by at least 100 ‘
percent with probability 0.49. This enhancement could be implemented at the

first si._t sites within 6 months ARO.

Sp;eedinq up the IOCE processéfs only at the 9020A sites would cost an
estimated $1.6 million; speeding them up at both the 9020A and 9020D sites
would cost an estimated $2.9 million. When combined with the replacement of
the IOCE memory stacks, this enhancement w&ulc! increase the 9020A processing
capacity by at least 30 percent with probeability 0.88 and Ey-at least 70
percent with probability 0.49. This enhancement could be implemented at the i
first six sites within 6 months ARO. '

Replacing the CEts at the 9020 sites would cost an estimated $15.6
million. This would increase the 9020A processing capacity by between 100

. .and 200 percent; we can have full confidence that the 1ncrea,sg wi_il at worst

f£all into this range. This enhancement could be implemented at the first
six sites within 24 months. ARO. ’ o '

Information about the cost and : schedule of deQeloping engiheering
prototypés for the enhancements that involve a nenory stacic replacement or a
proc’essof speed-up is of gpecial interest since there is uncertainty about
vhether these enhancements are fessible and about exactly how much of an
increase in processing capacity they would provide. The upper part of Table
4-2 shows for the four relevant enhancements‘ the cost of developing the
prototype under the assumption that the prototype is built for only this
enhancement. Also shown is the estimated time it would take; this prototype
would need to be completed before the FAA placed the order for the '
hardware. ' The lower part of Table 4-2 ‘sh'ows the cost and—-schedule fof

combinations of enhancements where there is an interaction. For example,

"building the prototype just for the 9020A CE processor spee'ﬂ-up costs

$125,000, and building f;he prototype just for the.IOCE-processor speed=-up
also costs $125,000; both prototypes, however, could be built for $145,000.

The considerations‘that a:.fise when trying to devise a combination qf
these enbancements to deal with the 9020's problems are discussed in the
néxt section;
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" TASLE 4-2: COST AND SCHEDULE FOR DEVELOPING THE PROTOTYPES
) i , , e , Schedulg
- i -Bnhancenent ’ Cost , : months
Replace SE memory stacks A: § 95,000 v o S
‘ ' D: - 115,000
_ AsD: 155,090
Replace IOCE memory stacks 105,000 . s
CE Speed-Up , 125,000 » LS
) IOCE Speed-Up » » 125,000 ' T 5
Replace AsD memary stacks
and IOCE memory stacks 175,000 6
CE Speed-Up and ,
IOCE Speed-Up 145,000 . 6
41
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4.2 Strategies Open to the FAA

Choosing among stratggiea- It seems unlikely that the FAR will be éble
to deal with the 9020's problems hy adopting a single enhancemant; the FAA
will probably need to combina two or more enhancements in order to form a
workable strategy. This section will sketch out some of the relevant
considerations and lay out some of the strategies that the !'Aa"night adopt.

In choosing among the six enhancements, there are two sets of -
constraints that should be observed. First, some of the enhancements have
prerequisites. Speeding up the CE's or replacing the CE's requires that the

’ memory boxes or the SE memory stacks be replaced. Speeding up the

processors in the IOCE's requires that the TOCE-memory stacks be replaced.

- Second, it would not make sense to replace both the memory boxes‘ and the SE

memory stacks, and it 'wouid not make sense to both speed up the CE's and
replace the CE's. ‘ o ' e

Even after these constraints are taken into accoﬁnt. one cdn still
construct 20 strategies from combirations of the 6 enhancements; these 20
strategies are exhihited in Appendix D. Since this is too many strategies
to discuss individually, three further simplifications will be made. B

Simplifications. First, consider the choice between upgrading the
9020's shared memory by buying new memory boxes or by replacing the SE -
memory stacks. There are four relative advantages of buying new memory

boxes. First, the ‘entire nemory box would contain state of the art

_componentg and designs. Second, built-in diagnostics would be included.

Third, the entire SE would be the responsibility of one vendor. Pourth, if
it were later decided to upgrade the 9020A's to 9020D°s, the new memory
boxes could be used in this upgrade. o

'1‘he:e are four relative advantages to replacing the memory stacks rather
than the entire boxes. PFirst, replacing just the stacks is cheagez". l.e., .
$5.6 million v. $8.2 million. Second, replacing just the staclks/ is much
faster; it would take about 8 months to upgrade the first six/ sy;stema_
compared ta 24 months if the memory boxes were replaced. Third, replacing
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just the stacks is physi'cally easier und less prone to problems since no
recabling is required. Fourth, with memory stack replacement the decision

. on whether to upgrade at any particular center could be made on a case by

caee hasis sincs the:q is no a,dvantatje to buying the cozponents in »bulyk and
since there is a short lead time. In contrast, if the memory boxes were
replaced, the number of centers at which this enbancement is to be

. implemented should be decided when the contract for the boxes is let..

Therefore, replacing just the memory stacks gives the FAA more flexibility
in deciding how many centers \d.ll be upgraded and when.

In sum, these two 'memx;y enhancements differ mainly not in"perfox':na.nce
but in other ways. %he decision which is preferred would depend on how the
appeil of replacing the ;et_xtire boxes as a single unit is weighed against the

‘time and cost savings and the flexibility of rqplaciynq just the memory

stacks.  To simplify the discussion, these two memory enhance.mentsv will be
lumped together as the enhancement of “replace SE memory;"” this enhancement
will stand for either replacing the SE"s or replacing the memory stacks.

The second simplification to be made liés in the choice between
achieving an iﬁcrease in processing capacity by replacing the CE's or by
speeding up the CE processors. The relative advantage uf replacing i:he CE'g
is that with very little uncertainty the processirig capacity of the 9020A
can be doubled or tripled. There are two rélative advantages of sﬁeeding up
the procegsors. First, the increase in processing capacity can be achieved
much faster, i.e., 6 months v. 24 months for the first 6 systems if the CE*s
are replaced. Second, speeding up the processors 1s nmch cheaper, i.e.,
$2.0 million ’v. $15.6 million for the 12 systems. Since the speéed-up is so
muach faster and cheapér than the replacement, for purposes of discussion it
will be assumed that the speed-up is preferfed to the replacement. It
gshould be énphasized.that f:his agsumption is made onijmtd simplify the -
exposition. v ‘ ‘ ) '

The third simplification concerns éhe enhancements to the IOCE's. While
it is possible that the IOCE memory stacks might be replaced ‘wit.ha'ut )
speeding up the IOCE processor, this seems like an unlikely event.
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Therefore, these two IOC! enhanceunts will be grouped i:aqtthcr under the
title of "IOC! vpgrade.”

Decision tree. Now consider the u!.npii!ied' decision tree in Figure 4-1,
which shows some of the choices facing the PAA. At fork.l the FAA would °
' decide whether as a first step in upgrading the 9020's it would be better to
ﬁphée the SE memory or to upgrade the IOCE's at the 9020A and 90200 '
" sites. The cost and schédnle of . these two enhancements are not dramatically
different, so the choice batween them would be- made on the basis ‘of the four
differences between them. !'ix:st‘. replacing the SE memory involves more
hardware chanqes- That is, if the IOCE's are upgradad, changes need be made
only j.n the thxee rocs'a; if the SE memory is replaced, all the SE's would
bg affected, and if it is followed by speeding up the processors, all the
CE's uould be affected. Therefore, upgrading the IOCE's would entail less
chang-e to the ha.:élmre ’ Second. uypgrading the IOCE's involves more software
changes. Replacinq the 58 nemry would require no significant software
changes, whereas upgrading the IOCE's would require that program elements be
moved from shared memory to the MACH memory.. - Third, replacing the SE memory
uoﬁld immediately take care of the 9020A and'90200kmenory.and I/0 problemse.
'Iﬁ contrasf, upgrading the IOCE's provides relief only insofat as the needed
software changes are made, and it is not yet clear how difficult it will be
. to make these changes. Fourth, these enhancements differ in their potential
i increase in processing capacity. Replacing the SE memory would yield an
increase in processing capacity for the 90207 of between 20 and 60 percent;

" . if the processors in the CE's are then sped up, the total increase in

) _'processing capacity is between 25 and 100 percent. Upgrading the IOCE, in

contrast, would provide an 1ncrease in processing capacity of between 15 and

70 percent.

Supposé that at fork 1 f:he FAR decides to replace the SE memory. The
FAA then has the further decision, not shown in Figure 4-1, of whether this
should be done by replacing the memory lLoxes or stacks; the relative
advantages of each are discussed above. Suppcse now that the FAA is at fork
‘ 2. .Since replacing the SE memory takes care of the memory and i/o problems
‘and prt-avides a modest increase in prbcessing capacity, the FAA might decide
that nothing else needs to be dones If, however, the FAA decides that more
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13.7 or 16.5



processing capacity 13 needed. it can speed up the procesaors 1n the CE's, '
thus artiving— at fork 3. ) :

" If the FAA 4s at fork 3 and decides that encugh processing capacity has
been achieved, then it need do nothing else. If, however, more procesasing

. capacity is desired, the PAA can upgrade the IOCE's at the 9020A sites.

(Since the SE memory replacement would take care of the 9020D's p_rob_lensv.-.‘ .
there would be no need to upgrade the IOCE's at the 9020D sites.)

Suppose now that back at fork 1 the FAA had decided to upgrade the
IOCB's instead of replacing the SE memory. This places the FM at fork 4.
If the PAA decides that tbe Iocz upgrade provides all the needed )
capabilities, then there would be no need to do anything else,. If the IOCE
upgrade is not sufficient, then‘the FAA could further enhance the system by
replacing the SE memory and speeding up the processors in the CE's. (Just
replacin§ the SE memory at this stage probably wcld not he a good idea

‘since the IOCE upgrade would have provided the system with sufficient

memorye. )

The estin_ated cost ef each strategy is shown in Piéure 4-1. This cdst
reflecte the reduction in prototype development cost that ‘occurs because of-.
interaction between the enhancemerita, and it also reflects the resultiny
reduction in the ahount allowed for contingencies. Each path- that incindes
"Reg-’lace SE memory"™ has two costs depending on whether the memory stacks or
the memory boxes are replaced. '

Exactly which path, if any, through this tree is chosen depends on how
much of an increase in processing power is needed, when it is needed, and
how much each enhancement can prov;.de. Two comments about these choices
should be made- First, the ti.mes at which the deciaions are made are not
specified in the tree. On the one hand, the FAA might make all the
decisions at one time. - On ‘the other hand, the ’FAA might make the decisions
sequentially. "!.'hatj is, the FAA might implement one enhancement and then
only decide whether to implement another enhancement efter seeing haow weli
the first enhancement works, whgt the projected need is for pfoceesing
capacity, and how quickly the 9020 replacement program is proceediag.
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Second, this decision tree does not &ke into account the poni.b!ultyk

' of replacing the C2's. A somewhat difteunt tree would need to be drawn to

:ethct this enhancesent.
8@:!. The b‘ﬁ..ve s‘vtn’steqi’el’ d‘epicted 11; fiéure‘ 4-1 are:
Ly nepi;ce the szbnmry‘.
2. Repiace thé SE memory ;nd speed up the 9020A CE ptoc;ls&rs.‘.

3. Replace the SE mewmory, apeed up tbe 9020A CE processors. and
'upgrade the IOCB'; at the SOZOA sites, .

4. _Upg:éde the IOCE'g at the 90201"and 902BD sites, and

S. Upgrade the IOCE's at the 9020A and 9020D sites, replace the ©020A

SE memory, and speed up the 9020A CE processors.

The choice among these strateéegies depends on the increase in processing
capacity that is needed, when it i8 needed, hcw much each enhancement
provides, and on the parceived difficult'y of the hardware and software
wodifications that the various enhancements ieqnire.

i - In brief, there are a number of hardware enbancements to the 9020's that

.. the FAA could poténtially adopt. By developing the requirements. that the

9020°'s must fulfill over the next few yéars and by studying the
characteristice of these enhancements, the FAA will be abie to combiné
selected enhancements into a strategy for dealing with the 9020's po»tential

problems.

\

In closing, one important point that must be stressed is that if the FAA
wants to know quickly and with precision the magnitude of the advantaqes
yielded hy these enhancenents, then it should complete the development of

the engineering prototy'pes. Since there are only minor differenccs between

the CE processor speed—-up and the IOCE processor speed-up., one prototype
developaent lastinq about five wonths will provide the needed infomation
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‘about both these enhancements. Similarly; one prototype development lauéiné 5
~about five months would provide the needed information about the memory
stack te;‘a’lacmnt’enhance-lants. These prototype studies should .ptocéed for
three reasons. First, these studies will provide information needed if the
FAA is to decide vhich strategy best meets its needs. Currently, it is not
known whether the processor spéed-up is feasible, and it is not known with
precision how much of an increase in processing capacitf each esnhancement
would provide; this information can only be obtained by completing the
- prototypes. Second, the rapid implementation times quoted in this report
" assume that the working prototype has been developed. That is, the CE
processor speed-up can be implemented at the first six sites in eight
‘months, bct only if the prototype has already been &eveloﬁed: if it has not
‘been developed, then another five months must be added to this schedule.
Third, compared to the amounts of money at étgke. the prototype studies
“involve a trivial cost. In sum, immediate development of these prototypeé
is suggested since this will provide at a low cost the information that the

FAA can use to decide what strategy is best and since this will bring closer
the time when the strategy that is eventually chogen can be implemented.




APPENDIX A. - THE MODEL OF SYSTEM PERFORMANCE: OVERVIEW

" Rel Purpou and Orgaﬁizauon of this Appendix

' In order for the FAA to decide which of the enhancements discussed in
this report should be adopted, it is degirable to have estimates of the gain’

in performance that each enha.ncwent ‘would vield. To ptovide these ‘
’e-tinates a model of 9020A system performance has been constructed. In
‘addition to estimatiry. possible gains in perfomnce. this model can also be

usedto help design’ the enhancements. .This appendix gives a high-level
discussion of the model and its main features. App. B then givea a detailed

’ discussion of the model and the results that have been obtained from it.

. Sec. L;Z describes the modei inputs, i.e., the parameters that can be

B ivaried betweer runs of the model to reflect the different enhancements and

vork loads. - Sec. A.4 describes the model outputs, e€e, the’ information
about system performance that the model yields. Sec. A.3 describes the

model logic, which tells how the model views the process being modeled; ‘that
is, the model lcgic tells how the model goeg about transforming inputs into
outputsg. Té__ix_wrease the usefulness of this model, more data_is needed to
serve as input and to validate the model; Sec. A.5 lists the measurements

_ that should be taken to provide this data. S S

This appendix only gives a general discussion of the model, éesigned to
acquaint the reader with its main features; for a more detailed
understandinq, the reader should consult App.'s B and C.

A.2 Model Inputs

Each run of th_e/fnodel simulates a different scenario; vva'rio,us scen&rios
differ in the Ehafacteristics of the computer system or in the workload that )
is placed on the compui:er system. A scenario is Charact\er:;ized!' by choosing
values for the model's yinputsf. and the goal is to choose vélues that

represent a scenario of interest. The inputs that can be varied between

rtvmsv of the model fall into three areas.




_Pirst, there are characteristics of the 9020 system thﬁi;twhile'théy
,:éould be changed, tyéically are not changed between runs because they are
unaffected by the enhancements discussed in this rcport. Examples of thesge
_ inputs are a list of the program ‘elements (PE's), the 1nstruction rix for

. each PE, and for each PE the averaqe number af 1nxtructions exacuted each
time it is activated. ' ‘ '

Second, there are the characte:istics of the 9020 aysten that typically
kate ‘changed between runs because they a:e affected by the enhancements

~diacussed in this repo:t. The primary inputs that fall into this category

are~ )

e ; 'memory cycle ‘time,

. "’execution time of every instruction (not counting the nencry cycle

§ tiue), ;
e number of nemo:y units, , _ s
. nemo:y map, wbich ahous uhere all proqrans and data are stored.

-

'; Por any one run of the model, values .are chosan for these xnputs that
- describe the particular enhancement that is being considered. For example,
" for the memory replacement enhancement, the memory cycle time drops becausge

‘the memory cycle falls from five to four microcycles; the number of memory

unitg increases from seven to ten in the 9020D and decreases from eleven o

. seven ;n the 9020?; the genoiy map changes significantly since buffering is
éliminated, When memory replacement is supplemented with a CE enhancement,
this decreases the microcycle time, which is reflect2d in the inputs by

_reducing the memory cycle time and the instruction execution time.

" Third, there Azevthé inputs that reflect the workload that is placed on

the system. The main input describing w@rkload ig the number of times each
" PE is activated per hour. o : '

_ Once these inputs have been specified, thé model is ready to run; the
model logic then uses those inputs to determine how the system performs.
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A3 s_ddgl' Logic

The model logic describes how the 9020 system operates; the simulation,
. = by tracing out this operation, can determine how the enhanced system would
petforn with various enhancements.

Start by considering a single grocessor that has an instt’uction to
execute. This processar follows an eight step cycle. s : R ‘ ;

1) v A tahdo-‘—mmbet i.k drawn to determine what the specific 'i.nstx:uct‘ton
.. 18« (This depends not only on the random number but also on the PE
bei.ng executed. ) Once the specific 1nsttuct:.on is detemined, then'- - Y

various thtngs are known, e.g., how nany, if any, references to ) i ]

neuory must be m.ade. ) : : :

- 2) If no reference to memory is made, go to step 6); if a reference is
» made to nemo:y, go to step 3).

3) Determine which memory unit must be accessed.

4) This processor goes to the reLevarit memory unit; if the unit is
tied up serving another request, then thls processor qdeues up

until it is given access to this memory unit.

5)  The bzocessor receives the desired inforration from memory.

6) The processor executes the instructieu.

7) To obtain the next instruction toc be executed, the processor
deteminés which memory unit must be accessed, queues up if
neéessaz_y at that unit, and eventually receives the next

- instructicn to be execute&.
/ 8) Go back to step'l).

The memory replacement enhancement causes an increase in performance since

there is less memory intezference at steps 4) and 7) mand since the memory
. eycle time (_foi the 90Z0A) is faster in steps 5) and 7). The CEV

enhancement, vhich decreases the microcycle time, causes an increase in

per formance at steps 5), 6), and 7).
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While this elghc step procedure is the heazt ot the -odel, it is not the
,entire audol.' The model logic also governs the order i{n which PB'a ate

© executed and ‘how PE's are allocated among the processors.
A.4 el Outggt .

" During the simulation, statistics are kept that describe what hdbégﬁs
during the simulation, The primary output of the model is the amount of -
* simulated time that it takes for the gpecified workload to be cat;led out.
'Thht 16, inen a io:kload; ~he model predicts how long it would take the
) enbanced 9020 aystem to &is.use of that workload. The perfbrnance'figuzea
cited in the text refer to the decrease ii time it would take for the
’ enhanced 9020 system to pg:rorn a set task. '

A.S "ne'-ieded Data |

This zepoft givea'éstinates ofvthe yepfo:mance gains that each
enhancement would yield (e.g., Table 4-1). These eétinafes were oObtained by
running the model with the best available data, but confidencerin the
modél's results cbuld be improved if new ﬁeasntements were made to obtain

_the data that is most critical to the model. The measurements that are
needed to piovide input data and to validate the model are as follows.

-

1. Memory Referencés Per Time Unit
Each CE 7 ‘
'kPach ICCE
T 2. Pezxphal Utllization
Disks -
Tapes-
Selector and nthiplexor Channel Activity
3. PE Activity 4

Number Activations Per Time Unit

 Time Active For Activation
Number Memory References Per Activation
SE Number For Each Activatidn’

Stai: Time Por Each Activation
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8.
9.
19.

.11.

12.
13.
14.
15.
16.

Number .of SVC’s Per Time Unit

Digpatcher Activations and Time Active

1/0 Interrupt Processor Activation and Time Active
SVC Bandling Activations and Time Active

Non-PE Activity in CE~Number Activations and Tinmes
Subprogram Rid Memory References éer Time Unit
Number of Tracks Active Per Time Unit '

'l‘otai Rumber of Imstructions Executed Per Time Unijt
Sequence of CE's Requesting SE Access

Number of Proposed Tracks Per 'i‘imé Unit

Wait-On-CE Delay for PE's

1/0 Delay for PE‘'s

Lock Delay for PR's
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APPENDIX B. THE MODEL OF SYSTEM PERFORMANCE: DETAILED EXPOSITION

B.1 Purpose and Orgahization.of this Appendix

This appendix details a simulation model used to analyze the 9020A -
system. The model is adapted from a model used in [PATT73] and uses the
techniques described in [FRANT7]. The teéhnique-used has previously been
used successfully by members of the staff of Architecture Technology to model
for Navy Real-Time environments the AN/UYK-7 and for BMD Site Defense
environments the CDC 7700, 3X2 CDC 7600 configurations, HGOOO Series
multiprocessors»and Univac 1100 Series~mu1t1processors. : ’

The general structufe of the model is described in See; B.2. The model
was definitized by parameters and suitable modifications until it accurately
represented the 9020A. The results obrained by running the model are

described in Sec. B.3. .

B.2 The Model

The model, which is implemented by a SIMULA program, represents a system
consisting of two types of entities. These are processing elements and
mémory modutes. Processing elements are parameterized to represent either a
CPU (processor) or an 10C within the 9020A system. Memory modules are
established to service requests which result from the operation of the
processing elements in the system. ‘

The memory modules in the model are instances of a SIMULA process class.
This means that each individual memory module is modeled by a process which
interacts with other elements of the system. At certain points in the actioh
of this process, simulated time is used to allow for the proper
interactions. The device for this interaction is represented by a switch of
ports through which requests for service can be made by various‘processing

_elements. These entries mode] the switch connections which can be made with

memory modules in the 9020A. Bus connections are represented by assigning
each processing #lement having use of specified ports into the memory module
process.
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» The action of the memory module process is described by a cyclic
ackndwledgemeﬁt of processing requests. Since the simulation model does not '
: detail the content of memory references, no information transfers are '

0 B _ represented. A request exists because of the action of a processing element

‘ : in simulated time. The request is represented by a flag in the port entry.

- The memory module process services the request by simply clearing the flag;

' -the result {s a simple synchronization exchange. As lbng as requests to be
serviced remain in the array of ports for an individual memory module
process, it cycles to service’requests. Each cycle involves locating the

, request.'and signaling completion of service for the request. Therefore, the

T first port is given highest priority, etc. A complete description of this

o : ’ process is givén in the flow chart in Figure B-1.

“As long as requests exist, a memory module process remains active. If no
more requests remain at the beginning of a new cycle, then the process '
passivates. - Entry of a new request into a port of an individual memory
module procéss restarts the passivated processes 1s required.

The action of thewprocessingvé]ement is also cyclic. However, the
possible paths during a cycle are greater in number and the decision points
are controlled by pseudo-random draws from given distributions. The results
of the cycling of the processing element process ars requests to varfous -

. memory modules for service. As indicated above, these requests are
represented as synchronization exchanges. Accordfng]y, the progress is
partly controlled by the memory modules.

e S T e R
o i Y 4 g

Each processing elemeht’tontains two sources of requests to memory
modules. These are the instruction word reference, denoted iref, and the
operand reference, denoted oref. Associated with each of these sources is a

- dedicated bus assignment represented as a port ordinal. This ordinal is an
integer from one to eight. Only one request source may be assigned a given
port ordinal or bus number. The lower numbered busses have the higher
priority. To be consistenf with 9020A characteristics, the iref source of an
individual processing element process should be assigned a lower bus number
than‘the oref sohrce. However, the model itself dees not require this.

TRy
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In what follows, we describe the flow of the processing element process.
cycle. Where the decision points depend on a pseudo-random draw, the word
DRAW wi1l indicat. this. The paragraphs below identify the various -
distéibutfons required and how they influence the behavior of the processing
element model. = | | Lo

The selection of a command within the processing element cycle -and the
determination of its characteristics is controlled by four vectors. These
are the instructions probability vector, denoted INSTPROB, the {instruction
cost vector, denoted INSTCOST, the instruction type vector, demoted ISTYPE,
and the instrﬁction length vector denoted CLENGTH. Each of these vectors are
- of size N where N represents the number of command orders to be simulated.

Specifically, INSTPROB [I] represents the probability that a command w1}1 he
“order 1. Given that the command order is I, INSTCOST[I] represents the time
cost for any execution poftion of the command, which may be zero. ~ISTYPE[I]
is either 1, 2, or 3 and indicates if the command is a jump, no operand, or

operand comand, respectively. CLENGTH[I] specifies the amount of the
current instruction word utilized by the command. MNotice that the units of
CLENGTH need only be consistent with IPW. '

References to the memory modules are genarated as integers specifying
which memory module must service the request. This action operates '
essentiﬁ]iy as a Markov process. A current state for instruction and operand
reference {s maintained as PREG and QREG, respectively. Each reference is
then a transition from the current state PREG (or QREG) %0 the next stats
which becomes the new vatue of PREG (or QREG). The memory reference is also
simulated along with each state transition. The simulatfon model identifies
four distinct transition types within the framework of the processing,giement
model. These transitions correspond to instruction reference on sequential
references, instruction references on branching references (jdmps), operand
references first kind, and operand references seccnd kind.

Before dealing with the specific interpretation of these four
transitions, we should develop the notational machinery a bit more.
Formally, a reference transition can be fepresented as p=F(T,p) where p
represents the old state, T a transition matrix, and F a function operating
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on T and p. The transition matrix T is an m x m matrix where m is the number
of memory modules which are addressable. For T *{pij], pij represents

 the probability of the next reference to memory going to module § given the
last reference to 1. For tonvenience. a mode can be associated with certain
-special cases of the matrix T. These are 1isted as follows:

unifona pijtk for all 1,]
banked pyy=L for 1=
pij=a forvifj
phased . F(T,p) = p;l g::

Through trivial extensfons to the SIMULA program, additional specialized
transitions could be defined. However, the simulation program has the option
- for defining the access to memory by an explicit statement of the transition
matrices for each of the four transitions.

‘ The first transition involves the memory reference for the next
sequential instruction word. This is termed the read next instruction (RNI)

. sequence. Basically, the transition defined for RNI is a specification of

‘how sequential addresses are mapped to the memory modules. More Tikely than
" not, this transition will be a function of hardware configuration than of
software organization. ‘

The second transition concerns the branch or jump command. Siﬁce the

" occurrence of a jump command is a break in the sequential behaviur of the RNI
operations, an alternate transition matrix {or mode) is in order. This would
_usually depend more heavily on software organization since jump instructions
may cross certain hardware partitions, etc. Alternatively, the degenerate
case of jump references involving the same transition probabilities as RNI
can be easily handled by establishing the same definition for both.

The operand reference transitions are of two kinds; this splitting is
. arbitrary from a hardware or architectural point of view. Operand memory
references occur relative to a last reference state GREG. Ordinarily, one

might think that operand references would address memory modules independent
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of the instruction referencing state; however, this is not true. Programs'

ES e »3»’{ Mﬂ; .

dealing with vector or array numerical structures display behavior very ' :
dependent on program control. Rather than attempting to moedel this factor in ' E
terins of the operand to program dependence. the possibility of two types of :
operand transitions were allowed. Which of the two kinds occur 1s controlled

by a Boolean draw based on a probability y. What the two kinds of

transitions are and how they differ is then supplied as part of the

‘definition of the model. An example would be to allow operand references to

uniformly random with probabitity 0.5 (kind 1 is uniform, y=0.5) and phased
through the sequential module number with probability 0.5 (kind 2 is phased,
v=0.5). A further discussion of the utflity of the dual operand avaiiabilityi
is contained in the section reporting the results of examining program

behaviors.

Figure B-2 shows the basic flow of the processing element model. This
figure does not detail the dual operand transition, but does show how the
command order fdentification interacts with memory reference transitions.
This interaction provides for realistic statistical dependence between the
command crder distfib&tions and the memory module éddressing distributions.
Complete models of the 9020A system along with an appropriate workload can be
provided in terms of these parameters and command distributions.

The description of the 9020 simulation program in detail is in terms of
the CONTROL DATA implementation of SIMULA.'"The reader may refer to COC
publication number 50234800 for the SIMULA reféfence manual; however, the
description provided below will contain minimal dependence on the detai]s of
the CIC SIMULA implementation. o

The sfmulation program manipulates three files or datasets. Two of these
are the datasets INPUT and OUTPUT. The third dataset is called DATA. "The
dataset INPUT must contafin cards describing the identification of the dataset
DATA as a SCOPE gperating system file. This file will contain the input data
for thé descriptions of the simulation runs. The cards must be of the form

DATASET ,DATA= Lfn
DATASET ,END -
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FIGURE B-2: THE FLOW DIAGRAM POR THE PROCESSING ELEMENT PROCESS MODEL
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where Lfn s the SCOPE ffle name. For example. if the file name {s SAﬂ then
the first card above would be ’

DATASET,DATA-SAH
In any case, the file provided as the dataset DATA must be rewound.
' The general format of the information provided on the dataset DATA is a
seqence of problems each describing a simulation run. The SIMULA program

reads the information for each problém. executes the simulation, prints the
results, and. proceeds to the next problem. This action is halted by an EOF

condition on the- dataset DATA.

The format of the information read for each problem is consistent with
the SIMULA free form input/output conventions. Because this implies a

_ sequential ordering dependence on the entire set or parameters for a problem,

various'keyword fields have been 1ntrodu¢ed,for the saka of redundancy to
prevent errors. Each keyword must begin in column 1 of a data card. In the

~.-explanation below, <string> will denote a keyword given by the indicated

string of characters. The description of a simulation run as a problem is
headed by the following information:

<PROBLEM> m- g " me rt rb rn

-The parameters are m, the number of memdry modulés;'g. the number of

processor'groups or types; mc, the memory cycle time; rt, the run time of the
simulation after the initial bias run; rn, the number of runs of length; rt
and rb, the time of simulation for purposes of removing initial bias. Note

- that the initial bias period is followed by the clearing of all statistics

and counters followed by the running of rn simulation periods of length rt.
Also note that all times are of arbitrary units, However, the problem
description must be consistant thus the natural unit of time would be
microseconds. ‘

The above information providesvthe general framework of the problenm.
Specific information about each group of the g groups must follow on the
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'dataset DATA. Accordingly. the SIHULA program expects to find on the dataset
DATA g sets of {tems of the form:

<GROUP> p  nf

<GAMMA> &
<IPW>  ipw
ZUMASTER> o
<RNI> - rmode o [TR]
<JUMPTH> jmode [rJ]
<OPERANDITM>  omodel - [ro1]
<OPERAND2TM>  omode ' [T02]

_<INSTPROB> (Prob[i]. f=1,ni)
CINSTCOST> (C[i], 1-1,ni)

 <INSTTYPE>
CINSTLENGTH> -
<PE> . preg greg - fbus - —ebus
. , S : P items -
<PE> preg  greg ibus obus

The number of processors is p. The number of instructions or commands in the
processor workloads is ni. & is the probabflity that an operand is operandl '
rather than operandi.v ipw is the number of instruction units per word. The
interactioﬁhbetween ipw and the instruction lengths described by L[i]
detenmine:the rate and distribution of instruction word-memory references. u.
is an integer seed from which all random number streams within the processor
Qroup are started. For the mode values, the following integer values can be
usad. '

indicates matrix to be used.

uniformly random references to all modules.

all references to same module. '

references to sequential modules.

oW =

If the mede values are other than 1, then these values completely describe
the discipline for memory refererces. If a mode value is 1, thenamxm
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matrix must foi]ow‘ These values must be real and represent the rohs'of the
transition matrix. Each row will be the probability density function, not

- necessarily normalized, for a reference to a memory module. The preyious

reference determines which row 1s used.

‘The next four keywords, <INSTPROB>'through <INSTLENGTH>, determine the
instruction mix for this group of processors. Prob [1] s a vector of the
probability density function determining the instruction distribution. cLiy
is a vector giving the execution time factor for the instruction selection,
L[i] 1s a vector giving the number of instruction units this command uses in

the current instruction word, and T[] is a vector giving the instruction
type. There are three types of instructions. e

l A jump command. Cli] is executed any outstanding instruction
reference completed, a new instruction reference generated, and the
new reference completed.

2 No operand command. Cli] is executed. .

I Operand required. An operand reference is processed followed by
the execution of C[i].

Fina]ly, for oach of ‘the processing e1ements in the group, the fo]]owing
information is obtained from DATA

preg the'memory module for the initial instruction reference.
éreg - the memory. module for the initial operand referente.
fbus  the bus number far instruction references (1<ibus<8}.
obus  the bus number of operand references (1<obus<8).

Note that two brbcessors cannot share & bus. Accordingly, the limit af 8
busses restricts the total number of processing elements in the total system -
model to eight. To model a 3x2 9020A configuration three simulated '
processing elements would be used to simulate the three CPUs and two
individual processing elements would be used to simulate the two I0Cs. The
model is exténdab]e to a]ioﬁ handling multiprocessor configurations that

drive more than eight addresses in parallel.
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B.3 Results

A memory conflict analysis was done on the 9020A as a 3.2 (three CE, two
10CE) multiprecessor using a SIMULA coded model on the University of
‘Minnesota COC Cyber 74. This model is an instruction level sinulator. The
program {s sufficiently gereral that it will handle any number processors of
a variety of command structures and functional specialization in the system
- subject to the 1imit of a maximum of eight prioritized memory bus - |
’ connections. The specific memory conflict model employed heras is based on a
general performance limited model of system functfon in a shared main memory
aultiprocessor. The model enables a close study of system performance -
* 1imitation due to CE and IOCE conflicts at the memory bus or memory
interfa;e; By selective variation of parameters'the user can relax
constraints that cause performance limitation due to prdcessor-contention for
the shared memory resource and “tune" the system at an architectural level.
In this appendix we uil]_descrfbe‘the results together with implications.

’ Table B-1 presents the 9020A CE model input for the SIMULA program; these
statistics were derived from Table 4-2 Instruction Mix and Execution Times,
"[KELL77] This model organizes the commands executed in that sample into
s1xteen categories by instruction execution time including operand fetch {if
any) from memory. The sixteen categories are further divided into three
types: Type 1 are jump commands, assumed to occur 20 percent of the time,
" type 2 are register to register commands that do not require an operand from
memory, and type 3 are the main sequential memory references for both
instruction and operand. This mi is used in the workload given in Sec. B.2
to drive the simulator. ' L

- The 9020A IOCE shared memory utilization model shown in Table B8-2 was
derivedlfrom experience with similar configurations of similar machines in
tactical real-time radar data processing applications, because a dynamic
workload was not available fram any of our sources for the 9020A IOCE's. The
9020A I0CE 1is significantly different from others previously studied,
however, in that it has lqcal memory. ~1he most conservative modeling choice
in this case was to assume that both IOCE's were fully occupied performing

- input/output functiors for the three CE's. This assumption leads to a worst
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SR TABLE B-1: 9020A CE COMWAMD MODEL
» : . Instruction Instruction  Instructica Type Length
Category - Frequency Timing*
- 1 102768 © 2.5 3 2
2 16122 3.0 3 2
3 35747 3.5 3 2
‘ 4 25549 4.0 3 2
5 12131 5.5 3 2
] 6 4260 12.75 3 2
7 1683 ~  14.25 3 2
'8 21057 14.9 3 2
9 8764 . 21.0 3 2
100 7382 10 1 2
‘ un 15120 1.3 1 2
] 12 - 3mM9 4.2 1 2
| 13 22248 2.5 1 2
14 - sass 0.5 2
| L 15 : 34857 0.75
i 16 - 10223 = 1.25 2
; v ; *  Instruction times do not include the 2.5 microsecond fetch time for the
, . : instruction itself. ‘ ‘
H & > ‘




TABLE B-2: 10CE ‘SHARED MEMORY UTLiZSTION MODEL

Ratio Percent Total 1/0 Memary INSTCOST o
INSTPROB ~ Load us . 1/0 Memory Load | R
RETRN 5 ~ Per I0CE ‘ - :

| S o 0. 125 6.2
oo a0 00 = 50

| | 31 30 7.5 . '3.75 ;
21 200 50 LR e
1:1 ‘ 2.5 s
1:2 1.25 . 0.87

0.8 - 0.2

0.64 . 0.32

0.50 .~ 0.25

g
w
e N w0

*Ratio of instructions executed to data words input or outbut
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case conflict situatfon for the three CE's since they have lowe™ bus

: priorities'and thus will be more freauently shut out than théy wiuld have

been should a 1ight 1/0 Yoad have been estimated.

The results of the simulation run on the baseline data in Tables B-1 and
8-2 are given in Table B-3. The influence of the assumption of high I/0
demand on shared memory plus the high priority of the I0CE's can be seen in
the table. Lowering the 1/0 demand from 100 kops to 50 would increase one CE
‘memory service level from 94 to about 144 but would not change the total.
Thesa results do not account for careful memory mapping to reduce CE conflict
and level CE loading on memory. Since we have found previously that memory

.- mapping reduces first order CE memory conflicts we can set an upper bound for
"~ its effectiveness as being equal to the effect of interleaving memory.

Assuming nearly perfect memory mapping them allows us to take as effective
memory bandwidth 455 thousand memory references per second (kmrps) rather
‘than the 272 kmrps computed by the SIMULA model which does not account for
mapping. Comparing this result with the theoretical maxima indicates that
the effective memory bandwidth is Tar less than the possible naximum and the
actual instruction rate for the CE's is less than the rate three independent
CE's could sustain at an AIET of 6.23 vsec or 160.5 kops per CE. If mapping

is as effective as interleaving, then the system sustains a rate of 301 kops
. which is considerably less than the potential rate of 150.5 per CE and 50 per

10cE. - This reduction must not only be understood 2s a consecuence of sharing
the main memory resource but also as a tradeoff in favor of enhanced system
availability. '

~ Table 8-4 extends the baseline SIMULA results for a numbzr of memory
speedup options. The table shows memory speed of 2.0, 1.5, 1.0, 0.8, and 0.5
usec beyond the current or baseline value of 2.5 psec. The value 0.3 usecond
was chosen because that is state of the art for large main memory and the ‘
value 0.5 was chesen as a first approximation to the effect of a cache memory
in the 9020A system.. These extensions of one baseline SIMULA results allow
comparisoh of the speedings effect of each dption with and without two way
and four way memory interleaving as shown ir Table B-5. For this data to be
valid, the CE must be modified to allow for asyadmonous operatioﬁ with
respect to the meaory at these specified rates. If shared nemory is the
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TABLE B-3: MEMORY CONFLICT IN 3x2 0704
Hemory Speed 2.5 u sec
" Max. Instruction Time per CE 5.0 sec’
Corresp. Instruction rate per CE ; : 200 kops
- Average Instruction Execution Time (AIET) ; o 6.23 sec
Corresponding Conflict free instruction raté per CE 160.5 kops
MEMORY CONFLICT MODEL RESULTS
R . : Three CEs Two IOCEs* sttemA Tntals
: ' _kops __ kmrps __ kops _ lmrps kops  farps
No interleave % 1712 100 100 194 272
2 May interleave 201 385 100 100 301 465
4-way inter. 316 569 100 100 416 - 669
*  Assumes 10CE's priority 1 and 2 with CE's 3, 4, and 5.
‘A'I s0 assumes IOCE has local memory thus loading shared memory at a
: constant level at full 1/0 load capability.
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TABLE B-4: EXTRAPOLATED VALUES FROM SIMULATION
| * WITH VARIOUS MEMORY SPEEDUP OPTIONS

3x2 9020A with Memory Speedup

© Mesory Speed 25 20 15 1.0 08 0.5
_ The Max.. inst/op time 5.0 40 3.0 20 1.60 1.0

The Max. inst/op rate 200 kops 250 333 500 625 1000
ATET | 623 5.4 459 3.97 377 3.45 “
Conflict free inst. rate  160.5  187.3 219.3 251.9 265.3  289.0

 Systea Totals ’ ‘ Qp_s ' ,

Mo intl. . 194 . 238 260 289 305 329 o

2wy 01 366 406 457 482 sz | ¥
vy 16 s09 563 631 611 728 |

- dmrps |

Nodnt.  2Z;2 B 366 41l 433 469

_2-way 45 s;2 69 671 7152 BT

4-way 669 827 807 1034 1088 1184

© TABLE B-5: OVERALL PERFORMANCE IMPROVEMENT RATIOS

Hemory Speed in Micro Seconds ) ,
25 2.0 1.5 1.9 0.8 0.5

" No intl. . 1.00 1.21  1.38  1.49 1.57  1.69
) . 2~way . 155 1.89  2.09 2.35 2.48  2.69
4-way e 2.14 2.62  2.90 3.25 3.6 3.75
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critical resource in the system, why is the performance improvement not
,greater than shown in this table. The model shows primarily {mprovement due

to conflict reduction which shows diminishing return with further speedup” ‘
options not only because memory speedup can only reduce processor wait time - N
to the basic memory independent rate of the processor. The 9020A CE has many
instructions that run much Toniger than the 5.0 usec turn around time ({.e.,
fastruction plus operand fetch times) of its current memory. Thus Table B-5
encourages the conclusion that state of the art memory would improve the
performance of the 9020A 3x2 multiprocessor by 57 percent. - This result s
not all good new‘s'.ﬂlnwe-ver since the memory banking fssue has not yet been

: considered. State of the art memory technology is not only faster but -

encourages larger memory modules. This if replacing the current nine banks
2.5 usec 9020A memory one wou‘ld probab'ly use only 4 nuch larger banks of 0.8

uSec memory..

Table B-6 shows the si_mulation resulits of varying number of ‘memory Sariks
and degree of interleave in a 3x2 multiprocesor capable of five sinultaneous
memory raquésts through an efght port memory switch. This table indicates
that reduction of eight to four banks of memory with either no interleave or
two wey interleave results in a reduced performance level 1.87/1.54 or
1.89/1.54 or about 82 percent. This reduction applied to the 1.57 times
improvement of mesiory speedings reduces the potential gain to 1.57 X .82 =

- 1.29 or 29 percent over the current state, however there is. some gain due to

the larger memory size. A comparison of Tables C-4 and C-5 in Appendix C
shows an overage improvement of six percent for elimination of program

- overlays by memory size sufficient to store all of the program. This

improvement due ta the combination of fewer but faster memory banks abave for
combined total of 35 percent.

1f the current menmory rate if 465 kmrpS (thouﬁands of memory references
per second) as discussed above then the system performance {mprovement due to
four banks of 0.8 usec memory is shown in Table B-7. The current memory

“Toads for _111,222 and 333 tracks is taken frogn Table C-4 by converting from -

kmprh {thousands of memory references per hour) to kmprs. The current 90203\‘
3x2 system shows 78 percent memory saturation on the table. Option A is
installation of four banks of 0.8 usecond memory, which the table indicates
will handle the 222 track case but certain low priority functions will have

R &' B




. TABLE B-6: PERFORMANCE RATIOS OF A 3x2 MATIPROCESSOR
- _ WITH AN-EIGHT PORT MEMORY BUS

DEGREEOF  ~  NUMBER OF MEMORY MODULES R
INTERLEAVING - SR Aol | -
: 1 2 4 6 -~ 89 10

none 100 120 1.5 175 1.87 . 1.93°
2wy == 128 158 179 1.89 1.9

TABLE B-7: 9020A MEMORY PERFORMANCE SUMMARY

Load in No. ~  Current Memory Percent Memory Saturation
of Tracks, ' Load in KMRPS Current QOption A Option B

om0 %% .18 - s8 38
22 . e® 1 100 &
33 g . 181 100 RN

s iy

a1,

7

' Optiori A. careful memory mapping to reduce conflict with 0.8 micro second

| Option.B. two way interleaving of four 0.8 (micro) ssc memory banks.
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to be suspended to allow processing 333 tracks. The Option B column shows
the addftional performance gain due. to interleaving by two ways the four
banks of large memory. In this case 333 track can be processed wi thout
suspending any secondary functions.

The performance gain of interleaved memory in.a real-time computer system
must be traded off against reduced availability. For example, without
mter‘leaving the four banks, if one fails the system can reduce to a casualty
mode based on reconfiguri ng into the remaining three banks. With two-way

. 'interleaving loss of one bank means loss of two (i.e. the faulted one plus

its interieaved partner) and casualty mode becomes problematic with only half
the memory. With four-way interleave of mﬂy four banks a singTe menory '
fault reduces to complete system outage and casua!ty mde, 'lf any, must

U imloke another facﬂity or backup means.

Table B-5 reTiEes memory speedup possibﬂit‘ies with memory interleave

" alternatives and Table B-6 relates the latter to number of memory banks. Two

other factors that are not analyzed quantitatively but are none th2 less
important are memory size and the application of cache technology to the

9020A. Large'f main memory can be employed in the system to advantage first
by eliminating the need for overlays to gain a 6 percent advantage

independent of other means. Beyond this advantage is the possibility of
having sufficient main memory that critical programs shared by numerous

'proceSSes could be replicated in each memory bank as required to further

reduce conflict. This improvement possibility is not completely iAndependent ‘
of other conflict reduction techniques. In applying memory size advantage it
fs best to increase the number of memory modules rather than merely to

-increase the size of each module only. Table B-8 relates the performance
- improvement due to the combined size per module and number of module
~factors. The improvement shown in this table is due to two factors, one

enabled by memory size and one by conflict reduction as the number of
independent module increases to (and slightly beyond) the number of

simul taneous memory requests. The two latter factors are, first, reduction
of memory demand if overlays are not required, and, second, reduction in

- memory conflict if routines that may be called simultaneously by different
_ processors can be shared in each memory bank. The overall improvement for.

.?2




TABLE B-8: EFFECT OF MODULE NUMBER AND SIZE, NOT INCLUDING INTERLEAVING OR
SPEEDUP, FOR A 3x2 MULTIPROCESSOR | '

L ~ Size/Module = 1 2 4

512k bytes ; S ST it
{Current System) -- -  -- - 09 10 1.08

Number of Memory Modules
6 8 9 10

1024k bytess = -~ - 074 139 168 - -
© . 248cbytes - 0.6 123 139 L6 - -

4 4oskbytes 0.5  0.97 123 1.39 1.68 - -

'TABLE B-9: EFFECT OF INCLUSION OF A FOURTH CE

. . -~ Approx.
R 3x2 System Totals - 4x2 Syst;a Totals Improvement

e kops kmrps kops kmrps {percent)
“No interleave 194 272 243 341 25

Interleaved 301 465 379 589 26
4-way intl. 416 669 528 . 850 27

e A g 8 AN e A o RN ACAE b1 R T S
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‘ four banks of 4096 k ne-orx the same speed as 1s 1n current use wou1d be ’
about 23 percent.

A c-onfigurationa_l' alternative would be to apply the redundant fourth CE
to the workload. As Table B-9 shows, the use of the redundant machine is
about the same as employing redundant memory. In general this approach will
not be fruitful, as K. J. Thurber points out in Large Scale Computer '
Architecture, pp. 307-311. If the total number of CE's and IOCE's in a
wil tiprocessor system drive more addresses simltanepusly than the number of

~ "memory banks, then performance is degraded. In the case of the 9020A one

could drive up to eight addresses in parallel before this conflict situation
~would cause serfous performance loss. In this section of Ah'_ls book Thurber
~also shows how a cecondary men’iory sultiprocessor experiences less performance
loss due to memory conflicts than a primary memory multiprocessor 1ike the
9020A.  Isolation of the shared mesory resource could be provided in the

' 9020A by providing each CE with a small buffer memory or cache. This
approach could produce a potential gain of 58 percent; however, this value
_must be reduced by the hit rate of the cache. If the cache {s very small,

for example only a few words, taren the hit rate will be about 80 percent
(assuming that every fifth fnstruction is a jump or change n sequence) If
the cache is 4096 bytes or larger, then the system could attain a hit rate as
highy as 94 ‘percent. In the first case the improvement could be as large as 6

percent and in the second case no larger than 54 percent.
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_APPENDIX C. NAS REPRESENTATIVE 9020A WORKLOADS

Thié appendix describea repreéenﬁ.tivo workloads and their derivations
for the existin-j‘ National Airspace System (NAS) 9020A Computer Complex. A
"simplified™ caonfiquration diagram is shoim in Pigure 1l-1 and consists of
nine 1/4 mb memories, three 360/50 compute elements, two 360/50 IOCE's, two
2314 aisk units, and two 2401 tape units [NIEL77]. Only this primary or

' non:e&mdant portion of Figure 1-1 was considered in deriving the =

representative workloads. At":tual‘ measurements as reported by several

- organizations, theoretiecal calcul;tions, and program descriptions and

specificatioﬁs as reported in the documents listed in the references were
used in preparing thesev workloads. The workloads, derived for three cases -
111, 222, and 333 tracks — are termed “represzentative® because there has
not been a complete set of measurements made for any one version of the NAS

. Program. Versions NAS A342.1, 2.2, 2.3, 2.4, 2.7, and 2.9 were all used to

gather the necessary statistics that in turn were used to derive the
workloads. Because the purpose of constﬁzcting a worklecad is to drive the

‘model to examine 9020A memory intexrference, this representative workload

appears to offer a fairly accurate picture of NAS Program activity.

Information derived from the Wbrkload\'ra.;les C-1 through C-6 compared

favorably with material in the references that were not previously used in
the workload derivations. ' '

Several groups ‘have measured NAS ac&ivity either in actual operation or
at the FAA Te«_:hnical Center and have found that approximately 26 program
elements (PE) account for approximately 90% of the processor activity
[KELI.??, NOPAR7?]. These PE's and their size are shown in Table C-l. Also
given is ﬁhether they #re permanently resident in memory or they are
dynamically loaded when needed [NOPAR77!.

Three traffic load cases -- 111, 222, and 333 tracks ~- were used in

" deriving the workload. 111 tracks, for which measurements using various

monitoring devices have’been made [NOPAR77], is representative of the
typical non-saturated case. .Table C=1.lists the measured number of
activations per hour per selected BE and the associated percentage of one

computer elemént utilization. There were not any counts for four of the
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 TABLE C-1: PE UTILIZATION AT 111 TRACKS

: -~ Size  Buffer- Acti.vaiiqns - scB Hgngzy Loading
%  PE . (Bytes) able Per Hour gtilization (10 __Refs/Hour)
1 FmM 10,376 Y 601 2.2 22,0
2 COP 6,665 N ns SRR ¥ I SRS & B S
e 3 o mam w1 om0 na
‘4 csF 18,160 N 560 . . 3.4 . . 3008
5 DAM 22,728 N 219 . mee e
6 RAT 7,424 Y 600% 2.1 21.7
7 puz 18,136 N 337 4.2 416
g . MOR 528 N 23,656 5.1 . s7.9
9 mA 17,216 N 3,605 10.18  99.8
10. PDE 3,544 N 1,495 112 . 11,0
11 JoN 15,800 Y 2,066 1.38 o135
12 BTI 30,848 N 2:012 2023 198.3
13  HEM 3,880 N 3,602 2,49 24.4
14 BSL 466 N 3,850 —_ —_
15 ReG 11,904 N 3,606 S o119 109.7
16 ~ MBRM 11,264 Y 600* ~ 5.80 - 56.8
17 RCD 28,112 Y 908 3.46 339
18 CNN 23,816 Y 848 S — -
19  css 584 N 523 — ——
20 PNA 1,824 N 1,295 1.17 | 11.5
21 JT0 2,056 Y 600* — - ———
: 22 CRY 11,280 N 1,115 — e
232 . cBC 18,832 . N 1,215 1.02 10.¢
24 RRA 9,488 Y 300% - 332 32.5
25 RPA 26,232 Y 01 1.09 1047
26  FWR 3,200 N 601 1.29 12.6
TOTAL 315,788 | 55,681 84.0 | 822.8
testimated :
76
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Pa's in the original neasurements but they were’ easily ‘eatimated” because of
- their periocdicity. Table C-1 shows that these 26 PB's consuned 84 of the

: hour. “A 2.5 wicrosecond ®

reeourées of one processor. The final set of numbers 1n Table C-1 is the
number of memory references per hour for each of the selected PE's. The
total load froz just these PE's is 822 8 nillion nenory references per

configuration, has a bandwidth of 1440 million memory references per hour.r .,._rfft-1.r

The nenory reference fxgures of Table C-l were derived from instruction

'times listed in Kelley's report[KELL77}. Kelley‘found that the average

instruction execution time for the NAS Program was 6.23 microseconds. From
Kelley's instruction times and cbunts charts, it was determined that 30.4%
of‘the’executed instructions_involve one memory reference and 69.6%_invoived
two menOry references (inétrucbion and operand fetch). Therefore, there are
1.696 hemory references per instruction. The number of memory references

per hour for a PE 1s then found from the equation.

PE reference _ : 3600 x luslsec
. ‘hour - ~ “hour

x 1/(6.23 x 12.696 x % CE utilization).

The - 222 track case is a saturated system case. Althoungh actual ’
measurements had been made for this case [NOPARZ”!, it was noted that some

of the numbers wers suspect beceuse the system was saturated. 222 tracks

~are handled in actual operation today by removing some of the operational

PE'sS as the system approaches saturation[SENA80). The figure for the total
number of activations per hour and‘the % CE utilization were derived from
some of the actual_measurehents[NOPAR77} and by estimeting the PE’s
operation{PDSI78, PDSII?Sj. Some 9020D measurements for 222 and 434 tracks
{NOPAR77} were used as guidelines in determining ratios between PE activity
at varlous track sizes.  The memory loau from these PE s would saturate the
memory if all could operate as in the case with 111 tracks. _'
The 333 track case was selected because it is a.load that is well into
system memory saturation that could possibly be moved to the non-saturated
region by increasingvthe memory speed or éize, or interleaving references,
or using a cache. The total activations and CE utilizations for the 333
track case were extrapolated from the previous sets of numbers. to obtaif %le

figures listed in Table C-2.




" PE_UTILIZATION AT 222 AND.333 BRACKS: . i\ oo oo o oo

Memory ' R Memory
Loading Total Loading
Activations 8§ CE (106 Refs/ Activations 3% CE - (105 Rets
4 : o " Per Eour Utilization Bour) Per Hour Utilization EHour)
: _ o ' $PE 222 Tracks 222 Tracks 222 Tracks . 333 Tracks 333 ‘;‘:éc_ka 333, Tracks .
o 2COP 1,400 2477 z3is o T 2,1000 L9
: S 3cRu 780 2.6 255 1,170 38.2
g 4 cSF 1,100 6.0 58.8 1,650 88.2
‘ 5 paM 560 1.4 13.7 840 20.6
¥ 6 BAT 600 a4 a3 600 64.7
} 700z 660 8.5 833 990 S12.8 0 125.4
? 8 MOR 40,000 - 11.0 © o 107.8 60,000 1. 166.6
i 9 RDA 3,550  15.0 147.0 3,600  22.0  215.6
10 PDE 3,000 2.2 S 7 21.6 4,500 3.3 _ 32.3
11 JoN 2,000 1.4 13.7 2,100 1.5 14.7
12 BTT 4,000 30.0° 294.0 6,000 4.0 392.0
13 ERM 3,508 3.5 34.3 3,600 4.5 44.1
14 RSL 8,000 2.0 19.6 1,200 3.0 . 29.4
15 RIG 3,551 22.0 215.6 3,600 33.0 323.4
16 MRM 607 11.6 113.7 600 17.4 170.5
17 BcD 1,200 6.0 58.8 1,500 9.0 88.2
18 CNN 1,800 1.4 13.7 2,700 2.1 20.6
19 css 1,000 1.2 T 11.8 1,500 1.8 17.7
20 PNA 1,800 1.4 137 2,100 1.6 15.7
21 JTU 900 1.0 9.8 1,200 1.2 118
22 CRI 2,200 1.4 13,7 3,300 2.1 20.6
23 CBC 1,560 1.3 12.7 . 1,800 1.6 15.7
24RRA 300 3.0 . 294 300 3.0 - 29.4
25 BPA 298 1.2 11.8 300 1.3 12.7
26 PR 601 | 2.6  25.5 600 3.9 - 38.2
TOTAL ' 85,507 148.8 1,438.1 119,250 209.6  2,053.6
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The total load on mesory is not due only to PE activity but also to

- Operating System (GS), I/O (disks and tapes), and ICCE activity. The dynamic

buffering of PE's affects the 0S and I/0 activity. 'Therafore, Table €~3 was
prepared. to determine how many memory references or words per hoeur were uged

in loading these PE's intu core memory (SE's) from disk storage.

The Opetating System or Monitor loading was derived F:os -easure-ents
made at the 9020A Memphis ARTCC site {nrzn171." The following ‘tema and % CE
utilization compare the OS loading:

Dispatcher - 4% (actual PE dispatching)
SVC -~ 2%
1/0 iaterrupt processor - 2%

.. Load module relocate subroutine - 2.6%
TAR generation ~ 10%
Pool management subroutines - 3.7%
Other monitor services - 6%

Total . : 30.3%

Using the same equation as for PE loading, the OS loading was detetnined and

ig ligted in Table C-4. For larger memories, therefore, eliminating the

need for buffering, 6.3% of the 0S load (Load moduls relocate subroutine and

- Pool management gubroutires) can be removed. The 0S load withouts buffering

is shown in Table C-5.

The I/0 lozd on main memory was assumed due to the transfeé of disk and
tape information. Table C~6 lists the peripherallparametets used and
calculates the number of memory references per hour based on utilization
rates found by LOGICON [NIEL77]. Table C-4 lists the mesory loading for the

I/0 for the three cases. Because eliminating dynamic buffering eliminates

) thevneed to transfer the buffered PE's from disk, the I/O loads for the

non-buffered cases ware determined by reducing the 1/0 ldade in Table C-4 by
the totals in Table C-3 and are shown in Tabie C-5.

79




" Total

TABLE C-33

BUPPERABLE P 1/0-LOADING

- Total

Total Hemory

Hemory | Memory
[ v Activations Loading Activatrions Loading - Activations Loading 3
‘ $§ PE Size Per Hour 106Refs/Hr Per Hout 106Ref/Br  Per Hour 106Refs/ar *
f (Wozds) 111 Tracks 222 Tracks 323 Tracks 3
o . _1Fm 2,59 60l 1.6 599 1.6 600 16
; : 6 BAT 1,856 600 1.1 CLE 1-1 600 1.1 g
J 11 JoN 3,950 2,066 2.z 2,000 7.9 2,100 8.3 &
z 16 MFM 2,816 600 1.7 - 600 1.7 630 1.7 %
| 17 RCD 2,028 908 6.4 1,200 8.4 1,500 105 ¢
: 18 CHN 5,954 848 5.0 1,800 10.7 2,700 6.1 f
21 JTU - 514 600 0.3 900 0.5 1,200 _ 0.6
24 RRA 2,372 300 0.7 300 0.7 300 “ e
25 RPA 6,558 - 301 2.0 298 2.0 300 2.0 ¥
e :
Totals 33,642 27.0 " 34.6 026
F
| TASLE C~4: MEMORY LOADING -~ DYRAMIC BUFFERING
111 Tracks 222 Tracks 333 Tracks V
, i
Component 106 mem§rg Refs/Ar 106 Memory Refs/Hr 106 Memory Refs;/ﬁr %;
‘PE £22.8 1432.1 2053.6 3
. os 296.9 481.0 §22.5
qéf 1/0. 171.3 342.6 513.9
! ICE 9.8 18.6 29.4
o . ToIAL 1300.8 2280.3 - 3419.4

A




The final memory londthg eﬁ!ﬁdn.nt is due to PE's aad other oottnnio
executing in the IOCE. RIN is the most sctive PE in the IOCE but as with
. other programe in the !OCI. it exccutee out of ICCE local mesory. Thi only
additional Ioad on main anlory due to the IOC!. then, is the transfer ot
" information to main memory tsbles as the result of IOCE PB activity.
Because no measurament of this type of reference could be found, an c‘tinatc'
wvas vade based on:tabll size, information transfer, and trequancy of .
‘sctivation{PDSI78, POSII79]. The result is listed in Tsbles C-4 and C-5 and
s ' is .ne sase vtth or without bulfering.

et Bt i S e BT e WAL F
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The total memory loading is then calculated by sumaing the loadings for
the four cosponants -- PE, 0S, I/0, and IOCE. Tables C-4 and C-5 list these.
totals for 111, 222, and 333 tracks, both buffered and with no buffering.
These totals then served zs tﬁpﬁt'to the simulation model to investigate
menory interference problems and puss1b1é p§:§0tlance'1-gtbveaent<approachea.

In ordet to check some of the’assunptions made fo:lbuffe:able PE '

activity, a memory hap»(Table C-7} was congtructed. Using éizlng figures

for NAS 342.4 [NOPAR77], resident PE's were cptionalby'placed_such‘that
‘;ubsequent PEfs in the ptocessing-flbv ¢hain do not reside iﬁ the same
meeory module. This chart illustrates that PE's can be placed in memory
such that interference from processing simuitaneous tracks is kept io a
minimum and the buffering of non-resident BR's can be uniform throughout the
nine SE's. ‘ :

Thus, & representative workload for three different cases of air traffic

activity was developed. Based on actual measurmenté, simulation data, -

gpecifications, and extrapolations, the workload figures reflect a

reasonable driving function for the 9020A EnRoute System Configuration Hodei.
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| TABLE C-5: MENORY LOADING - MO BUFFENING

111 Tracks 222 Tracks ~ 333 Tracks

nt WWW

m - 822.8 138 ~ 2081.6

- 08 s e O s T

/0 o 14ea 3080 N 1 0
. I0CE - %8 . 186 S 2s.a

TOTAL 12121  2196.6 | o32n.7

TABLE C-6: 1/0 LOADING '

Transfer o
_ o . Rate , 105 Memory Rets
Unit - ' ’ {Xb/aec) $ Utilization .. Per Hour

2314 'niskl' : 312 a 59.0
2314 pisk, o2 32 89.9
2401-Ti Tape 60 16 8.6
2401-T1X. Tape 90 17 13.8

Total ’ o ST 171.3
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 Total PR memeinirg Total

Rasident
PE'S

CRU PD2

' CSPF PEA

0Us FWR
BTI

' C8S MOR

RDA RSL
RIG HEM
DAM CRJ
CoP CBC

Total

Rasident

16 m

n

T

31
2

1

16
35
26

198

Resident

62
47
ss
47
7€
59
62
43

52

S04

Rasident

1y
L R
L T

78

-8
18

78
.18

78

. 702
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- TABLE C-7: KEMORY MAP

Total
Resident
Tables, &
Hisc.

111

uL

111
111

m
ni
ur

0L

996
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. APPENDIX D. m'mmm OPEN TO THE FAA

i

Mun:and)dimadth‘ﬂxwwntlthatthmum
adopt, mmmrtumsmmmmhammanuwmmm

strategies for upgrading the 9020°s. Chapter 4 only explained the . : !
strategies that now gceem to bs most attractive; as conditions change or as 1
the eppreciation of the problem deepens, howsver, it might be that otber b
stratogies gain in appeal. Therefore, this appendix exhibits all the %

ctnthiu that can bz constructed from the six enhancements and explains
how the ltnugiel highuqhtod in the decision tree in Chdptcr 4 ware chosen.

’ The following five mtrnnt. must ba obwerved in fo:n.iag ntnt-qios
from the six enhancesents. ’ )

v, . - .

1. chhcing the nnnory boxos and rep].acinq the SE mry ntacks m
‘ not both adoptod.

2. Specainq up the CE's and replacing the CE's are not both adopted.

3. 'Speedinq up the CE's can only be done if either the SE memory boxes 4
" or the SE memory stacks are raplaced. '

s

4. Replncing the C!'- can only be done if either the ucncry boxes or
~the SE mry gtacks are replaced.
o
S. Speeding up the IOCE processors can only be done if the IOCE memory
stacks are replac.d.

Any combination of the six enhancements that ddea not violate one. of 3
thege constraints is conaidered to be a utrategy m:'e are 20 possible : E
strategies, and these are gshown in Table D-1l. Bach row of this table

rcprescnts one strategy; tha X'a in a row ahow which enhancements conatitute

the stratgqy. For example, stratggy 17 consists of replacing the memory ' g
A

boxes, replacing the IOCE memnry stacks, speedlng up the CE's, and spaeding
up the IOCE'sg. '
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n:d relationship between the strategies in Teble D-1 and the strategies
in the decision tree in Pigure 4-1 is as follows.

The first path through the tree wrzoMa to strategies 1 and 2; this
one path corresponds to two strategies since tha decision tree does ﬂot'
'dutingnuh between replacing the inory boxes and replacing the stacks.
The second path through the tree enrresponds to strategies 6 and 8. The
‘third path corresponds to strategies 17 and 19. The fourth path also
corresponds to strategies 17 and 19; the difference between these tvo paths
lies in the tliinq of the decisions and in 'h.th‘t»F the IO0CE's are upgraded
in just the 9020A‘c or also in tbc '9020D0's. The Fifth path corresponds to
strategy 10. . ‘

1t now msi be explained why ltuteqhq 3, 4, 5, 7, 9, 11, 12, 13, 14,
15, 16, 18, and 20 were cmitted from the tree. Strategy 3 was omitted since
replacing the IOCE memory stacks and doing nothing else probably will not
deal with the $020'e short-run problems. Strategies 4 and S5 were cmitted
since once the SE memory is replaced; the additional memory galned by
teplaclng the IOCE memory stacks and doing nothing else does not yield much
of an advantage. Strategies 11 and 14 woere omitted since once the SE memory
is replaced and the CE is sped up, the additionel memory gained by replacing
the ‘IOCE memory stacks and doing nothing else apparently offers no
significant advantezge. Strategies 12 and 15 were onitte’d since once the
IOCE 1: upgraded, replacinq the SE memory, thouqh it would incresse the
available mesory, would probnbxy not yleld such more performance.
Strategies 7, 9, 13, 16, 18, and 20 were omitted since. as 8Sec. 4.2
explains, the enhaaceient of replecing the C2's is tentatively asssumed to be
undulrable gince it i3 botn more cmnsive and more time-consuming than
speeding up the CB's. ‘It should be &lphuiud that these 13 omitted
strategies are omitted because, g9iven our current understanding of the
ptoblyeﬂ, they appear to be relatively unattractive and because of the desire
to keep Pigure 4-1 s simple 22 possible. ’

In summary, this sppendix hes exhibited 811 20 of the strategies that .
can be constructed from the 6 enhancerents and has explained why the -
strategies appzering in the decision tree in Pigure 4-1 were selacted as the
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 lesding strategles. It 1s quite possible, however, that the relstive -
- attractiveness of thooe strategies will chenge over time as the -lltuu.cu .
_evolves, oo this 820ulé by no means Bo teken as & definitive denoastratios
| Of the untesirability of these 13 strategies. e S SR s
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