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AISTUCT 

In support of the FAA procure.ent of the Fliaht Service Autoaation 

Syst- (FSAS), Ml'l'tlE has developed a new systea benchaarkina 

technoloay to .. et the require.ents of an interactive, dedicated 

application. This aethodoloay is applicable to procurements in 

which the hardware/operatina systea confiaurations are off-the-shelf 

and the applications software has not yet been implemented in its 

eventual fora. In this methodoloay, a model of the application is 

interfaced with the operatina systea and is executed, while beina 

driven by a specified load, and perforaance of the proposed confia­

uration is measured. This report docu.ents the requirements of the 

FSAS application of this syste• benchaark methodoloay and is 

published in the present fora to record and aake available the 

concepts and techniques of the .. thodolo&Y• A previous version of 

this report had been invoked in the FAA's procurement process. This 

report consists of eiaht parts published in four voluaes. This 

voluae contains The Executive Su.aary, Part I, Suamary, Part II, 

Technical Introduction, and Part Ill, Technical Concepts, providina 

a brief su.aary for manaaerial personnel and an introduction to the 

concepts and to the efforts required of the vendor. 
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PAm' I : SUMMARY 

1. SCOPE 

Thta report docu.enta the PSAS application of this system 
benchmark .ethodoloay. A previous version of this report ·had 
been invoked in the FAA' • ~rocure•nt process, but had only 
been published and aade available as part of the Request For 
Proposals (IPP). It is published in the present fora to record 
and aake available the concepts and techniques used in this 
benchllarki118 technology. This description of tbe PSAS System 
lenchllark 1a presented in four volUMe with eight parts: 

VolUM I -Part I, Su-ry 
Part II, Technical Introduction 
Part III, Technical Concepts 

Volume II -Part IV, Model 

VolUIIe III -Part V, Vendor Interface Package 

Volume IV - Part VI , Driver 
Part VII, Integration 
Part VIII, Reference Material 

Of these document parte, Part I is intended to provide a brief 
sw.ary for nontechnical personnel; the remaining parts are 
directed at technical personnel concerned with planning and 
accomplishing the benchmark effort and would also be useful to 
future applications of this technology. Part II, the Technical 
Introduction, introduces s~e basic terminology, some basic 
requirements and the effort to be accomplished by the vendor. 
While it pos1ibly stresses complexity of soae portions of the 
effort aore than it should, it is better that the tasks be 
overestiaated than underestimated. It provides an outline of 
the tasks to be accomplished. More explicit detailed 
directions for the major tasks, aodel mapping, Vendor Interface 
Package preparation, benchmark driver preparation and ~enchaark 
integration are provided in Parts IV through VII. Th~ 
technical concepts involved in this benchmarking methodology 
are presented in Part III and reference material is presented 
in Part VIII. 

Throughout this technical report, the acronyms PSAS and PSIS 
are used interchangeably. The system naae baa been established 
as the Plight Service Autoaation System. 

-1-



2 • BACKGROUND 

2.1 The Fli&ht Service Auta.ation Systea (FSAS) 

The FSAS has four basic co.ponents. 'nl3H coaponents are the 
Aviation Weather Processor (AWP), the Fli&ht Service Data 
Processing Systeas (FSDPSs), the Autoaated Pli&ht Service 
Stations (AFSSs) and Direct User Access Terainals (DUATs). The 
relationships of these components are depicted in Fiaure 1. 
The AWP collects and processes aviation weather and NOTAMs 
(Notices to Airaen) to establish and aaintain one up-to-date 
national weather and MOTAM data base. ntis data base and 
updates are provided to the FSDPSs. The twenty PSDPSs serving 
the conterainous United States (CONUS) are the interactive 
"work horses" of the FSAS. They will provide interactiv~ 
auto.ation support to Fli&ht Service Specialists at AFSSs and 
to pilots using terainals for direct access to the systea. 
'nlrouah this direct user access to the systea, pilots aay 
receive aviation weather b~~efings oriented to their route of 
flight, aay file fli&ht plans and aay enter pilot weather 
reports. The Specialists provide a broad range of fli&ht 
services doainated by aviation weather briefings and fli&ht 
plan filing. The DUATs and AFSSs are required to provide 
little beyond the kinds of capabilities expected of 
state-of-the-art intelliaent terainals. Hence the larae, 
functionally complex, interactive component of the FSAS is the 
FSDPS. 

2.2 'nle Problem 

There are always uncertainties in est~aating data processing 
capacity requireaents and in assessin& the capacity of proposed 
data process!~ systeas to meet those requireaents. These 
result in risks to any procurement involvin& a data processing 
capability. This is particularly true of larae or functionally 
complex, interactive systeas. The PSDPS is such a systea. 

2.3 The Approach 

The approach is considered in two parts: capacity requirements 
and proposed systea capacity assessaent. 

-2-
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2.3.1 Capacity .. quir ... nta 

'ftle PSAS provides aut011at1on in the delivery of Fllaht Services 
to the aviation co.aunlty. Year a of FAA aviation deaancl 
forecaatina experience and aany atuclieal· have arrived at 
d.-ncl on the FSAS in future operational yean ancl have 
resolved thla deaancl into functions per hour, durlna a busy 
period, by aeoaraphical area to be served by each Fliaht 
Service Data Proceaaiq Syatea (FSDPS) in the FSAS. The worat 
caae load (i.e., heaviest deaand) waa chosen and specified 2 • 
aa the aaxi ... deaip abe for th'! FSDPS. 

2.3.2 Capacity Aaaeaa.ent 

The capacity aasea ... nt of the proposed Model 2 FSDPSs could 
have been done by analysis or aodeUna, but these very clearly 
have aajor deficiencies. Capacity testa of the eventual systea 
or benchaa~kina of the proposed ayateas were the conventional 
tools reaa1nina. Since the eventual systea will not be 
available until well after the production contract ia awarded, 
only benchaarltlna reaaina aa a tool to ·aive useful results 
prior to contract award. 

Application of conventional benchaarkina techniques to an 
interactive aystea would aeasure the wrona paraaeters or would 
aeasure only the hardware/coapiler contributions. Systea 
overheads can have an iaportant iapact on systea capacity but 
are not properly aeaaured by conventional benchaarks on 
interactive systeaa. Systea overhead aeasureaenta will only 
yield realistic values when the systea is stressed in the saae 
sort of way aa it would be stressed in the eventual 
application. It waa concluded that the closest one could coae 
to streasina the proposed ayateaa in the saae way as the 
evential application, would require a model of the applicatjon 
with the saae kincl, quantity and distribution of resource 
consuaption as in the eventual applicat!on. 

1 •rowler, T. B., MI'l'llE Technical Report, MTR-7847, Data Sources For 
Fliaht Service Infonaation Syatea Perfonaance Requireaenta, 
Deceaber 1978. 

2·rAA Specification, FAA-E-2683a. 
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It is obvious that the .odel .uat be produced with care and it 
should be produced by the Govern.ent to assure fairness and 
uniforaity in the teat. It is also necessary to avoid turnina 
the benchaark into a teat of the skill of the contractor's 
specialized benchaarkina te... It wa~ further concluded t~at 
"reasonable designs" were all that should be siaulated since 
unusually coaplex or exotic designs are not desired. This is 
because of implementation risk and aaintainability difficulty. 
Variations in the kinds and distribution of resource 
consumption to match the proposed designs were provided for via 
options selected by the contractors and via abstractly defined 
aodeling components which could be iapleaented in different 
ways by the contractors. 

Sizing and calibration of the model is a different matter. The 
Govern.ent has extensive experience with the FSAS application 
and hence could establish resource consumption for the modeling 
components. Provision of this data by the Government avoids 
potentially conflictina assumptions on the part of contractors, 
and allows each contractor design to be tested against uniform 
and conservative assumptions. 

Given that one can stress the systea properly, the parameters 
to be measured must still be carefully selected. To the user 
of an interactive system, the important performance factor is 
the system's time to respond to each of the interactive 
transactions entered into the system, given of course that the 
programs work and give correct results. This response time 
includes many compl ex factors, which are virtually impossible 
to predict with any degree of certainty. Included is not just 
the sum of times spent using various resources. The response 
time also includes the times spent competing in queues with 
other transactions for those resources, as well as the times 
associated with bottlenecks which may appear as the load 
transitions from light to .aderate to heavy. The genera l ~orm 

of the performance curve observed for interactive systems i~ 
illustrated in Figure 2. The scale on both axes and the shape 
of the curve will vary for different systems and for different 
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applications software designs, and for different load mixes. 
The theoretical limit to systea capacity may be defined as 
being located at the "dog-leg" of the curve since unit 
increases in load cause large disproportionate increases in 
response time. However, for a system to be satisfactory, it 
eust operate with acceptable response ti.es at the specified 
load as depicted by the shaded area. 

In summary, the interactive perforaance parameter of interest 
is response time measured across the range of loads of interest 
in the procurement. 
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3. SYSTEM IEII:BMAB OVDVIEV 

The Systea lenchaark is a real tiae capacity teat of the 
vendor's proposed PSDPS. Durin& the vendor's accoapliah8ent of 
the Systea Benchaark Deaonatration, a Government supplied aodel 
of the operational software auat be run on the vendor's 
proposed FSDPS hardware with the proposed operatl• aystea, as 
depicted in Figure 3. A software "bridge", called the Vendor 
Interface Package, auat be provided by the vendor to interface 
the aodel to the proposed operating ayatea. The vendor aust 
also provide the benchaark driver hardware and software, 
includina a portion of the required FSDPS data co .. unicationa 
channels. The Govera.ent will ~rovide a load tape to drive the 
benchaark deaonatration and will reaove the output tapes at 
coapletion of the deaonatration for later analysis. The 
elements depicted in Figure 3 are described briefly below. 

3.1 The Model 

Effectively, the aodel is a sizing model of the FSAS 
operational software. Operational functions are represented by 
modules of code in the aodel and the flow of control within and 
between FSAS operational functions. Internally, however, the 
modules of code in the aodel are synthetic. They do not 
perfora the actual operational functions, but are designed to 
impose the appropriate strain on FSDPS resources, includina 
main store occupancy, processina time, input/output, and disk 
01~cupancy and usage. The resource consuaption characteristics 
of t~e model represent the Government's capacity reservation 
for each of the functions. 

The aodel has been desiped to be very flexible in allowina the 
vendor to aap it to the vendor's proposed FSDPS configuration 
so that it represents the proposed operat~onal software 
design. The aodel is coaposed of aany s~~ll cells of code, 
which will be coabined into larger aodul~• as requested by the 
vendor, within allowable functional constraints. The modules 
of code ~y be distributed across coaputer subsysteas, with 
extra copies of modules as necessary; however, intermodule 
c01111unications auat be preserved. Where this degree of 
flexibility does not span the ranae of design possibilities, 
options have been built in which aay be adjusted by the vendor 
to better reflect the proposed design. The aodel will be 
available in either COBOL or FORrRAN, at the contractor's 
option. 
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3.2 The Vendor Interface Packase 

The Vendor Interface Packase (VIP) plays a key role in 
benchmark performance. This vendor prepared interface between 
the model and the systea. allows use of a standard aodel for 
all vendors without restricting their choice of system. The 
VIP provides this interface by handlins all VIP Service 
Requests (VSRs) froa the aodel. An important ~spect of the VIP 
is that the aodel issues VSRs to the VIP for all services 
normally expected of an o~rating systea or an applications 
executive includins services such as resource allocation. 
input/output and intertask coaaunications. This provides the 
VIP with a maximua desree of control and hence flexibility in 
matching the resource usase distribution characteristics of the 
proposed operational software desisn and in optiaizins 
benchmark performance. Of course. since the vendor is writiQS 
the VIP. it may have as little or as auch sophistication as the 
vendor desires. It is also apparent that R aore complete 
operating system will allow a stapler VIP. The VIP aay be 
prepared in the software languaae of the vendor's choice. 

3.3 Proposed FSDPS Hardware and aperatins Systea 

The proposed FSDPS operating systea and hardware confisuration 
is the subject of the benchmark demonstration. The confis­
uration required is described more fully in Paraaraph 4.1. The 
benchmark performance will also be affected by efficiency of 
the proposed compiler. 

3.4 The Benchmark Driver 

The benchmark driver consists of a data processing resource 
with an appropriate interface to the FSDPS. with at least two 
tape units and with a vendor developed software packase to 
provide the necessary functions. The benchmark driver software 
may be prepared in the software languase of the vendor's choice. 

3.4.1 Driver Functions 

The benchmark driver represents the FSDPS's external interfaces 
and has two primary functions. First is readins of aessases 
from the input load tape and delivery of the individual 
messases to the model at the time indicated within each 
messase• Second is the receiving of output messases from the 
model. which are written to an output journal tape after the 
addition of time on receipt. 
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Secondary functions are added due to the real-time nature of 
the benchaark deaonstrations, due to the realisa required of 
the ca..unications load to be imposed on the FSDPS, and due to 
the larae size of so.e aessaaes versus the finite capacity of 
aaanetic tapes. The first of these poses requirements for 
software initialization and updating of a real-time clock and 
for buffering a substantial number of input messaaes to provide 
the model with each aessaae at the ri&ht time. The second of 
these poses a require.ent for the ca.aunications hardware and 
protocols to be included i~ the driver. The third of these 
poses a requirement for aessaae expansion and coapaction. The 
input tape contains coapacted messaaes with directions for the 
driver, which will then provide the synthetic messaaes of the 
correct length and content to the model. Some model output 
mesaaaes will be very long and these must be compacted by the 
driver prior to being written on the output journal tape. 

3.4.2 The Input Load Tape 

The input tape is in many senses the key to the driving of the 
benchaark. The statistical distributions of function 
frequencies used by the Government's Load Tape Generator 
Proaraa are identical to those specified in the procurement 
specification. The functions are each represented by a 
sequence of transactions. This is particularly true of the 
interactive sequences. The Load Tape Generator Proaram uses 
stochastic methods to simulate the frequency distributions of 
functions and to simulate the transaction sequences within 
functions. Secnario directed parameters within the 
transactions control some aspects of model operation, including 
in soae instances, the usaae of CPU and the accesses to files. 



4. EFFORTS AND RISOUICIS RI9UIRID 

The require.ent1 for vendor effort• and reeourcee essential to 
succeesful ca.pletion of the demonetration are provided in more 
detail in other parte of thi1 docuaent. They are eummariz~d 
here. 

4.1 Confisuration 

For the bench•ark demonstration, the vendor shall provide the 
full proposed FSDPS operating syste• and data processing 
equipment configuration, excluding the card reader/punch and 
position equip.ent interface• other than an operator's console 
or terminal. The aagnetic tape, line printer and input/output 
terminal equipment shall be present in the configuration, but 
may be reduced by the vendor from those quantities required by 
the FSAS specification. The full proposed FSDPS configuration 
shall be that compliment of equipment proposed by the vendor to 
satisfy the maximum design size requirements of section 3.6 of 
FAA-E-2683. In addition, the proposed compiler must be 
available. During the initial phases of preparation, the 
vendor may use a single CPU configuration. The vendor must 
also provide the data processing equipment and software for the 
benchmark driver, including at least approximately one fourth 
of the data communications channels required in the full FSDPS 
design, in accordance with the requirements of Part VI of this 
document. The vendor shall assume full responsibility for 
adequacy of the coamunications channels provided. More than 
one communications channel will be necessary in some of the 
physical ports and in some particular cases, the full 
compliment of proposed communications capacity may be necessary. 

4.2 Facilities and Materials 

The vendor shall accomplish the demonstration at a location and 
in a facility chosen and provided by the vendor. Materials, 
documents, listings, magnetic tapes, manpower, and other 
resources necessary in the preparation and accOmplishment of 
the demonstration shall be provided by the vendor. The demon­
stration shall b~ witnessed by the Government's Benchmark 
Demonstration Team. 

4.3 Tasks 

A variety of tasks must be accomplished by the vendor. These 
can be categorized into the following task areas: 
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a. Preparation of the Vendor Interface Packaae. 

b. •tappina the aoclel to the confiauration. 

c. Preparation of the lenchaark Driver. 

d. lenchaark intearation, testins, optiaization, and 
deaona tration. 

e. Miscellaneous tasks: 

(1) Calibration aeasureaents. 

(2) Reading the docuaentation. 

(3) Attendina workshops. 

(4) Aasessiag coapatibility of Governaent provided 
~roaraas with the proposed coapiler and 
linker/loading proaraas. 

(5) Developaent of a lench8ark Deaonstration Plan 
docuaent. 

(6) Coapilation of Govenment provided proaraas 

(7) Plannina and oraanization of the effort. 

(8) Developaent of a Benchaark Deaonstration 
Procedure docuaent. 

A one-to-one correspondence between task areas and personnel is 
not intended. The aiscellaneous tasks should be straiaht­
forvard and should not be excessively tiae conaualns. Tasks a. 
and b. will be the aost deundina of both aan-houra and quality 
of personnel. The critical path throuah this effort is 
expected to include tasks a. and d. in series. Task c. should 
be straiptforvard if adequate driver hardware, support 
software and comaunicationa protocol software exists. 
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5. VENDOR TASK OVERVIEW 

The previous sections have introduced the Systea Benchmark and 
have summarized the efforts required of the vendor. To put the 
whole effort into its proper perspective, a brief overview of 
the vendor's efforts through the various parts or phases of the 
benchmarking process is provided in Paragraphs 5.1 through 
5.5. A brief stateuent of how the results will be used is 
provided last. There are four major phases to the vendor's 
efforts in the benchmarking process. 

5.1 The Study and Acclimation Phase 

Upon receipt of the Flight Service Automation System (FSAS) 
System Benchmark docu.ent, vendor personnel should be started 
on studying the documentation and planning the effort. This 
phase extends through vendor attendance at the workshop to be 
presented by the Governaent. Duri• this phase the vendor 
personnel assigned to this effort may move ahead with soae of 
the mote straightforward tasks, including perhaps, starting the 
preparation of the benchmark driver. The more demanding tasks 
of model mapping and VIP preparation should aove ahead aore 
carefully. However, they should be carefully studied and 
considered prior to the workshop. The workshop will provide 
more detailed guidance and information to these efforts. 

5.2 Initial Preparation Phase 

During this phase, the vendor should complete preparation of 
the benchmark driver, should complete aany of the miscellaneous 
tasks and should complete a very careful and thorough model 
mapping effort. The results of the model mapping task shall be 
provided to the Government at least ten (10) days prior to 
generation and delivery of the first trial version of the full 
model in compilable ldgh order language. The VIP preparation 
must also be completed in this phase and must include 
exhaustive testing of the VIP on at least a single CPU config­
uration. Although the contractor is free to be inventive, this 
VIP testing is visualized as a two step process. The first 
step is to do a single shot test against the Test Model, run 
froa an interactive terminal. The second is to interface the 
driver with the VIP and a single FSDPS CPU for dynamic testing 
of the VIP against the Small-Scale Model and its corresponding 
load tape. An intermediate step, using an internal driver, 
might also be included. This phase should complete the 
vendor's preparations, such that the full FSDPS configuration 
and all of the other pieces depicted in Figure 3 are available 
for start of the Integration Phase. 
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5.3 The lntearation and aptiaization Phase 

When the driver and the full FSDPS confiauration are available, 
intearated and working, and the VIP is ready, the vendor should 
intearate the hardware and software pieces. Additional 
versions (up to two) of the aodel with variations upon the 
aapping of laOdules to c011puter subsystems and the option 
settings aay be requested and used to optiaize perforaance of 
the benchaark. A ten (10) day lead tiae is required for each 
request. 

5.4 The Demonstration Phase 

On the desianated day of the benchaark demonstration, the 
vendor shall prepare for and conduct the deaonstration for the 
Govern.nt 's Benchaark Demonstration Teaa, using tapes provided 
by the Teaa on that day. The Goverl'IIM!nt's Benchaark Deaonstra­
tion Teaa will certify the confiauration prior to start of the 
demonstration. All steps in the deaonstration shall be 
conducted in accordance with the vendor prepared and Government 
approved Benchmark Deaonstration Plan and Procedure docuaents. 
Upon coapletion of the demonstration, the Government personnel 
will reaove the tapes and will use the output tapes for the 
benchaark demonstration perforaance analysis. 

5.5 Analysis of the Results 

The content of each messaae recorded on the output tapes will 
be examined by the Government's Benchmark Perforaance Analysis 
software. The priaary parameter of concern is system response 
tiae for priaary responses from the model for each input 
aessaae. Other checks will also be performed. The Government 
will analyze the results for missing messaaes, delayed input 
messaaes, and for any evidence that the required flow thro~h 
the model has been tampered with. In the analysis of messaae 
response times, the messaaes will be cateaorized into the types 
for which response times are specified in the FSAS 
specification. A statistical analysis of response times will 
be performed for each cateaory. 
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PAllT II: TECtiHICAL Ilfl'llODtx:HOM 

.lt.• SCOPE OP PART II 

This portion of Volu.e I ia Part II of an eight part docu.ent 
preeenting require.enta and guidance for the Syatea Benchaark. 

Part I ia a au..ary addreaeed to the vendor's aanageaent; the 
reaaining eeven parte present inforaation addressed to the 
vendor' a technical personnel. Part II serves as an 
introduction to parte Ill through VIII and should be read by 
all technical persona involved in the benchaark. It provides 
an overview of the whole benc~rk process, and introduces soae 
of the technical tenaa that should be known by all aeabers of 
the tea. 

The vendor's efforts in the benchmark process can be readily 
divided into several task areas; and this part of Volume I is 
organized according to these areas. Section 7 of this part 
discusses the various task areas, and provides guidelines for 
the order in which the doc\lllentation of Parts 111 through VII 
should be read for each of the task areas. Parte IV through 
VII each contain reference aaterial which is unique to that 
task area. .Reference aaterial, which is applicable to several 
task areas, is provided in Part VIII. Technical teras are 
defined as they are introduced. Definitions are repeated in a 
glossary provided in Part VIII. 
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2. SYSTDI .r«:RMAH OVDVIBW 

'lbe Syatea lencbaarlt 1a deaiauecJ to do a real-tiae capacity 
aasesaMnt of the vendor's proposed Pli&ht Service Data 
Proceaaina Syatea (PSDPS). In this aaaeaaMnt, capacity ie 
aeaaured aa response tiae veraua input/output deaand and the 
aaseasaent ia of aeaaured values aaainat specified values in 
accordance vith the procedures of KIL-srD-105 and a confidence 
level of ninety (90) percent. In this aaaea .. nt procedure, 
the vendor's rialt ia fixed at ten (10) percent and the 
Govern.ent'a rialt then varies with aaaple size, aoina froa a 
very low rialt at larae aaaple aizea to a hiaher rialt at ... 11er 
aa.ple aizea. A aore qualitative procedure should be used if 
any of the tranaaction aaaple sizes ia very saall, aa explained 
in MTR-79W00157, Revision 1. 

The vendor'• propoae4 hardware and operatina ayatea are 
subjected in real tiae, over a period of at least three hours, 
to input transaction conditione desianed to aiaulate those of 
the real application; and the syatea'a perforaance under these 
conditione is aeaaured. Fiaure 4 provides an overview of the 
Systea Benchaark. 

A Governm.nt provided aodel of the FSAS application 
(operational software) runs as a proaraa under the proposed 
operatiQB systea, and ia driven by siaulated inputs arrivina in 
real ttae. For each input aesaaae, the aodel siaulatea the 
resource requirll!aents necessary for dealing with that input and 
then, in real tiae, outputs a response aessaae• The aeasured 
response tiaeB provide the data by which the adequacy of the 
vendor's proposed FSDPS is assessed. 

'lbe aodel 18 coapoaed of a set of aodules, each of which 
represents part of the code of the eventual application. Each 
aodule contains a certain aaount of code whose purpose is to 
oraanize the benchaarlt run; and each is padded out with 
synthetic code (that ia, code that aervea no purpose except to 
siaulate) to brina it to the size and CPU requireaents 
anticipated for the eventual code that it aiaulatea. Thr rode 
also contains calla to the syatea to request aeaory reac aa 
and external 1/0. The size and CPU usaae of the aodel 
represent the Governanent's capacity reservations for each of 
tbe functions. 
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Figure 4 also diatinaulahea between real time and non real 
ttrue. In the real tl .. area, note that a coaponent ie inserted 
between the aodel and the ayatea: that is the Vendor Interface 
Package (VIP). The vendor provides this to interface the aodel 
to the systea. Providin& the VIP is a aajor part of the 
vendor's effort on the Systea lenchaark. 

In the non real ti .. area of Figure 4, note that the eiaulated 
inputs are prepared in advance on a Governaent coaputer and 
brought to the vendor's site on a load tape. The vendor 
provides a coaputer, the benchllark driver, plua software, to 
read the tape and forward the aeseqea in real tiae. The 
benchaark driver also accepts the real tiae responses froa the 
aodel, tiae •~amps thea, and writes thea to the output tape, on 
which they are taken to a Govern..nt coaputer for subsequent 
analysis. This benchaark driver is outside the configuration 
being benchaarked. The various coaponents portrayed in Figure 
4 are further described in the follovin& sections. 
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3. BENCHMARK CONFIGURATION 

3.1 Hardware 

The vendor shall provide the following hardware for the 
benchmark demonstration: 

a. FSDPS as proposed: excluding the card reader/punch 
equi~nt, the position equipment subsystem, and all but 
one or two tape drives. 

b. Benchaark driver: which is specified in Part VI of 
this documentation. 

c. co-.unications between (a.) and (b.): this is 
specified in Part VI of this documentation. 

The FSDPS shall be that configuration proposed for the maximum 
design size requirements of paragraph 3.6 of FAA-E-2683. In 
addition, operator's consoles shall be provided on the FSJ;PS 
and on the driver and the vendor may elect to have magnetic 
tape drives on each of the computer subsystems in the FSDPS. 

3.2 SoftwarP 

The software provided by each vendor shall include: 

a. Operating system and compiler. 

b. VIP; ~ich ts specified in Part V of this 
documentation. 

c. Softwar~ for the benchmark driver; this is specified 
in Part VI of this documentation. 

3.3 Operating System 

The hardware and/or operating system slwll provide: 

a. A timed interrupt. 

b. Facilities for external I/0, I/0 to backing store 
(disk) and communication between processors. 

c. The means for the VIP to invoke and control the model. 
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If the hardware and operatiq ayatea provide 80re than thia. 
then leaa aay need to be provided in the VIP. The VIP and the 
bencb.ark driver aoftware aay be written in any lanauaae 
(includiaa Aaaeably Laaauage); however. the code ia deliverable 
to the Governaent at the tiae of the benchaark deaonatration. 
A preliainary copy of VIP and driver source code shall be 
provided to the Governaent thirty (30) days prior to the 
deaonstration. The delivered code shall be annotated for easy 
underatandiq. 

The Governaent will provide the aodel and the load tape. The 
aodel will be available in FORTRAN or COBOL. The vendor shall 
coapile the vendor model with the coapiler that the vendor 
proposed to offer. 
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4. 

•.. 

BEtDIMARK DRIVER 

As introduced in Section 2, the vendor shall provide the 
benchmark tiriver in accordance with the requirements specifL.• 
in Part VI of this documentation. The driver is required to 
provide the appropriate data communications strain on the 
PSDPS. The benchmark driver includes a data processing 
capability, with communications to the FSDPS being 
benchmarked. It also includes software needed to read the load 
tape for input to the FSDPS and to accept, time stamp and 
record model output messages. 

4.1 Input 

The load tape provided by the Government consists of a sequence 
of time ordered messages which simulate the statistical 
characteristics of the loads specified in paragraphs 3.6.1 and 
3.13.2 . 3 of FAA-E-2683. Each record describes one transaction; 
it contains header information addressed to the driver, and 
text (transaction) to be passed to the model. The text 
consists of parameters that direct the action of the model. 
The driver must reformat the message as depicted in Figure 5 
and TiluSt pass the resulting message to the FSDPS at the time as 
specified in the input message. 

The model expects input on 136 logical ports (1-135, 137). For 
example, it treats each specialist terminal as a separate 
logical port. The vendor must multiplex, via the driver 
software, the logical ports into a smaller number of physical 
ports, each of which must be implemented as one or more 
hardware channels between driver and FSDPS. The text that the 
driver sends to the FSDPS carries the logical port number 
internally. The VIP must accept and buffer the message and 
deliver the message to the model when the model asks for it by 
logical port number. The message handed to the model by the 
VIP must have had any added data communications control 
characterers and fields removed. For each input to the model, 
the driver shall generate and write a journal entry on the 
output tape. The time field of this entry shall be the time at 
which the last character of the message vas sent to the 
FSDPS.Input messages are characterized by Input Type. Do not 
confuse Input Type with the Message Types that are specified 
for the application in FAA-E-2684. Each Input Type represents 
a particular kind of strain on the system; thus an Input Type 
may represent several Message Types. 
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4.2 Output 

On output the benchaark driver tiae staaps and verifies the 
output aessage response froa the FSDPS, then journals it on the 
output tape. Each input gives rise to one or two, aad 
s011etiaes aore than two, journal entries: 

a. to record input message delivery to the FSDPS; 

b. for aost input types, to record the aatching output 
message response froa the model; 

c. for soae input types, to record second order responses. 

Output from the aodel to the printer (Logical Port 136), and to 
Legal & Analy~is Becordin& (Logical Ports 138, 139, •••• ), must 
be written to secondary output tapes and delivered to the 
Government. The vendor can write this output on the aost 
convenient tape drives in the FSDPS. 
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5. TBI VIIIDOR IITIU'ACI PACUGI 

The interface between .odel and VIP ie etandard aero•• all 
vendore. It ie epecified in Part V of thie documentation. The 
epecification con1i1t1 baeically of the aethod by which the VIP 
i1 to invoke the aodel, and a eerie• of VIP Service lequeete 
(VSRe) which the aodel ieeuee, and which the VIP auet honor. 
The VSR1 are requeet1 for euch eervicee ae: 

o Spawn parallel proceeeina. 
o Tranefer control to another aodule. 
o Allocate reeourcee. • 
o I/0. 

The VIP'• role i1 to interface theee requeete to the vendor'• 
operatina eyetea, and to eupply any required aervicee that the 
operatina eyetea doe• not eupply. 
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6. THE MODEL 

6. L Languages 

The model is written in a high-level language referred to as 
Modeling Language (ML). It is available to the vendor as a 
listing in this language. At this level the model is the sallle 
for all vendors. The vendor is not required to read and to 
understand the ML listing of the model. If the vendor chooses 
to do so, the necessary guidance is provided in section 2 of 
Part VIII. . 

Government software referred tc as the ML Translator 
automatically translates the Modeling Language into COBOL or 
FORTRAN (referred to collectively as HOL in the benchaark 
documentation), in which form it is delivered on magnetic tape 
to the vendor. During the translation, parameterised values 
are inserted, so that the HOL delivered to the vendor is in 
some respects vendor dependent. The differences across vendors 
come under two headings; vendor options, and calibration. The 
use of an automatic translator ensures the proper control over 
the vendor dependent features. 

For testing pur~'ses the vendor can edit the HOL as desired, 
but for the official demonstration, the Government will bring a 
clean copy which the vendor shall compile without editing. 

6.2 Vendor Options 

In some places, the model allows for more than one way in which 
the application could be designed. The choice is implemented 
as a parameterized vendor option, so that the vendor can select 
which way this version of the HOL will perform. 

For the official run, the vendor shall state in advance the 
option settings to be used, and the Government will bring a HOL 
copy of the model that reflects the settings requested. During 
early development, however, the vendor may not know what values 
are optimum. If the vendor wishes to experiment without making 
frequent requests for further HOL copies, a trial version of 
the HOL model can be requested in which some of the options can 
be changed at the HOL level (Hot-editable options) or can be 
controlled dynamically by the VIP (dynamic options). The 
Government will also consider, on a case by case basis, using 
the option mechanism to tailor the HOL to a vendor's compiler 
or loading sygtem. The vendor shall justify the degree tu 
which the compiler is not standard for all versions ·of the 
mode 1. 
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6.3 Calibration 

Each .odule of the model represents a part of the application. 
Its size and CPU requirements have generally been assessed from 
experimental, prototype and operational software that already 
exists; and are expressed in the Modeling Language version by 
statements of the fora: 

o Code Length 10 Code Units. 
o Use CPU 3 CPU Units. 

Both code units and CPU units are artificial units. 

Each ~•it is converte~ to actual space or time on the vendor's 
hardware by applying a factor derived froa aeasure.ants taken 
with the Saaple Program. 

When the ML Translator translates the Modeling Language into 
HOL, it adds HOL code to bring the apace and time requirements 
up to the size that is beins modeled. Two sets of 
measurements, both on the vendor's hardware, are used by the ML 
Translator when the HOL is produced. 

a. The Sample Program (Processor Benchmark) me~surements, 
to establish a target size in the vendor's machine. 

b. Subsequent calibration measurements to establish how 
much padding code will produce that target size on the 
vendor's machine, with modeling overheads subtracted out. 
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....•.. 

7. VENDOR. TASK AREAS 

7 .1 Overview 

Figure 6 illustrates the interrelationships between various 
tasks already introduced. The vendor's work is shown broken 
down into nine task areas; the straishtforvard tasks are: 

a. 
b. 
c. 
d. 
e. 

Processor Benchaark .. asureaents 
Calibration aeasure .. nts 
Coapilins the BOL aodels 
Reading the docuaentation 
Preparins the FSDPS and driver confisurations. 

The tasks for which the vendor should budset a sisnificant 
aaount of effort: 

f. Deciding option settings (which requires a good 
understandins of the .odel and of the vendor's proposed 
deaisn) 

g. Preparins the VlP 

h. Preparins the Benchllark Driver 

i. Benchmark intesration, testins and optimization 

j. Deaons tration run 

Tasks f, g and i will be the most demanding, in tenas of both 
man-hours and caliber of personnel. Task h may be substantial, 
in teras of required effort, if the vendor must also develop 
data comaunications software for the driver. 

The major tasks for the vendor in the System Benchmark are 
discussed in parasraphs 7.2 throush 7.6. Althoush the tasks 
are described separately, a 1:1 correspondence between tasks 
and people is not intended. 

7.2 Model Mapping 

This task requires careful study of Parts III and IV. 
Pertinent statistical data will be found in Part IV. A road 
aap of the model mappins tasks is shown in Fisure 7. The ~odel 
mapper has to study both the aodel and the vendor's 
proposedsoftware architecture and must then decide both how to 
map the model to the configuration (that is, which coaponents 
to place in which processor) and what settings to give the 
various vendor options. 
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The model mapper's task will fall into two phases; study, and 
trial. During the model mapping study phase, the VIP writer 
will be requesting various HOL tapes, froa the Governaent, that 
are designed to help develop the VIP. When the VIP is ready, 
the model mapper can then request trial full scale versions of 
the model for experimentation and tuning of the model to 
achieve the best benchaark performance on the proposed FSDPS 
configuration. 

The trial versions can make use of HOL editable and dynamic 
option settings as described in paragraph 6.2. Finally, the 
model mapper shall tell the Governaent what settings are wanted 
for the HOL tape that the Governaent will bring for the 
demonstration run. Instructions for requesting HOL versions 
will he found in Part VIII. 

The magnitude of the model mapper's task should not be under­
estimated. The workshop is designed, in part, to help the 
model mapper comprehend what has to be done. 

7.3 The VIP 

Parts III and V pertain to the VIP. Part V contains the 
specifications of the VIP/model interface. The specifications 
are preceded by explanations, and followed by suggestions. The 
workshop is designed to help the VIP writer approach the VIP 
design and development effort. A road map of the VIP 
preparation task is shown in Figure 8. 

Though vendor options in the model are provided, it should be 
appreciated that the specification of the VIP leaves 
considerable latitude in the VIP for such things as scheduling 
and resource allocation. Thus, the VIP contains implied 
options which can be as important for optimizing performance as 
are the explicit options in the model. 

Various aids have been developed by the Government which the 
vendor can make use of to the extent desired. They include: 

o A listing of a Sample VIP in HL, which can be copied 
and adapted. 

o A listing of a set of debugging aids, which can be 
copied and adapted. 
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o A "Teat Model" which is for 

a. Confir.iDI that the vendor's coapiler will 
accept the Govera.ent produced HOL. 

b. TestiDI the interface between aodel and VIP by 
checking out the vsas. one by one. 

o A ... 11 scale aodel. for further testiDI on a single 
CPU systea before the full configuration is asseabled. 

The first thr~e aids listed will be provided and described at 
the workshop. The latter will be provided within ten days 
after receipt of the vendor's request or 30 days after the 
workshop. whichever occurs last. 

7.4 The Benchaark Driver 

Provided that the vendor already has adequate coamunications 
software and adequate capacity in the driver and comaunications 
lines. the tasks of writing the software for the benchmark 
driver should be straightforward. and considerably quicker than 
the two tasks just described. However. it is a separable 
task. The person responsible should read Part VI of the 
docuaentation. A road aap of the driver preparation task is 
shown in Figure 8. 

7.5 Integration 

There are three areas of integration: 

a. Hardware integration of aultiprocessors. if not 
already integrated. 

b. Operating systea integration with interprocessor 
ca.aunications. if not integrated in an off-the-shelf 
version. 

c. Integrating the ~odel. the VIP. and the drivclr. first 
into a single processor FSDPS. then into a aultiprocessor 
FSDPS. 

The benchmark docuaentation does not address the first two. 
beyond specifying the allowable hardware. Part VII should be 
read by those responsible for integration of aodel. VIP anrl 
benchaArk driver. A road aap for the integration task is shown 
in Figure 9. 
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7.6 Miscellaneous 

Instructions for the miscellaneous -tasks are in Part VII of the 
documentation. A road map of the miscellaneous tasks is shown 
in Figu·e 10. The tasks are listed in no particular or 
required chronological order. 
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PAllT III: TECHRICAL CONCEPTS 

1. IN'l'llODUCTION 

This portion of Volu.e I is Part III of an eight part docu.ent 
presenting requireaents and guidance for the Systea Benchaark. 
It assuaes the reader is fa.iliar with the introductory 
inforaation provided in Part II. Part III presents matedal 
that is a prerequisite to the understanding of Parts IV and V 
of this docu.ent. 

Many of the r.oncepts that are presented in this docuaent are 
not new. So.e of the concepts are new ways .of viewing the ways 
in which software systeas are construr • ~d and the ways in which 
they are executed and interact. All of the concepts presented 
are necessary in the synthetic prograa approach used in this 
benchaark and must be thoroughly understood by those personnel 
who are to work on the model mapping and VIP preparation tasks 
presented in Parts IV and V, respectively. Soae of the new 
terainologv may appear unnecessary to soee readers since they 
may be faailiar with different teras for siailar definitions. 
Where new terminology is encountered, it has been introduced to 
avoid the aisunderstandinas created by use of existing 
terminology which has been assigned varying meanings in various 
seg.ents of the industry. An effort has been made to provide a 
definition and in so.e cases, an illustcation of each new term 
as it is encountered. In addition a glossary of terms is 
provided in the reference material of Part VIII. 
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2. DATA AREA CONCEPTS 

This section concerns the technical concepts followed in the 
System Benchmark in the use of memory for storing data and 
working variables. 

2.1 Physical Memory 

Physical memory can be divided into that which is addressable 
by a CPU instruction in units of a word or less, for imaediate 
fetching and storing, and that which is not. For brevity, 
these two cases are referred to as main store and backing 
store, respectively, throughout all the documentation on the 
benchmark. Main store includes both core store and its more 
recent equivalents such as semiconductor memory. Main store 
may include cache memory. For the FSAS application, backing 
store is synonymous with disk. 

2.2 Abstract Storage 

To allow greater latitude in the choice of hardware 
configuration and operating system, the model has been 
developed with no mention of the physical form of memory (main 
store or backing store) or of the allocation strategies 
(virtual memory, buffered, etc.). Instead, the model refers 
only to two kinds of abstract storage; Working Space and 
Permanent Memory. ~he physical forms of storage, main store 
and backing ~tore, are only mentioned in the mapping of the 
model onto real hardware. 

The operating system is free to move pieces of abstract storage 
around physical memory as long as each piece retains its 
identity, the content of each is preserved and so that each is 
available for access when needed. Moving and updating abstract 
storage inv ... lves .L(·USekeeping, and the requirement for this 
housekeeping is different in the cases of Working Space and 
Permanent Memory. The differences in management of the two 
types of abstract storage become particularly important when 
recovery from a system crash is consider~d, and such 
considerations play an important part in distinguishing Working 
Space from Permanent Memory. The other oistinguishing 
characteristic is accessibility to the CPU. The criteria of 
accessibility and recoverability are clarified in the following 
paragraphs. 
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2.3 Working Space 

Working Space is abstract storage whose authoritative copy, or 
only copy, can be in main store when require~. Working Space 
is not, in general, expected to survive a system crash although 
in particular situations some limited recovery might be 
possible. It can be implemented as dedicated space in main 
store, as backing store space buffered to main store, or as 
virtual memory. Working Space is allocated through calls to 
the Vendor Interface Package (VIP), so that the vendor can 
control what kind and amount of Working Space, and where it is 
allocated. 

2.4 Permanent Memory 

Permanent Memory is abstract storage which need not be directly 
available to the CPU, but Permanent Memory shall survive a 
system crash, both physically and logically. By this 
definition, not only must the physical bits survive the crash, 
but their meaning must also survive; hence there must be.at 
most a negligible chance that a crash will damage the directory 
structure that identifies the data. Also by this definition, 
Permanent Memory must be accessible by another processor in the 
event of a processor crash. Main store as it is normally used 
does not qualify; bu~ backing store can, if the directories are 
suitable. However, if the vendor wishes to use main store for 
Permanent Memory, the vendor shall provide a failure mode 
analysis to justify that this use satisfies the Permanent 
Memory survivability requirements. 

As with Working Space, the allocation of Permanent Memory is 
handled through calls to the VIP which can do the allocation 
itself or pass the request through to the operating system. 
Reads and writes of blocks of data from Permanent Memory are 
likewise requested via the VIP, which can use Read/Write 
instructions (if available to it) or can invoke· the operating 
system. Therefore, the vendor plus the proposed system have 
complete control over the allocation. 

2.5 Implementation of Abstract Memories 

The vendor's general plan for the intended use of hardware in 
the MOdel 2· FSDPS shall be replicated in the benchmark. 
Therefore, the vendor shall implement Permanent Memory in the 
benchmark in a manner that reflects the design proposed for the 
final implementation. 
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A particular case adHs when the vendor proposes siailar 
iapleaentation for Peraanent Meaory and for Working Space. For 
exaaple. the vendor aiaht propose to iapleaent both in well 
enaineered -in store. or both in virtual memory. For each 
vendor that proposes such an arranaeaent. the Governaent will 
exaaine the iapleaentation technique. In pa'!'ticular. tl1e 
Govern.ent will question the intearity of the directory 
struc~ure over a system crash. In certain circumstances. such 
an arranaeaent aay. if allowed. result in fewer backina store 
transfers. 
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3. CODE COII:EP'l'S 

Tht! model has been developed in Modeling Language and is 
translated by Governaent software (HL Translator) into the high 
order language (either FORIRAN or COBOL) version requested .by 
the vendor. This section addresses the fora of the code that 
the vendor receives and the form that this takes when compiled 
and run. 

3.1 Module 

The code of the model, together with the padding that simulates 
applications code which is not yet written, is divided into 
physical pieces referred to as modules. In the model, the word 
module is used to mean a unit of code with the following four 
propert t.IPs. 

3.1.1 Unit of Code 

The module is a unit of code which is allocated space in main 
store, or is moved between backing store and main store. More 
precisely, the module is that unit of code which must all be in 
main store when any of it is executed, or (in the case of 
demand paging) will all be brought to main store by references 
to itself. Internally, the modules of the model are coded so 
that each one refers to various parts of itself; either to 
ensure that the operating system has brought all of it to main 
store, or to force the virtual memory machinery into action. 
The vendor can package modules into larger units, for moving 
around within the system; the model would be unaware of this. 

3.1.2 Internal References 

Internal references within a module (both data references and 
branching addresses) can be direct. The only occasion for 
involving the operating system should be when virtual memory or 
pagination administration is brought into play. 

3.1.3 Transfer of Control 

Transfers of control from one module to another go via the VIP. 

3.1.4 Unit of Compilation 

The module is presented to the vendor's compiler as a unit of 
compilation. 
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3.2 The Vendor Interface Package In Ca.aand 

Transfer of control from one module to another goes through the 
VIP. This gives the vendor the opportunity to invoke VIP 
housekeeping routines during the transfer to reflect two 
separate code related topics. 

3.2.1 Access to Code 

The vendor can inaert calls to fetch the code from backing 
store. This allows the code to be buffered, otherwise it must 
be resident in main store or, if the operating systea provides 
for it, in virtual memory. 

3.2.2 Scheduling 

If the compiler does not produce reentrant code, the vendor can 
insert-the scheduling that makes up for the absence of 
reentrancy. The vendor can insert housekeeping routines that 
select one copy froa a set of .ultiple copies of the saae 
module, or insert code that schedules, in a non-overlapping 
aanner, the work performed by the one non-reentrant copy. 

3.3 Representing the Application 

In its abstract Modeling Language (ML) version, the model of 
the application is broken down into small pieces, called 
cells. The vendor can have the cells combined, in the HOL 
version received, into units of code, called modules. Thus, in 
the HOL version, which is compiled and run, the unit of code is 
the module. It is expected that in mo t cases the mapping from 
cells to modules will be one to one, and therefore, that a 
module will contain exactly one cell. However, the ML 
Translator allows multiple cells to be combined into one 
module. This mapping shall be selected by the vendor as 
described in Part IV of this docuaent. 

In doing this mapping, the vendor must make various trade-offs 
between overheads, backing store transfer statistics, and main 
store. These represent real trade-offs for the final 
implementation, therefore the vendor is allowed to make them in 
the benchmark as well. There are several alternatives, each 
with important characteristics. 

3.3.1 One to One Translation 

The vendor may let cell and module be synonomous. 
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3.3.2 Module Packaging 

The vendor can package modules together into large move units. 
Thus two or more modules, as presented to the vendor's 
compiler, move around together. Transfers between them are 
stil~. via the VIP. Main store administration is simplified, at 
the expense of reduced flexibility. 

3.3.3 Combining Cells 

The vendor can request the Government to have its ML Translator 
combine cells. Thus, a module in the HOL code that is 
presented to the vendoris compiler, represents one or more 
cells in the model. Transfers of control between cells within 
a module, which otherwise would be via the VIP, now become 
internal. (The ML Translator arranges this.) By doing this, 
the vendor reduces the number of intermodule transfers via the 
VIP, but at the expense of also reducing the number of 
occasions on which the VIP can ~ain control. 

3.3.4 Combined YIP/Module 

If concerned about interaodule transfers, the vendor can 
isolate a small piece of the VIP, namely the front end that 
interfaces with the module, and package a copy of this front 
end with each module. 
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4 • FLOW OF CONTROL: THE CONCEPT 

4.1 Introduction 

With any real time systea the flow of control of each CPU is 
qufte complicated, because it is a mosaic of a number of 
simpler patterns of flow, superimposed on eac~ other. To 
understand a system one has to do two things: 

a. Identify the simpler patterns that compose this 
aosaic. 

b. Understand the reasons that lead to the particular 
fora of superiaposing. 

Over any particular stretch of real time the actual pattern of 
superimposing is to soae extent coincidental, being subject to 
the random arrival of independent events. The randomness of 
the superimposing is limited by certain identifiable 
constraints. These constraints are the key to understanding a 
syste•· The corstraints fall into two classes; those that are 
necessary because of the function that is to be performed, and 
those that are purely iapleaentation dependent. 

4.2 Functional Constraints 

The necessary constraints, which are termed functional 
constraints, can be further subdivided into natural constraints 
and coordination constraints. 

4.2.1 Natural Constraints 

It is a perfectly natural and functional constraint that w~~n a 
user types a request at a terminal, the computer should input 
the req:t'1Ft before trying to do whatever the user requested be 
done. Otherwise, the computer would be guessing what the user 
wants. In this case, it is in the nature of the function that 
input precede execution. This is a natural functional 
constraint. Whatever the implementation, the functional 
requirement iaplies that things be done in thts order. 

If one regards the system in terms of functions to be 
performed, one can perceive natural sequences, dictated by the 
natural functional constraints just described. For example, 
with real time systems of the kind being considered here, there 
is a natural sequence of functions associated independently 
with each terminal. It is usually based on the loop: 
Read-~nterpret-execute-output-Read-•••• This natural sequence 
is referred to as a Natural Flow of control. 
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4.2.1.1 Natural Flow as Used In the Model 

There are aany such Natural Flows in a real time system, 
usually one per terminal, plus a few others. These Natural 
Flows are the simple patterns that make up the mosaic referred 
to above. Natural Flows fora the basis of the model. Natural 
Flows can exist temporarily or permanently. The model is based 
on permanent Natural Flows, with vendor options to include 
temporary ones at specific points. 

The definition of Natural Flow as used in the model is as 
follows. A Natural Flow is a course of action that is driven 
by data from one or more specific sources and, for a given set 
of input data, can be represented as a sequence of unic actions 
which must be performed in a particular order. In the model, 
sources can be external inputs, interrupt timer, and other 
Natural Flows. Where the modeling is sufficiently fine grained 
to reveal alternative allowable orders, the Natural Flow spawns 
further, Temporary Natural Flows which can proceed in parallel, 
but which in themselves obey the property that their course of 
action follows a predetermined order. 

4.2.1.2 Superimposing Natural Flows 

To form a mosaic, these natural sequences, called Natural 
Flows, have to be interleaved. To illustrate with a very 
simple example, suppose a system serves two terminals (terminal 
1 and terminal 2), and that for each, indepen~ently, there is a 
natural functional constraint that A be done before B, where A 
and B each represent one module of code. Suppose also, to 
simplify the discussion, that the system does not provide 
hardware interrupts, and that each module completes its 
execution before relinquishing control. 

In an actual implementation at run time, these two Natural 
Flows can superimpose in any of the six possible mosaic 
patterna: 

A(l)-- A(2)-- B(l)-- B(2) 
A(l )-- A(2 )-- B(2 )-- B(l) 
A(l)-- B(1)-- A(2)-- B(2) 
A(2)-- A(l)-- B(2)-- B(l) 
A(2)-- A(l)-- B(l)-- B(2) 
A(2 )-- B(2 )-- A(l)-- B(l) 
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Each of these six alternative sequences preserves the natural 
functional constraint A-- B, for each terainal independently; 
that is, in all cases, A(l) is before B(l) and A(2) is before 
B(2). 

4.2.2 Coordination Constraints 

It is perfectly possible to specify a real ti.e systea (like 
the example just shown) in which, froa the functional point of 
view, the natural flows of control for the various terminals 
are entirely independent of each other. However, if their 
function also requires that they cooperate in some way (for 
example, using the saae data) then there is a new kind of 
constraint. This is a coordination constraint between the 
various flows of control, that derives froa the functional 
requirements. This is a functional coordinat i on constraint. 
Again, whatever the iaplementation, it aust be honored. 

To consider the effect of coordination constrai nts on the 
example in paragraph 4.2.1.2, suppose the functional 
specification also states that A must be done for terminal #1 
before B is done for terainal #2. (Maybe A(l) writes to a file 
and B(2) reads what was written.) Now there are two kinds of 
constraints, the natural functional constraints A-- B 
separately for each terainal as before, and the functional 
coordination constraint A(l)-- B(2). In an actual 
implementation at run time, the mosaic is reduced to the first 
five of the six possibilities listed above, because the last one 

A(2)-- B(2)-- A(l)-- B(l) 

violates the coordination constraint. 

4.3 Implementation Constraints 

The way in which Natural Flows may be interleaved aay be 
constrained for a different reason, which has nothing to do 
with the functional specifications, and can vary fro. 
implementation to implementation. There aay be conflicts 
between these flows of control, because they are competing to 
use the same working resoarces (for example, the s .. e CPU, the 
same buffer pool, etc.). 

The conflicts may be resolved quite haphazardly, being subject 
only to random arri val times. On the other hand, the order of 
execution may be constrained by deliberate scheduling; if so, 
the choice of algorithm will be systea dependent and will vary 
from vendor to vendor. This kind of constraint is called an 
implementation constraint. 
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To consider the effect of iapl.-entation constraints on the 
ex .. ple in paragraph 4.2.1.2, an impleaentation might have an 
optiaizing algoritha which conatraina A to be done to all 
terminals before B is attempted. The possibilities for the run 
time mosaic are nov reduced to: 

A(l)-- A(2)-- B(l)-- B(2) 
A(l)-- A(2)-- 8(2)-- B{l) 
A(2)-- A(l)-- B(2)-- B(l) 
~(2)-- A(l)-- B(l)-- B(2) 

A second iaplementation might optiaize, 
one terainal before attempting another. 
exa.ple, only one possibility is left: 
A{l)-- B(l)-- A(2)-- B(2). 

instead, by finishing 
In the limited 

4.4 Multiprocessina and Multiproar ... ina 

To introduce the concept of Natural Flow of contr·ol, en 
extreaely simple exaaple has been applied to a single PU with 
no interruption capability. The reader is invited to take a 
slightly more complicated example (e.g., three terminals doing 
A-- B-- C, where A, B and C are of equal duration) and apply it 
to a aultiprocessor with two noninterruptable CPUs. Then 
further constrain the solution with the implementation 
constraint that A only be done in CPU #1. 

An interruption capability usually forms the basis for 
aultiprogra.aing. Adding this allows the sequence of each 
Natural Flow to be still further fragmented, greatly increasing 
the possibilities for the run time mosaic. The effects of 
introducing multiprogramming and multiprocessing are covered in 
Part V of this document. 

4. 5 The Model 

In su.mary, the concept of the pattern of the flow of control 
of each CPU being a mosaic of s impler patterns superimposed on 
each other has been i ntroduced. The choice of actual mosaic is 
subject to randoa events, so it will vary froa run to run; but 
it is also governed by soae identifiable nonrandoa 
constraints. There are functional constraints, natural and 
coordination, which all iaplementations aust honor; and there 
are implementation constraints that will vary froa systea to 
system. The natural functional constraints 1efine natural 
sequences, or Natural Flows of control, which are the simple 
patterns whose superimposing makes up the run time mosaic. 
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The model is described priaarily in teras of Natural Flows; and 
at specific points in the descriptions of these Natural Flows 
there ar~ statements that coordination is required with other 
Natural Flows. The model is described this way because these 
are the iapleaentation independent constraints on the oxder in 
which things are to be done. These constraints have to be 
honored in all implementations. Hence they are common to all 
implementations. Any other constraints may vary from 
implementation to implementation. 

Natural Flows with siailar properties are also referred to as a 
family of Natural Flows. As an example, if there are 91 
specialist terminals, then there will be 91 parallel and 
independent threads of action. Each separate thread of action 
is a separate Natural Flow. Thus, there are 91 Permanent 
Natural Flows serving specialist terainals. However, all 91 
have similar properties, and have the same choice of routes 
through the code. The set of similar Natural Flows is referred 
to as a family of Natural Flows. 
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5. FLOW OF CONTROL: MAPPING TO VENDOR SYSTEMS 

It was stated in the last section that the model specifies only 
those co~straints on the order of execution which are function 
oriented. The order of execution can critically affect the 
responsiveness of a real time system. Therefore, it is 
important that the benchmark model the order of execution that 
the eventual implementation will follow. The construction of 
the model with the basic minimum of time oriented constraints 
provides tLe necessary latitude in the order of execution 
needed to map the Model in a simulation of the implementation. 

The question of mapping to vendor systems is treated thoroughly 
in Parts IV and V of this document. This section gives a 
general overview. 

5.1 Spectrum of Operating Systems 

Systems difFer from each other in the order in which they do 
things. The differences are important. Internally, they often 
reflect differences in structure. Externally, these 
differences are important because of their effect on response 
time. In a batch mode, the order of execution is subordinated 
to considerations of throughput, because relatively lengthy 
turn around times are tolerated. In a real time system, . 
however, the concern is response times, and here the order in 
which things are done can have a critical impact, both directly 
and indirectly. Directly, a response can be needlessly delayed 
if less urgent work is given equal or higher priority. Less 
obvious, but also important, the order in which things are done 
is closely related to the strategy of getting material into 
main store; if material is not in main store when it is needed, 
then response times degrade. 

Real operating systems do not fit into neat categories. 
Nevertheless, concerning the order in which things are done, a 
broad spectrum of characteristics exist. In general, it is 
true that nperating systems dispatch things to be done, on the 
basis of priority. The question is, "What is the enti.ty to 
which priorities are attached?". In considering the nature of 
the entities that enjoy priorities, a broad spectrum can be 
observed, with particular systems at particular points in tne 
spectrum. 

At the snort end of the spectrum are systems in which 
priorities are associated with modules of code. In such 
systems, modules assigned a high priority tend to serve all the 
users who are waiting for their services, before they 
relinquish the CPU. 
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In the middle of the spectrum are systems in which priority is 
associated with a short lived entity which is not a piece of 
code. The word task is commonly used for this entity; so t~ a 
certain extent is the word process. This entity corresponds to 
a short lived Natural Flow, or to a phase in the life of a 
Permanent Natural Flow. 

At the long end of the spectrum are systems in which priorities 
are associated with entities of permanent duration which are 
not pieces of code. This .entity corresponds very closely with 
the Natural Flow as it is employed in the benchmark model. In 
the real world, examples of it are found under both names; task 
and process. 

5.2 Mapping to the Proposed Implementation 

Implementation, in this section, refers to the vendor's 
proposed implementation of the application, not the 
tmpleme~tation of the benchmark. As a purely paper exercise 
the following discusslon shows how, for various types of 
operating systems, the model can represent an actual 
implementation. 

The model is comprised of a large number of Natural Flows, 
proceeding in parallel, and proceeding independently of each 
other except where functional coordination is specified. In an 
actual implementation, it may be hard to discern these Natural 
Flows, because they are so camouflaged by implementation 
constraints. Nevertheless, they will be present in all cases. 
The main difference between implementations will lie in the 
manner in which the superimposing is worked out. This is 
influenced heavily by the type of dispatching which the 
operating system supports. 

A simple example will illustrate the kind of mapping that is 
involved. Consider a system in which the model is composed of 
three Natural Flows, each of which cycles around the same loop 
of modules, A--B--C--D-- A-- ••• ,and in which there are no 
functional coordination requirements. Also, so as not to 
confuse the issue, assume that there is only one CPU and, 
furthermore, that when an interrupt occurs, the current module 
is allowed to complete serving the current Natural Flow. 

Figure 11 shows how this simple model can map to typical 
systeMs at the three different points in the spectrum 
identified in paragraph 5.1. Real time is from left to right 
in the figure. The vertical axis has no significance, so is 
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Exaaple: take 3 Natural Flows (NFl, NF2, NF3) 
4 Hodulea (A, B, C, D) 
each Natural Flow is as follows : 

A-+B ~C-+D -+A+--- · 

NFl-+A(l)-+ B(l)~(l) ~ D(l) -+------------- ·-----+ --- ·· -- --· ------- --·-· -···· 

NF2-+--------- ·--------- ---lA(2)--+1(2)-+C(2)-+- D(2),--- ·- •... _.. .. ..•. .. •··•· ··· 

NF3___.- -- ·- ·· -- · ------- ·-+ · · · · ·- ·- • · - --------- --- - ·---~(3)-+B(3)+C(3)+ D(l)-·· 

PROCESS! 1 PROCESS 2 PROCESS 3 

FIGURE ll(A) IMPLDIENTATION 11 ("LONG END" OF SPECTRUM) 

NFl ...... A(l)~·B(l)l· ·· • .• - -- ......... ----- --·rC(l)-+ D(l)~--~---- -----.- .. - ·--­

NF2-+ --------L.A(2)-+-B(2>-y--------- ----------..l.c(2)-+D(2) -··-+--·­

NF3~---------- ---- -------~(3)--+8(3 -------- ---~---+- ----- 'l:.:c(3)-+D(3) 
~ ~ 
~n ~n ~n ~n ~n ~n 

FIGURE ll(B) IMPLEMENTATION #2 
("MIDDLE" OF SPECTRUM; SUPPOSE A + B • TASK X, C + D • TASK Y) 

NFl-+A(l)l--+- ------JB(l)-r--~ -- -fC(l>"l·-··-+--···-·r D(l)1-------­
NF2___. •• --l...,.<2r,--+ ------ --1..(2),------ -~-l.cc2~------ ------ L.D(2~--­
NF3-+---- ----- ~<3 ------+· ---L.Bo .-----+ ----- L.c(l) ------------I...DmJ 

MODULE A MODULE B MODULE C MODULE D 

REAL TIME-
FIGURE ll(C) IMPLEMENTATION #3 ("SHORT END" OF SPECTRUM) 

FIGURE 11 
MAPPING NATURAL FLOWS TO THE EVENTUAL IMPLEMENTATION 
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used to iaprove the clarity. Each Natural Flow is shown on a 
line by itself, to make its internal sequence aore obvious. 
The solid arrows trace the flow of control of the CPU, and the 
dotted lines trace the sequence of each Natural Flow. 

Start, in Figure ll(A), with the siaplest case of aapping; 
mappin, to the long end of the spectrua. In this case, the 
aapping is to a sy@~ea in which the entities that are 
dispatched, on the basis of priority, correspond exactly with 
Natural flows. This entity is referred to, in real systems, 
both as a task and as a process. In the model, a different 
lera, the Natural Flow, is used because the model is at a 
different level of description (i.e., before aapping rather 
than after mapping). The Natural Flow is a concept used in the 
model to describe the functional tiae ordered relationships 
between modules in a vendor independent aodel. It is 
convenient to liait the use of the words task and process to 
the iaplementation level; to the entity to which, if it is 
implemented suitably, the Natural Flow so conveniently maps. 

If there are no other iapleaentation considerations, such as 
whether the material is in main store, etc., then the 
implementation at run tiae for the long end of the spectrum 
will follow the time order pattern of Figure ll(A), or one of 
five siailar patterns. The six randomly selectable patterns, 
of which this one, differ only in the order in which the 
Natural Flows are served. For example, a second pattern is 
obtained by interchanging Natural Flows 1 and 2. Note how tbe 
sequence A-- B-- C-- D is honored as an uninterpreted sequence 
for each of the Natural Flows. 

In Figure ll(B) it is shown how the same aodel could map to the 
middle of the spectrua. This is based upon priority based 
dispatching of tasks: the word being used in its most frequent 
sense, of something to do of short duration, that is performed 
by a sequence of selected modules. 
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Suppose that the functions required of the system divide 
naturally into two groups, one performed by modules A and B, 
and the other performed by modules C and D; and that a group 
executed on behalf of a Natural Flow represents an entity 
holding a priority. Let such a group be referred to as a 
task. The model then has six tasks to perform, and 90 
legitimate orders in which they can be done. If there are no 
other implementation considerations, then the run time order of 
execution will be the one shown, or one of 89 similar orders, 
depending on how priorities are set. The individual sequences 
A-- B-- c-- D, one for each Natural Flow, are now partially 
obscured; but note how each one is still honored. 

Figure ll(C) shows the mapping to the short end of the 
spectrum, where the entity that is priority dispatched is a 
module of code (or a one module task). A is performed for each 
Natural Flow, then B for each Natural Flow, then C, then D. 

If there are no other implementation considerations, then the 
order of execution will be as shown, or one of a large number 
of similar patterns (once again there is a random selection of 
patterns, depending on the order in which the Natural Flows are 
served). The individual sequence for each Natural Flow is 
still further obscured, but note that it is nevertheless still 
honored. 

The first of the three cases was clearly the simplest to map; 
and any design which is based on long-lived processes gains 
thereby in simplicity. However, it is not the role of the 
benchmark to prejudge the vendor's choice of system design. 
The benchmark is designed to allow all reasonable mappings, and 
to let the resulting response times be the judge. 

An actual implementation may not be based on Natural Flows, and 
the designer may not be conscious of them during the design 
effort. Nevertheless, if the design is functionally correct, 
then the Natural Flows will be present, however camouflaged . 

5.3 Happing the Benchmark Representation 

As a paper exercise, it has been demonstrated how the model, 
composed of Natural Flows and modules of code, can map to the 
kind of implementation that the vendor is likely to produce, 
based on the type of operating system used. It will now be 
discussed how this is represented in the benchmark run. 
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To obtain a fair result, the synthetic modules in the model 
must be exercised in the same order that their real counter­
parts will be exercised in the final implementation. The 
mapping just described, between model and final implementation, 
must be enacted in a translation between the model on paper and 
the running model. The mapping, which is vendor dependent, is 
achieved at benchmark run time by the VIP. 

As a Natural Flow proceeds, the model calls on the VIP for 
various services. In particular it goes through the VIP 
whenever it passes from one. module to another. At all these 
points, therefore, the VIP has the opportunity to intervene. 
These represent the points at which a real operating system 
would be able to intervene, except for one further and 
important form of intervention. 

In most systems, but not all, the operating system is able to 
h.tervene at a hardware interruption, and this can be an 
important occasion for scheduling. If the mechanism is 
available for the real implementation, then it must also be 
available to the vendor at benchmark run time. 

Thus, the VIP is in control at all the points where a 
scheduling decision might be required. It is in a position to 
force whatever type of superimposing of Natural Flows will 
fairly represent the intended implementation. Whenever it is 
in contcol, the VIP can address the question, "Which module 
next, and on behalf of which Natural Flow?". In the particular 
example of Figure 11, it would address the question at each of 
the solid arrows. With suitable answers to this question it 
can create whatever run time mosaic is appropriate. 
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S. RELATIONSHIP BETWEEN THE VARIOUS ELEMENTS 

6.1 Modules and Natural Flows 

It should be clear from the above that modules of code and 
Natural Flows are different at all levels, including the 
con~eptual level. A Natural Flow will pass through many 
modules; many Natural Flows can use the same module. The 
vendor is free to choose how a module can serve many Natural 
Flows. For example, the vendor can use reentrant code, or 
schedule the Natural Flows_one at a time through each module, 
or implement multiple copies, with one copy dedicated to each 
Natural Flow. 

6.2 Working Space 

Working Space is allocated by the VIP in response to calls that 
originate from within modules. However, the Working Space is 
not allocated to the module; it is allocated to the Natural 
Flow for which the module is currently acting. 

This becomes relevant when Natural Flows interrupt each other. 
The allocated Working Space is carried by the Natural Flow as 
it makes its progress through the various modules. If the 
progress of a Natural Flow is interrupted then the correct 
~lorking Space must be present again, unaltered, at its 
resumption. The accessibility of the Working Space can be 
regarded as physical evidence of the proper continuity of the 
(interrupted) thread of the Natural Flow. 

As an example, consider a Natural Flow which uses three modules 
A, B, and C, in that older. Furthermore, suppose that it owns, 
throughout, a piece of Working Space which it refers to as WSi; 
and that a second piece which it refers to as WSj is acquired 
by module A and released by module c. 

The individual Natural Flow is depicted in Figure 12(A), where 
real time moves from left to right, and where the vertical axis 
is used to increase the cl~rity. A Natural Flow has a line to 
itself, with a solid bar indicating execution by a module . 
Each piece of Working Space also has a line to itself; in this 
case the solid bar indicates accessibility to the Natural Flow. 

If two such Natural Flows are superimposed, then there are four 
pieces of Working Space; WSi(l) and WSj(l) are owned by Natural 
Flow #1, while WSi(2) and WSj(2) are owned by Natural Flow f2. 
Two instances (one of each Natural Flow) of Figure 12(A) are 
now superimposed: a typical result of superimposing might be 
as shown in Figure 12(B). 
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~: 2 Identical natural Flows : :IPl and lfF2 
3 !·lodules A, B, C 
Working Space : 

:OSi own~d t hrouguout the Natural Flow 
:./Sj aquired by A, relea~cd by C wit:t in t ite :latural Flov 

NF 

WSi ACCESSIILE 

WSj ACCESSIBLE 

NFl 

NF2 

A I c 

FIGURE 12CA) 
INDIVIDUAL NATURAL FLOW 
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NOTE: 4 diffe rent ite .. of WS : WSi(l) , W51(2), WSj(l), WSj(2) 

REAL TIME-

FIGURE 12(8) 
TYPICAL EXAMPLE OF RUN· TIME SUPERIMPOSING 

FIGURE 12 
WORKING SPACE ALLOCATED TO NATURAL FLOWS 
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The point to observe is that, while a Natural Flow is 
proceeding, ita Working Space is accessible to it, as if there 
had never been an interruption. When the VIP decides that 
aodule X .uat now execute on be~alf of Natural Flow N, this 
means that it must do two things. First it must make Natural 
Flow N'a Working Space accessible to it, then it passes control 
to module X. 

6.3 Pemanent Me.ory 

It has not been found necessary to associate Permanent Memory 
exclusively either with modules or with Natural Flows. The VIP 
is merely required to recognize the distinction between 
"allocated to the model" and "in the VIP administered free 
pool". The aodel requests Permanent Memory apace from the VIP 
then adainiatera the apace it has received. The administrator 
within the model could be a ~atural Flow created for the 
purpose, but for the FSAS application this has only been found 
to be necessary for certain file operations. 

6.4 Coordination 

The subject of coordination is treated thoroughly in Parts IV 
and V of this document. It is mentioned here because it 
provides another example of the central role played by the 
Natural Flow. Coordination is between Natural Flows, not 
between modules. Two methods of coordination are used. One is 
explicity oriented to Natural Flows; one Natural Flow names 
another and initiates ita resumption. In the second method, 
Natural Flows access shared working apace and expect the VIP to 
manage the access. 

The request to gain or relinquish sole access to a shared 
working space is issued by a module, so it is tempting {and 
easy) to associate the access right with the module, but such 
association would be false. Conceptually, access right is 
gained and relinquished by Natural Flows. At the 
imple.entation level, when the module issues such a request, it 
does so on behalf of the current Natural Flow. This becomes 
important when there is potential conflict. When there is a 
request to gain access to a shared working space that is 
already in sole access to another Natural Flow, the would be 
accessor is kept waiting. But the would be accessor is a 
Natural Flow, not a module. The Natural Flow is therefore 
halted; the module is not. The module is free to continue 
executing as long as there are unhalted Natural Flows that 
require ita services. 
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7. SUMMARY 

This part of the document has introduced the abstract elements 
which provide a basis for the aodel of part of the FSAS 
application as a vendor independent ~odel. The abstract data 
areas, Working Space and Permanent Memory, aap to various 
physical forms, and various allocation strategies, at the 
choice of the vendor. The modules of code in the model are 
implementable as reentrant or not, single or multiple copies, 
resident in main store (or in virtual memory) or explicity 
buffered (overlayed). For· the order of execution, on which 
response time and main store allocation critically depend, only 
the necessary functional constraints are specified. The 
simplest way to express them is via Natural Flows and 
functionally required coordination between Natural Flows. At 
benchmark run time the VIP maps the Natural Flows onto the 
orde~ of execution that is most suited to the vendor's syste~. 
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