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PlBT 1!L TBI !OD!t OP Tft! lPPLIClTIOI 

1. II~BODOCTIOI 

Part t• assuaes the reader bas already read Parts II and 
III. It is addressed to three persons: 

(1) ~o the person responsible for aapping the aodel to 
the •endor•s configuration (referred to as the aodel 
aapper). 

(2) ~o the •endor Interface 
finds a need to understand 
the •IP writer). 

Package (VIP) writer who 
the aodel (referred to as 

(3) ~o the person who is responsible for integration and 
who finds a need to understand the aodel (referred to 
as the bencbaark integrator). 

Part I• is not directed towards the person responsible for 
coapiling the aodel as deliTered by the GoTernaent. 
Directions for this task will be found in Part •III, section ... 
~be aodel can be approached in either a top-down or a 
bottoa-up direction. ~bose who prefer the bottoa-up 
direction are referred to the nodeling Language listings 
(see appendix C) because the ROL •ersion is not designed to 
be readable. RoweTer, the ftodeling Language listings are 
only designed to be reaaable at the leTel of the indiTidual 
cell. ~bey do not atteapt to desr.ribe the higher le•el 
structure into which the cells fit. ~bose who are able to 
take the top-down approach are well adTised to do so. ~his 
docuaent describes the aodel in such a aanner. For the 
top-down reader, the ftodeling Language listings aerely 
proTide additional detail. WbateTer the reason for reading 
~be ftodeling Language lis~ing, read Part VIII section 2 
first. 

Part IV is organized so that if one reads forward through 
sec~ions 2 ~o 6 one will s~art froa the siaplest o•erTiew 
and descend steadily through increasing detail. ~he VIP 
wri~er, or the benchaark integrator, who wishes to 
unders~and the aodel and who prefers the top-down approach, 
should read forward until satisfied that enough is 
understood. If the bo~toa-up approach is preferred, Part IV 
will no~ be as helpful. 

The aodel aappers ~ask is ~o address 
~he answers to soae of the questions 

_,_ 
a set of questions. 
are proTided to the 



GoYernaent, and they are reflected in the BOt •ersion of the 
aodel that the Yendor receiYes; for ezaaple, the settings of 
Yendor options are proYided. The answers to the reaaining 
questions are passed to the fiP writer, who arranges to 
iapleaent thea; for ezaaple, which processor a particular 
lataral ~low is to operate in. l saaaary guide to the aodel 
aapper•s task is proYided in lppendix B. The aajority of 
this docuaent is aiaed at giYing the aodel aapper an 
understanding of the aodel, so that the answers arriYed at 
do justice to the Yendor•s configuration. 

The aodel aapper can approach this docaaent in any of three 
ways: 

( 1) 

(2) 

Tbe aodel aapper can read forward to 
top-down aanner, an understanding of 
lppendiz B can then be used as a check 
the aapping process. 

gain, in a 
the aodel. 
list daring 

llternatiYely, 
read the aain 
arises. 

one can start fro• lppendiz B, 
sections of this part as the 

and 
need 

(3) ls a coaproaise, the aodel aapper can read forward 
part way, first, until coafortable with the aajor 
structure of the aodel and the aore iaportant 
concepts inYolYed. Then the aodel aapper can proceed 
as in alternatiYe (2). 

The reader who cannot understand or absorb eYerything on a 
first reading need not feel discouraged. It is anticipated 
that generally, se•eral passes will be required. In 
particular, soae readers aay find it helpful to aake a first 
pass of section 6 before aaking a serious study of section 
5. To help the reader absorb the aaterial quickly, special 
syabology has been deYeloped for the figures. To aYoid 
clatter, the legends are not repeated, so the reader should 
take note of each new syabol as it is introduced. lote that 
the figures showing the aodel as a whole haYe a standard 
arrangeaent. 

References are aade at Yarious points in Part If to the fiP 
and serYices it aast proYide. Each reference to •tP 
serYices is to the •tP and the underlying systea (operating 
systea). 

-2-



Pigare 1 shows the interrelationships of Tarioas ter•s that 
are introduced in tbe following sections. So•e readers •ay 
find it helpful to relate eacb ter•, as it is introduced, to 
the cbart. It will be seen tbat at the highest leTel, there 
are two alternatiTe ways in which the •odel can be regarded 
as diTided; ti•ewise into Execution Phases, or functionally 
into Functional Areas. 

2.1 !I!COTIOI PRlS!S 

Tbe aodel executes in three consecutiTe phases: 

(1) Tbe !odel Initialization Phase 
(2) Tbe fteasured Period 
(3) Tbe !odel Ter•ination Pbase 

Only during the •iddle pbase is tbe Tendor•s perfor•ance 
being •easured, so naturally this is the phase which 
attracts the •ost interest. Tbe diTision of tbe total ran 
into tbree pbases is only of interest wben describing the 
oTerall structure, and when considering starting and 
stopping. All otber discussion applies by default to the 
!easured Period. 

2.2 FOICTIOIAL.ll~ 

!acb Functional Area consists of a set of •odel co•ponents 
(cells, latural Plows, Working Space, Per•anent !e•ory) 
wbicb together perfor• tasks related to tbat Functional 
Area. !acb Functional Area is like a s•aller •odel, witbin 
tbe •odel, tbat perfor•s a specific set of tasks. Tbe •odel 
is diTided into 1' Functional Areas. ~be runctional Areas 
and tbeir basic functions are identified in tbe following 
subparagraphs. 

2.2.1 Top LeTel 

Tbe Top LeTel Functional Area controls the !odel 
Initialization Pbase, then initiates tbe fteasured Pe~iod. At 
the end of tbe bench•ark run it takes OTer control again for 
tbe !odel Ter•ination Phase. 

2.2.2 Specialist Interface 

The Specialist Interface Functional lrea proTides the 
interface between the hu•an user (specialist) and the 
•arious functions proTided by the application; that is, it 
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in~erpre~s ~be user's requests aDd i~ iDi~ia~es ~be required 
fuDc~ioDs in response ~o ~be•. 

2.2.3 DOl~ ID~erface 

~be DOl~ ID~erface ~uDc~ioDal lrea proYides aD in~erface 
si•ilar ~o ~be Specialis~ In~erface for ~be users of ~be 
Dir~c~ User access ~eraiDals. I~ serYes bo~b ~be s~aad 
aloaa ~er•iaals and ~bose ~ba~ are coloca~ed in groups. ~be 
gro~ps are referred ~o iD ~be aodel as DOl~ clus~ers. 

2.2.~ Jadar ftanaqeaen! 

~be Radar ftanageaen~ Puac~ioaal area proYides the func~ion 
of in~erroga~ing ~be local wea~ber radar si~es, and upda~ing 
~be local radar da~a bases a~ ~be lPSSs. 

2.2.5 co••on SerYice Inpu~ 

~bough ~be inpu~ fro• llDII arri•es on one physical por~, i~ 
origina~es fro• seYeral sources, so i~ is aodeled as 
arriYing on seYeral logical ports. ~his Punc~ional lrea 
adainis~ers the arriYal of each inpu~ and forwards i~ 
appropria~ely. 

2.2.6 ~iae ftanaqeaen~ 

The Tiae ftanageaent Functional lrea adaiais~ers ~be 
scheduling of eyen~s, such as ~be issuing of aircraf~ 
o•erdue aler~s, for ~he cases where the schedule of eYen~s 
aus~ not be los~ as a result of a sys~e• res~art. 

2.2.7 Graphics ftanaqeaea~ 

The Graphics ftanageaent Functional area adainis~ers the 
arriYal of graphic data froa lPOS and its dis~ribu~ioa ~o 
each lPSS and ~o each DOlT cluster. 

2.2.8 Plight Plan ftanaqeaen! 

The Plight Plan ftanageaent Functional lrea 
Plight Plan Data Base, ~ha~ is, ~be central 
plans, as opposed to copies being held 
indiYidual specialists. 

---

adainisters ~be 
record of fligb~ 
for updating by 



2.~.9 Route coa•ersioa 

~he Route CoaYersioa Paactional lrea translates a pilot's 
descriptio• of a route of flight into a list of weather 
reportiag points. 

2.2.10 Weather nanageaent 

~he Weather Ranageaent Panctional lrea adainisters the 
weather files and the file of 10~1! reports. 

2.2.11 Ressage nanaqeaegt 

~he Ressage Ranageaent Panctional lrea adainisters the pool 
of aessages to be displayed at indiYidaal specialist 
terainals, and arranges their deliYery. 

2.2.12 C01109 SerYice Ogtpat 

The Co11on SerYice oa·tpat Panctional Area adainisters 
spooled oatpat. This includes output to IIDII and to the 
local printer. 

2,2.13 Legal & .analysis Recording 

The Legal S Analysis Recording Panctional lrea adainisters 
the output of all audit trails that are required for legal 
and analysis purposes. 

2.2.1' Data Base Ranage1ept 

The Data Base Ranageaent Panctional Area proYides tbe basic 
adainistration of all uses of Per1anent neaory. 

~CORPOIEITS OP THE BODEL 

3.1 G!!IERAL 

Part III introduced the four aain coaponents oat of wbicb 
tbe aodel is cons~ruc~ed, that is: 

Cells 
latural l'lovs 
Working Space 
Peraanent neaory 
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• The unit of code is, for •odeling purposes, the cell, 
and for co•piling purposes the •odule. lny nu•ber of 
cells can be contained (a~ •endor option) in each 
•odule, and each cell can be contained (at •endor 
option) in any nu•ber of •odules. 

• The •odel is ezecuted in ter•s of latural Plows. Bach 
latural Flow is a succession of cell ezecutions on data 
fro• a specific source; ezternal input, hardware ti•ed 
interrupt, or another latural Flow. The basic •odel 
uses Per•anent latural Flows only, but to increase 
parallelis• the yendor has options at se•eral points to 
ha•e Teaporary latural Plows spawned. 

• Data is held in Working Space, and in Peraanent fteaory 
records, both of which are allocated by the YIP, on 
deaand froa the aodel. Whene•er a latural Plow that is 
ezecutinq requires a particular Working Space to be 
accessible, that Working Space aust be directly 
accessible to the instructions ezecuted by the aodel. 
~he Working Space need not sur•i•e systea failures. 
Peraanent fteaory on the other hand aust surYi•e systea 
failures (and so aus~ the aeans of identifying its 
contents), but it need not be directly accessible to 
ezecuting code, since each record is brought into a 
Working Space whene•er it is used. 

~bus, tbe aodel is coaposed of latural Flows, which ezecute 
in cells, and use Working Spaces both for •ariables and for 
holding copies of Peraanent fteaory records. 

Bach latural Plow, each cell, each Working Space, and each 
Peraanent fteaory Record, is associated with a particular 
Functional lrea, so (with two i•portant ezceptions) one can 
regard the aodel as diYided into ,, aini aodels opera~ing 
concurrently, each haYing its own set of latural Flows, 
cells, Working Space, and Peraanent fteaory records. The two 
ezceptions are: 

(1) The latural Plows of one Functional Area can operate 
for short periods in the cells of another Functional 
lrea. 

(2) soae of ~he Functional lreas do not ha•e a full 
coapleaent of coaponents. For ezaaple, the Functional 
lrea called Plight Plan ftanageaent does not ha•e its 
on latural Plows.. Its cells are ezercised by 
Yisiting la~ural Plows fro• another Functional Area. 
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3.2 CBttS 

~he aodel contains 139 cells, 115 of which are used in the 
!easured Period. Table 1 shows the distribution of cells 
aaong the 1• Punctional Areas. Since the cells differ 
considerably in size, one fro• another, the actual nuaber of 
cells is of liaited significance. Juabers are gi•en in the 
table only to proYide a first OYerYiew. 

In the ftodeling Language listing of the aodel, the cells are 
presented by Punctional Area, the Functional lreas 
theaselYes being presented in the saae order as in Table 1. 

Por auch of the wort, the aodel aapper will not need to 
descend to the leYel of the indiYidual cell. 

3.3 JATOBlL PLOWS 

3.3.1 G!Deral 

The PSIS application is aodeled by the parallel e•ecution of 
Jatural Plows. Jatural Plows are either Peraanent or 
Teaporary. The Teaporary Jatural Plows are optional and are 
discussed in paragraph 3.3.6. Of the Peraanent Jatural 
Plows, there are 4 single Jatural Plows and 8 faailies of 
Jatural Plows. Since the size of three of the faailies is a 
yendor option, the total nuaber of Peraanent Jatural Plows 
will Yary froa Yendor to Yendor. The ainiaua is 151, see 
Table 2. 

Bach Peraanent Jatural Plow is associated with a Punctional 
lrea, in that: 

• It. is born in a cell belonging to that Functional lrea. 

• Either it ne•er leaYes the cells of that are~ 
or, it returns to the cells of that area after 

perforaing each task•. 

* Jote: In Part IV the word •task• is used in a general 
sense, for a •unit" of work. 
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• It perfor•s tasts t~at are fanctionally releYaDt to 
that Functional lrea. 

~ble 2 shows the distributioa of Per•anent lataral Plows 
between Punctional lreas. lote that tbroaqboat the •odel 
t~e ter• w ••• Ranaqe•ent" is used for Puactional lreas, and 
t~e ter• "···· Raaaqer" (a•onq others) for latural Plows.. 

3.3.2 P!rlapeRt latqral Plows 

lside fro• beinq qroupe4 by Punctional lrea, the Per•anent 
latural Plows of the •o4el can also be classified according 
to wbet~er they are: 

• 'fbe ancestral latural Plow .• 
• Pri•e source latural Plows. 
• Ser•ice latural Plows. 

l latural Plow is 'efine4 as a sequence of actions 4riYeD by 
4ata fro• a specific source. ~be ancestral latural Plow is 
best reqar4e4 as in a class by itself. Pri•e source latural 
Plows are those that are 4riYen by 4ata froa soae external 
source (hardware ti•er or external I/0). SerYice latural 
Plows are those that are driYeD by 4ata fro• other latural 
Plows. 

Each Puctional area can be considered as Pri•e Source or 
Ser•ice, corresponding to it.s lataral Plows. 'fbe 'fi•e 
Ranaqe•ent Panctional area is associated' with both, ba•inq 
both a Pri•e source ana a serYice lataral Plow. 

3.3.3 ancestral latural Plow 

'fbe ancestral lataral Plow is associated' with the ~op Le•el 
Punctional lrea ana is spawned by the YIP to start the Rodel 
Initialization Phase. Daring the Rodel Initialization Phase 
it spawns the other Per•anent la~aral Plows and coordinates 
their initialization. It plaTs no part in the fteasared 
Period. 

'fbe ancestral latural Plow is aqain actiYated at the start 
of the Ro4el 'feraination Phase. 'fbe ranninq of the •odel 
terainates as follows. Each of the Priae Source latural 
Plows recei•es a S~op Bencbaart direc~iYe. Por the input 
dri•en latural Plows this directiye is a aessaqe on the 
scenario load ~ape. ,.be fora of the d'irecti•e for the 'fi•e 
Ranaqer latural Plow is described in paragraph 3.3.·'·'· 
Each Priae Source latural Plow waits for the death ol ••Y 
'feaporary latural Plows that it bas spawned', ana for the 
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coapletion of any tasts tha+. it has reques~ed froa SerYice 
latgral Plows. ~hen it sends a signal to the ancestral 
latural Plow and stops. 

~he Reasured Per iod ends when the first Stop Bencbaart 
directiYe arriYes at the aodel. When all Priae Source 
latural Plows baYe signaled •end of bencbaart•, the 
ancestral latural Plow aakes procedure calls to the coaaon 
SerYice output Functional area. ~his procedure call is aade 
once for each of the logical output ports, to signal that no 
aore output will be generated. When each of the output 
driYers has eaptied its spool, it sends a signal to the 
ancestral latural Plow, then stops. ~be saae happens for 
Legal & analysis Recording. 

Pinally, the ancestral latural Plow issues a •IP Ser•ice 
Request (•SR) to infora the .XP that the aodel run is 
coaplete. 

3.3., Priae source latural Plows 

~be Priae Source latural Plows are: 

• ~be faaily of Specialists. 
• ~be faaily of DUa~s. 
• ~he Radar ftanager. 
• ~be two faailies for coaaon SerYice Input Functional 

area (the Input DriYers and the Input Distributors). 
• ~he Tiae !anager. 

3.3.,.1 Specialists 

~here are 91 Specialist latural Plows, one per specialist 
terainal. Each is born and initializes itself aaonq the 
cells of the Specialist Interface Functional lrea, then 
cycles endlessly. ~he basic loop, which is contained in the 
cells of the Specialis~ Interface Functional lrea, is 
depicted in Pigure 2. ~be functions of the loop are; 

• Read fro• terainal, 
• Interpret request, 
• "Do it•, and 
• Output to terainal. 

~he Specialist latural Plows respond to 17 input types that 
are listed in Table 3. For soae of the input types, •Do it• 
inYolYes only the execution of Specialist Interface cells. 
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Por ot~ers, it iDYOlYes proce4are calls to cells 
PaDctioDal lreas. ~bas, the Specialist IDterface 
Plows execute both iD their "boaew PaDctioDal &rea 
other PaDctioDal Areas. 

of other 
lataral 

aD4 1D 

Plgare 2 also iDtro4aces soae of the staD4ar4 syabology that 
is used iD aaDy of the beDcbaart diagraas: 

• Shaded area represeDtiDg the code of a PUDctioDal &rea. 
• SiDgle liDe arrow represeDtiDg a oDe-way path of 

coDtrol. 
• Doable liDe arrow represeDtiDg a two-way path of coDtrol 

(go aDd retarD). 

Pigure 3 shows the pa+.terD of flow iD respoDse to ODe of t~e 
iDput types, PilePligbtPlaDPro.CoDYersatioD. Pigures lite 
this oDe are iDteDded to s~ow tbe rea4er, at a glaace, w._t 
areas of the ao4el tbe latural Plow goes to iD respoDse to 
eac~ iDput type. ~his particular figure s~ows that wbeD a 
Specialist lataral Plow reads a aessage of iDpat type 
PilePligbtPlanProaCoDYersation, t~e latural Plow leaYes its 
"boaew loop witbiD t~e cells of the Specialist Interface 
PuDctional &rea, aDd aates procedure calls to Plight Plan 
!anageaent. Proa there it aay (4epeD4ing oD paraaeters in 
the scenario aessages) aate farther proce4ure calls to 
Coaaon SerYice output aDd to ~iae!anageaent. Proa seYeral 
places, it aakes proce4ure calls to the PunctioDal &reas 
tegalSAnalysis•ecordiDg aDd DataBase!angeaent. Calls to 
these two are aa4e froa so aaDy places that special 
syabology is dedicated to thea. lote t~e legeDd in Pigure 
3. 

~be reaainiDg Priae source latural Plows ba•e patterDs of 
flow that are broadly siailar to this; naaely, a basic loop 
looking for work to do, plus excursioDs iDto other 
Functional lreas to perfora tbe requested actions. 

~be Yendor aay not necessarily need to understand each cell; 
boveYer, looking at selected detail aay help to establish 
tbe o•erall picture. ~his aay be accoaplisbed by readiDg 
soae of tbe !odeling LaDguage listing at a fairly cursory 
leYel. ~be yendor could start, for exaaple, froa the cell 
Initializespecialist and trace a path of a lataral Plow that 
is born in that cell. 
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~he '0 DOl~ latural Plows follow a pattern of behaYior wbicb 
is si•ilar to a subset of that for the Specialists latural 
Plows. ~ey respond to 1' input types that are listed in 
~able 3. 

3,3.,.3 Radar nanaqe•ent 

~be Radar ftanager latural Plow follows the 
pattern of beba•ior as the Specialist aBd 
Plows, except that, since there are oBly two 
the pattern is si•pler. 

3.3.'·' Co••on Ser•ice Input 

saae kind of 
DOl~ latural 
input types, 

~be co••on SerYice Input Functional area responds to 12 
input types (listed in ~able 3) on ' logical ports: 

llS 
Other PSDPSs 
liP 
liP (Hourly) 

and DOl~ PuBctional lreas, this 
two fa•ilies of latural Plows. 

logical ports is a fa•ily of ' 

0Blike the Specialist 
Functional lrea bas 
Corresponding to the ' 
InputDri•er latural 
InputDistributor latural 

Plows, and a fa•ily of ' 
Plows. 

During the fteasured Period, the latural Plows act as 
follows. Por each logical port, separately, an InputDriYer 
latural Plow and an InputDistributor latural Plow act as a 
pair. Taken as a pair, they can be regarded as Pri•e Source 
latural Plows. The InputDri•er receiYes data fro• an 
external source, and the InputDistributer executes whate•er 
bas to be done in response to the •essage. l different 
arrangeaent is used during Rodel Initialization, when 
initialization •essages belonging to 5 of the input types 
are read in on the logical port for liP. See paragraph 6.6. 

3.3.,.5 ~i•e Ranager 

~be Ti•e Ranager la~ural 
been preYiously scheduled 

Plow perfor•s actions that 
by the Scheduler latural 
_,,_ 



(described ia paraqrap~ 3.3.5.1). Its pattera of flow is 
sililar to t~at of specialist aad DOl~ lataral Plows. It 
reapoads to ' types of req .. sta (listed ia ~able 3) for 
sc~edaled actioa. ~~e ~i1e Baaaqer is driYea oace a secoad 
by t~e syste1 tiler. Ita faactioa is deter1iaed by t~e 
coateats of a file of sc~edaled ••eats ia Per1aaeat Re1ory. 

3.3.5 S.r•ice Jatgral Plows 

~~e re1aiaiag Per1aaeat Jataral Plows perfor• a "ser•ice• 
role. Bac~ of t~e1 iaitializes itself, then cycles 
eadlessly. Bac~ ti1e aroaad t~e loop it waits for a signal 
fro• a latural Plow t~at requires its serYices. ~~e for• of 
this siqnal is described in paraqrapb Q.3.1. Pigare Q 
depicts the pattera of flow of a typical serYice Jatural 
Plow. 

~be SerYice Jatural Plows are: 

• ~be Scheduler 
• ~be fa1ily of ftessaqe ftanagers 
• The fa1ily of 5 Co11on SerYice Output DriYers 
• ~be fa1ily of tegalSlnalysis DriYers 
• ~be falily of Data Base Ranagers. 

3.3.5.1 ~be §cbeduler 

~be Scheduler latural Plow is responsible for updating tbe 
schedule of future actions. It accepts new ite1s for 
insertioa into the schedule, and deletes ite1s no longer 
required (for eza1ple, InitiateRescaellert is no loager 
required as a scheduled actioa when a plane is reported as 
laaded). 

3.3.5.2 The Bessaqe ftaaaqer§ 

Bach 1e1ber of the fa1ily of Ressage Ranagers is responsible 
for a copy of the Ressage Pool. It accepts and files 
1essages, and it alerts the addressees at their ter1inals. 
~be nu1ber of Ressage Ranagers is a Yendor option, see 
paragraph 7.1.3. 

3.3.5.3 COIIOD SerYice Ogtpat 

~be Co11on SerYice Output Punctional Area handles spooled 
output for 5 logical ports; the • IIDII logical ports, aad 
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tbe printer. Zacb a .. ber of tbe faaily of 5 coaaon serYice 
output DriYers is responsible for driYing one of tbe ports. 

3.3.5., Legal s lgalysis Dri•e~ 

Wacb aeaber of tbe LegalSlnalysisDriYer Natural Plow faaily 
driYes one of tbe audit trail output ports. ~be nuaber of 
such ports, and tbe nuaber of driYers, is a Yendor option, 
see paragraph 7.1.•. 

3,3.5.5 Data Base Ranaqers 

Zacb aeaber of tbe faaily of DataBase!anager latural Plows 
is responsible for part of tbe total data base: 

• Por initializing tbe directories 
Initialization Phase. 

during tbe ftodel 

• Por tbe adainistration of those files that are updated 
by balk replaceaent at regular interYals (referred to as 
Balk Update Piles, see paragraph 3.5) during the 
fteasured Period. 

The nuaber of DataBaseftanager latural Plows is a Yendor 
option, see paragraph 7.1.5. 

3.3.6 ~eaporary latural Plows 

There are six locations in the aodel where the Yendor bas 
the option of baYing Teaporary latural Plows born (spawned). 
~bree locations are in Route ConYersion, two are in leather 
Ranageaent, and one is in Coaaon Service Input. ~be first 
fiYe of the six cases of Teaporary Natural Plows are 
internal to the Functional Area concerned (except for the 
fact that the Teaporary latural Plows leaYe the Functional 
Area when they aake calls to Data Base ftanageaent). It is 
expected that aost yendors will find options for these three 
cases of Teaporary latural Plows are adYantageous to their 
configurationr because the options allow the aodel to aake 
better use of the pa rallelisa that is possible with aost 
disk access software. 

The last location where ~eaporary latural Plows are spawned 
is in the coaaon Ser•ice Input Punctional Area. This allows 
each Inpu~ Distributor latural Plow to spawn a Teaporary 
latural Plow to deal with each aessage fro• llDIN. It is 
expected thatr for aost Yendors, enough parallelisa already 
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exists for dealing with ftlDift input, without recourse to 
this last option. l fuller description of the option is 
gi•en in paragraph 6.6. 

3., WORKI!G SPA£! 

Tbe third type of coaponent in the aodel is Working Space. 
Bach allocated Working Space is used as Pri•ate Working 
Space or as Shared Working Space, either, but not as both. 

l Pri•ate Working Space is used only by the 
that acquires it; and it belongs exclusi•ely to 
Plow until the ftatural Plow releases it. 
released, its contents are expendable, and 
a•ailable for reallocation. 

ftatural Plow 
this ftatural 
When it is 

the space is 

When a ftatural Plow acquires a Pri•ate Working Space, this 
Working Space becoaes attached to it in one of 3 states: 

• ReadWrite (which aeans that the aodel aay write to it). 

• ReadOnly (which aeans that the aodel aay read its 
· contents, but will not write to it until further 
notice). 

• Delccessed (which aeans that the aodel will not 
reference the contents until further notice). 

The Working Space reaains attached to the ftatural Plow as 
the ftatural Flow proceeds fro• cell to cell. While it 
reaains attached, it has a unique (to that ftatural Plow) 
naae by which the ftatural Plow can refer to i t . There are 8 
naaes a•ailable, sc a ftatural Plov can ha•e u p to 8 Pri•ate 
Working Spaces attached si•ultaneously. The 8 uaaes are: 

• DedicatedWorkingSpace 
• ldainlrea 
• Saallinputlrea 
• worklreat1 
• Worklreat2 
• Recordlrea 
• Directorylrea 
• BigiOlrea , 



Details will be found in Table '· 

Each latural Plow is spawned owning DedicatedWorkingSpace, 
which it neYer releases except when it dies, and ldainlrea, 
which is only released during long periods of inactiYity. 
Only the Teaporary Natural Plows die before the end of the 
benchaark run. Por the duration of a particular task, a 
typical latural Plow will acquire Worklreat1, and release it 
when the task is coapleted. Por shorter periods, it ~ay 
acquire and release Worklreat2. It will use Recordlrea or 
BigiOlrea wheneYer it is reading fro• or writing to the Data 
Base. While it is in the Data Base ~anageaent cells, it 
will also use Directorylrea. Por external input, it uses 
SaallinputArea or BigiOlrea. Por external output, it uses 
Big IOlrea. 

WheneYer the aodel reads froa an external source or fro• 
Peraanent fteaory, it expects the YIP to acquire a Working 
Space of suitable size in which to deliYer the iaput. In 
all other cases, the aodel specifies how auch Workiag Space 
to acquire. One use of BigiOlrea is for accuaulating weather 
reports for a specialist or a DOlT terainal. ID this case, 
BigiOlrea qrows dyaaaically as fresh weather records are 
added to it. BigiOlrea is the only Workiag Space that 
chaages in size once it is acquired. 

3.,.2 Shared Working Space 

The aodel uses a liaited nuaber of Shared Working Spaces. 
The ainiau• is 9, but this can iacrease as a result of 
Yendor options. Each Shared Working Space is of fixed 
length, is allocated during aodel initialization, and exists 
peraanently. 

Each latural Flow can access any Shared Working Space, but 
only one at a tiae. The one that is currently being accessed 
(if any) is referred to, by that Jatural Plow, as 
"SharedWorkingspace". The access _can be either: 

• ReadWriteSolelccess. 
• ReadOnlylllowingReadOnly (implying that any nuaber of 

latural Plows can access the saae Shared Working 
Space if they are only reading the contents). 

Since they can 
Working Spaces 
is con•enient 
patron latural 

he accessed by any Natural Plow, the Shared 
need peraanent global naaes of their own. It 
to naae each Shared Working Space after a 
Plow; that is, to giYe it the saae run tiae 
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InteqeriD as a patroa latural Plow. Apart froa the fact 
that its patron is one of its users, this is as far as the 
association qoes. Table 5 shows the lataral Plows that haYe 
Shared Workinq Space naaed after thea. All but one of the 
patron latural Plows is a aeaber of a faaily, so the total 
nuaber of Shared Workinq Spaces depends on the Yarious 
faaily sizes. Por exaaple, there are fiYe outputDriYers, 
hence there are fiYe Shared Workinq Spaces, each naaed after 
one of the driYers. If a •endor opts for three 
Da~aBaseBanaqers, there will be three Shared Workinq Spaces, 
each naaed after one of the DataBaseBanaqers. 

It would be aisleadinq to reqard the Shared Workinq Space as 
owned by the latural Plow it is naaed after. on the other 
hand, the reader is urqed to reqard the Shared Workinq Space 
as associated with the Punctional lrea that is already 
associated with tbe latural Plow. 

3.5 PBRBliBIT BBBORY 

The las~ of the four types of coaponents in the aodel is 
Peraanent Beaory. 

3.5.1 Introduction 

The sua of all tbe aodeled uses of Peraanent Beaory is 
referred to as the Data Base. Tbe Data Base is aodeled as a 
fixed nuaber of files. The ainiaua nuaber of files is ,5, 
but tbe nuaber can increase as a result of Yendor options. 

Bach file is modeled as a fixed nuaber of fixed lenqth 
records. Records are qi•en inteqer IDs allocated 
consecutiYely either froa zero or froa one. lll tbe records 
in any one file are of equal lenqth, except record zero, 
which when allocated, is usually of a different lenqth. 

The request ~o the YIP, to read or write Peraanent fteaory, 
is only issued by Data Base Banaqeaent cells. Por each 
file, the requests to Data Base ftanaqeaent only coae froa 
particular cells, so a correspondence e~ists naturally 
between celi s and files. The aodel bas been arranged so 
that each file is only used fro• the cells of one Punctional 
lrea. Tables 6 and 1 list the files by Punctional Area. 
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line of the weather files are updated at regular interYals 
by bult replaceaent fro• the liP. ~hese files are referred 
to as the Bulk Opdate Piles. Bach is aodeled as a pair of 
files that alternate as the current file. 

~~e Data Base ftanageaent in the aodel assuaes only priaitiYe 
facilities froa the Yendor•s systea, and aodels the strain 
that an adequate data base aanageaent would iapose on any 
underlying systea. 

3.5.2 Pile ~ypes 

Bach file is aodeled, aainly at •endor option, as one of 
four types: 

• PixedinforaationDirectory 
• PixedlddressRecords 
• TariablelddressRecords 
• Directorylotftodeled 

In the first 3 types, the TIP allocates space for each 
record indiYidually, on deaand fro• the aodel. The YIP 
returns to the aodel an identifier (referred to as SpaceiD) 
that identifies the allocated space. ~he aodel quotes this 
identifier when it uses the space. Record zero, when used, 
holds a directory of SpaceiDs for the file. 

Por PixedinforaationDirectory files, record zero is written 
to only during !odel Initialization, or (if it is a Bulk 
Opdate file) during a Bulk Opdate. 

For FixedlddressRecords and VariablelddressRecords, tvo 
copies of the Directory are used. Both are referred to as 
record zero, but are distinguished by different SpaceiDs. 
Each successiYe update of the directory goes to the other 
SpaceiD. With these files, a user lock on a record can 
sur•i•e systea failures. 

YariablelddressRecords files haYe the additional feature 
that each successiYe update of any one record goes to a 
nevly acquired allocation of space. These files aodel the 
case where the old copy of a record aust be aYailable if a 
systea failure occurs during an update. 

Por soae files, the •endor is peraitted to handle the record 
searching entirely within the TIP. If the option is taken, 
the file is then of type Directorylotftodeled. In t~is case, 
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no SpaceiD is returned to the 
•IP. ~he •IP locates the record 
nu•ber. ~here is no record zero. 

•odel, or giYen bact to the 
based on file ID and record 

~able 8 shows the potential Per•anent Re•ory transfers for 
each type of data base operation, for the first three file 
types. In general, it would see• that 
Pixedinfor•ationDirectoy i•poses the least strain, and 
•ariablelddressRecords the •ost strain, on the syste•. 
BoweYer, this obserYation bas to be qualified by two 
factors: 

(1) Only the writes to Per•anent Re•ory are obligatory. 
Reads are unnecessary if an up to date copy of the 
record is aYailable in •ain store (this applies 
equally to record zero). The Yendor can hold copies 
in •ain store of as •any records and dire~tories as 
desired (space per•itting). 

(2) lot all operations are applied to all files during the 
Reasured Period. Table 9 lists the operations used on 
each file. 

~able 10 shows the restrictions on the Yendor•s choice of 
file type. 

3.5.3 Bulk Opdate Pile§ 

Por Bulk Oydate Piles, a pair of •sRs has been defined that 
allows the Yendor to •ake the bult replace•ent howeYer 
desired. As explained in paragraph 3.5.2, each file is 
•odeled as a pair of files. To the •IP. the bulk update is 
a bulk write to one of the pair. Vhen it receiYes the 
DeletePile •sR, it can either delete the copy, or saYe the 
space for the next update. 

~he •odel records which of the pair is current, directs 
weather retrieYal to the correct one, and tells the •rP 
which one to bulk write to and delete. It also handles the 
following two co•plications: 

(1) Each retrieYal is a batch of reads fro• the sa•e file. 
This batch of reads may be interrupted by a bult 
update, but the batch of reads •ust be co•pleted on 
the original data and in the correct sequence. 

(2) The Yendor •ay wish to repeat the files in seYeral 
processors. 
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'· STRU~URE OF l SERVIC! PUIC~IOIAL_!!J! 

'·1 IITRODUCTIOI 

So far, the aodel has been discussed in relation to 1~ 
Functional Areas. This breakdown is osefol for understanding 
the aodel, bot it is not sufficient for aodel aapping. The 
deaarcations between Functional lreas are not the best 
deaarcations between processors. For a good distribution, 
we need to descend to one aore leYel of detail. Knowledge of 
bow the latural Plows of one Functional area ose the 
serYices proYided by another Functional Area is required. 

This section describes the structure of those Functional 
areas that proYide a serYice to other Functional areas. 
Thus, it applies to: 

Tiae Ranageaent (one half of) 
Graphics Ranageaent 
Plight Plan Ranageaent 
Route conYersion 
Weather Ranageaent 
Ressage Ranageaent 
coaaon serYice output 
Legal S Analysis Ranageaent 
Data Base Ranageaent 

It is necessary to introduce 2 new teras. 

(1) l •client• of a SerYice Functional Area is a latural 
Plow (usually froa another Functional Area) that 
requests the serYices of this SerYice Functional area. 

(2) 1 •Reception Desk Cell• is a cell that acts as an 
entry point for procedure calls to a SerYice 
Functional Area. 

'·2 RECEPTIOI DESK CELLS 

The tera Reception Desk Cell bas been adopted because of the 
following analogy, which illustrates the role of this class 
of cell. In the real world, a person Yisiting an 
organization, to obtain a serYice, aay go first to a 
reception desk. Here, one of seYeral things can happen: 
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or 

(1) ~be Yisitor (client) does the work and; 

(a) ~ansacts tbe business on band, on tbe spot, and 
lea•es, or 

(b) Is directed further iato the building to transact 
the business, aad then leaYes. 

(2) la internal eaployee does tbe work. ~be client 
leaYes a aessage at the desk, for people witbia the 
organi%atioa to act upon, and; 

(a) LeaYes iaaediately, or 

(b) Waits at tbe desk oatil tbe request bas been 
bono red. 

In tbe aodel, a client latural Plow that requires tbe 
serYices of another Functional lrea always en~ers, by 
procedure call, one of the Reception Desk Cells proYided 
with that Functional lrea. One of seyeral things can happen: 

or 

(3) The client Natural Plow does the work, and; 

(a) Obeys code in the cell, then exits, baYing itself 
done wbat had to be done, or 

(b) Rakes procedure calls to further cells within tbe 
Functional lrea. 

(') Tbe vork is perforaed by a SerYice latural Plov. Tbe 
client latural Plov, vbile obeying code in the 
Reception Desk Cell, signals one of the latural Plows 
associated vitb that Functional lrea. The SerYice 
latural Plow will do wbateYer is required to be done. 
The client; 

(a) Exits iaaediately, or 

(b) Waits for a return signal, to indicate that the 
job bas been done. 

Figure 5 sbovs how the siaple case of 3(a) and 3(b) can be 
depicted in the standard syabology of this docuaent. 

To shov cases '(a) and '(b), knowledge of the aecbanisa of 
coaaunication between client and serYice Watural Flov is 
needed. 
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'·3 CQ!!UJIClTIOI B!CBliiSBS 

To coaaunicate its requests to a SerYice latural Plow, the 
client uses either the "Prod" or Shared lorting Space 
aechanisas, or both. 

,.3.1 Prods 

In case '(a) of paragraph 4.2, the client signals the 
SerYice Jatural Plow with a YSB known as a Prod. In its 
siaplest fora, a Prod is aerely a siqnal to restart a 
Jatural Plow that is waiting for such a signal• The SerYice 
Jatural Plow loops endlessly. !ach tiae around the loop it 
uses a YSR known as lwaitProd to wait for and accept the 
next Prod. This is shown syabolically in Pigure 6(a). 

The Prod is specified in such a way as to facilitate 
coaaunication between processors. l latural Plow in one 
processor can Prod a Jatural Plow in another processor. In 
the general case the Prod signal does aore than aerely 
awaken the target. The Prod can carry inforaation in 
Yarious foras. nore details are giYen in paragraph 6.11. 
Pull details are in Part Y. 

The case '(b) of paragraph 4.2 is iapleaented by haYing two 
Prod-lwaitProd pairs, see Pigure 6(b). The client Prods the 
SerYice latural Plow, then waits for a return Prod to 
indicate the task is coapleted. 

During the neasured Period, the following Prods occur: 

• Clients Prod; 
nessage~anager (Prod pair), 
Scheduler (Prod pair), 
outputDriYers, 
Legal&lnalysisDriYers, and 
DataBasenanagers. 

• DataBasenanagers Prod each other. 
• Tiaenanager Prods Scheduler (Prod pair). 
• coaaonSerYiceinputDriYers Prod corresponding 

Input Distributors. 
• Teaporary Ja~ural Plows Prod the Jatural Plows that 

spawned ~hea. 
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,.3.2 Shared Workipq space 

In addition to the Prod aecbanisa, Shared Working Space is 
also used. A Shared Working Space is naaed after the 
Ser•ice latural Plow. The Ser•ice latural Plow and the 
client latural Plows access the Shared Working Space. In 
soae cases, Shared Working space is the aore suitable 
•ebicle for coaaunicating between client and Ser•ice latural 
Plow. Por exaaple, in Legal & Analysis Recording, the Shared 
Working Space aodels the buffer. Clients add to it while 
they are executing in the Reception Desk Cell (as in the 
case of 3(a) of paragraph '·2). When the buffer becoaes 
full ~bey Prod the Ser•ice latural Plow to deal with it (as 
in the case '(a) of paragraph ,.2). ~be use of Shared 
Working Space is shown syabolically in Pigure 7. 

See Table 5 for a list of the Shared Working Spaces. 

'·' IIIBR SBT liD OU~BR S~T CBLLS 

Soae of the Ser•ice Functional lreas are di•ided into inner 
set cells and outer set cells. 

Por the reaaining Ser•ice Functional Areas, and for the 
Priae Source Punctional lreas, it is useful to regard the 
whole coapleaent of cells as inner set cells. 

Inner set cells are those that use the files and the Shared 
Working space associated with the Functional lrea. Rost 
•endors will get a better aapping if they place all the 
inner set cells of a particular Functional Area in the saae 
processor. The deaarcation line between inner and outer sets 
of cells represents the aost suitable place to do the 
interprocessor ~ransfer of control, if a client latural Plow 
in another processor needs to use the inner set cells of the 
Functional Area. 

Ser•ice Watural Plows executing in their hoae Functional 
area only use the inner set cells. Reception Desk Cells of 
a Ser•ice Functional Area can be ei~her inner set or outer 
set. Ill outer set cells are either Reception Desk Cells, or 
extensions thereof. 

For those who find analogies helpful, an outer set cell can 
be likened to the office that an organization sets up in a 
foreign country with whose inhabitants it does business: for 
the purpose of pro•iding an interface locally, and 
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particularly for taking orders. In the case of the aodel, 
the aodel aapper will want to keep the inner set cells of a 
SerYice Punctional area together on the hoae processor, but . 
will duplicate the outer set cells on each processor that 
hosts clients of that ~unctional lrea. 

-.5 ftiGRlTIOI POIITS 

When a latural Plow transfers control to another processor, 
it is said to aigrate. In soae cases the YIP is allowed to 
iapleaent the aigration in an alternatiYe way, in which a 
aessage to the YIP in the target processor instructs it to 
set up a Teaporary latural Plow there. The tera aigrate is 
used to coYer both kinds of iapleaentation. 

If the outer set cells of a SerYice Punctional lrea are 
placed in the client's processor, then they can be reached 
without an interprocessor transfer. OD the other hand, the 
inner set Reception Desk Cells aay only · be reachable by 
aigrating to the Ser•ice Punctional lrea•s processor. Thus, 
the entry points to the inner set Reception Desk Cells are 
possible Rigration Points. These points represent places in 
the real application where a separation between processors 
would be sensible. They ha•e been encapsulated in the aodel 
as a set of PossibleftigrationPoints. 

It is not suggested that the Yendor introduce a separation 
between processors at e•ery aigration point. Howe•er, the 
separation · between processors should be restricted to a 
subset of these points. By basing the aapping on inner set 
and outer set cells one should be able to achie.a a sensible 
aapping with all aigration occuring at such Rigration 
Points. If this is done, then the aodel can help the YIP in 
its adainistrati•e task. 

The use of a Rigration Point can be stated as follows. 
suppose l and B are two Punctional lreas and that a latural 
Plow which is e~ecuting in the cells of l is about to 
transfer control to B. Other things being equal, the aodel 
aapper will arrange to ha•e l and B in the saae processor, 
so that there 1s no actual aigration. If, however, soae 
other consideration forces the aodel aapper to place thea in 
different processors, then the Rigration Point is 
recoaaended as the best place to aake the aigration. 
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~be Rigration Points that baYe been placed ezplicitly in the 
aodel ser•e 2 purposes: 

(1) ls docuaentation. in the Rodeling Language 
they suggest to the aodel aapper where 
diYisions should be aade. 

listing. 
processor 

(2) In the corresponding BOL code. they are reflected in 
the following •anner. ~be nor•al transfer fro• cell to 
cell (whether it . be a Go~o or a procedure call at 
Rodelinq Language leYel) beco•es. in the ROL code. the 
YSB Go~oCell. l transfer to a Rigration Point. 
howe•er. beco•es the YSB BigGoTo. and the 
correspondinq return beco•es the YSB 
BeturnPro•BigGo~o. ~he i•plications of this concern 
the YIP writer. but the •odel •apper should be aware 
that: 

(a) If the YIP cooperates at the BiqGo~o. then the 
•odel can tell the YIP where to go back to on the 
corresponding return. 

(b) ~he alternatiYe for• of •igration •entioned aboYe 
is allowed at a BigGo~o. 

In a few 
state•ent 
•technical 
generation 
•apper. 

cases. a cell contains the Rodeling Language 
PossibleBigrationPoint followed by the co••ent 
only•. ~he state•ent is present for code 
purposes. and should be ignored by the •odel 

Figure 8 show how Rigration Points and the inner and outer 
sets are depicted in the diagra•s of this docu•ent. Tables 
11 and 12 list the cells of each Functional lrea according 
to whether they are inner set or outer set. 



5.. llPPIIG !'II IODit 

5.1 TBI narPIIG rasK 

5.1.1 · Wbat Bas to 11 pope 

ls was ezplaiaed iD tbe Iatroductioa (1.). the aodel aapper 
bas to address a set of questions. !'bese questions di•ide 
into: 

• Distribution questions related to aappiag the aodel 
across processors. 

• a set of aiscellaaeous questions related to •eador 
options. see section 7. 

!'be distribution questions are discussed in tbis section .• 
Decisions need to be aade for the following: 

(1) Where each coapoaeat of the aodel sbould be placed at 
tbe start of tbe beachaark rua. 

(2) Por each coapoaeat. sbould it ao.a froa processor to 
processor during tbe ran and. if so. oa what basis 
sbould tbe decisions to ao•e be aade. 

5 .• 1 .2 fte !ales 

!'be aodel aapper aast work within the following rules: 

(1) Each latural Plow shall be unique (that is. tbere 
shall not be two siaaltaaeoas instances of the saae 
lataral Plow). !'here are •endor options for ba•iag 
soae of the latural Plows duplicated ezplicitly in tbe 
aodel. as aeabers of the saae faaily. bat eacb aeaber 
shall be iapleaented uniquely. 

(2) !'he aathoritati•e copy of each Peraaaeat Reaory record 
shall be unique, and shall always be in Peraaaeat 
lleaory. 

(l) At no tiae shall there be 2 or aore copies of tbe saae 
Working Space ha•inq different contents (iD otber 
words. when the aodel accesses oae copy in leadWrite 
status. other copies iaaediately beco•• ia•alid). 
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(') l~en a latural Plow is ezecutinq, the lortinq Spac@s 
which are attached to it as Readlrite or ReadOnly aust 
be present in the aain store of the saae processor. 

~here are additional rules that are 
~hese liait ~he eztent to which two 
t~e saae aodule siaultaneously, and 
selected when a latural Plow returns 
interruption (as opposed to a return 
~he aodel aapper is unlikely howeYer, 
these restrictions. 

5.1.3 considerations 

elaborated in Part '· 
latural Plows can use 

which aodule can be 
to a cell after an 

froa 'IP serYicinq). 
to be concerned with 

It will be seen that these rules allow t~e aodel aapper 
considerable freedoa. Por ezaaple: 

• Por each record, separately, in the Data Base, the 
authoritatiYe copy can be held in the Peraanent Beaory 
of any processor; and any nuaber of copies of it can be 
kept anywhere (proYided of course that they are no 
lonqer used when they becoae out-of-date). 

• Bach lorkinq Space, separately, can be held anywhere 
when it is not beinq accessed by a latural Plow. 

• Bach cell can be repeated in any nuaber of aodules. 
Bach aodule can be repeated any nuaber of tiaes. !ach 
copy of each •odule can be anywhere at any ti•e. lhen 
a latural Plow returns to a cell froa a •sw it can 
return to any copy of any •odule that contains that 
cell (ezcept, in so•e cases, if another latural Plow is 
usinq it, see Part,,. 

• Bach latural Plow can ezecute in any processor. 

Rowe•er, the benchaart •ay not fairly reflect the Yendor•s 
proposal unless the aodel •apper has taken soae care oYer 
the •appinq. ~he aspects that the aodel •apper should 
consider are resources, and liP adainistration. 

clearly, each processor aust haYe the •eaory and processinq 
capability for the tasks that are assiqned to it. 
Interprocessor channel capacity should also be considered 
carefully. 

~he •rP frequently has to locate coaponents of the •odel. 
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~be question can take either or both of 2 for•s: 

• Which instance of the co•ponent shall be selected (for 
exa•ple, wbicb copy of a cell, or wbicb •e•ber of a 
fa.tly of Ser•ice Watural Plows)? 

• Where is it? 

~be •odel •apper can place an unnecessary burden on the YIP 
(YIP designer, run ti•e resource require•ents, or both). if 
the •apping is not done properly. 

5.2 GEI!RlL lPPBOaCB 

5.2.1 Procedure 

Por all •endors. the •odel •apper•s general approach should 
be as follows: 

(1) Decide. tentati•ely at first. on wbicb processor each 
ca.ponent of the •odel should start. and the policy on 
•igration of co•ponents fro• processor to processor. 

(2) assess the resource utilization of each co•ponent of 
the configuration. and identify both o•er utilization 
and excess redundancy. 

(3) Iterate steps (1) and (2) until a satisfactory 
arrange•gnt bas been found. 

(') Optionally. refine the arrange•ent as described in 
paragraph 5.6. 

Por calculating resource u~ilization in step 2, the •odel 
•apper can use the data presented 1~ appendix a. If the only 
concern is to opti•ize the resource •atcb between •odel and 
configuration, then no further ad•ice can be gi•en, except 
to point out that it •ay be easier to work at the le•el of 
Punctional lreas. rather than at the •ore detailed le•el of 
the indiYidual cell. Working with Punctional Areas •ay bring 
the added benefit of reducing interprocessor traffic. 

~be rest of section 5 is addressed to the •odel •apper who 
is concerned also about the YIP's task. 
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5.2.2 The VIP'S Task 

The VIP has to know which instance of each co•ponent to 
select and where this instance is to be found. The •odel is 
designed to help, in connection with Prod pairs and 
Te•porary Jatural ?lows. 

5.2.3 Prod Pairs 

It vas •entioned in paragraph Q.3.1, that there are cases 
where a client Jatural ?lov Prods a SerYice Jatural ?low and 
then waits for a return Prod. In order to saYe VIP table 
space, the •odel keeps and quotes to the VIP a two-part 
return link; the client's Natural Plow ID and a return 
Processor ID. The for•er is auto•atically kept by the 
•odel. The latter requires the cooperation of the VIP on the 
occasion of the first of the tvo Prods. 

5.2.Q Te•porary Natural Plows 

When one Jatural Plow spawns a second Natural Plow, the two 
are referred to as "parent" and "offspring" respectiYely. 
Te•porary Jatural Plows Prod their parents, but parents 
ne•er Prod their te•porary offspring (they do not need to, 
because each offspring is spawned holding sufficient data to 
define its task). Thus, neither an offspring's ID nor its 
whereabouts need be known in the processor of the parent, 
but a return link to the parent has to be held with the 
offspring. 

To sa•e VIP table space, the •odel keeps and quotes to the 
VIP the parent's ID and processor. The for•er is auto•atic 
in the •odel, but the latter requires the cooperation of the 
VIP when the offspring is spawned. Clearly, this assistance 
by the •odel is of less use if the parent's vherabouts 
cannot be known in adYance, but the •odel is coded such that 
the parent is unlikely to await Prods fro• offspring 
anywhere but on the processor fro• which it spawned the•. 
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5.2,5 Biqration 

~hree reasons for aigrating a Jatural Plow are: 

• ~o balance CPU utilization. 
• ~o access files. 
• ~o access Shared Working Space. 

5.2,5,1 CPU Balancing 

~he aodel aapper aust work out the policy on balancing the 
CPU load across processors. If aigrations are arranged at 
the Bigration Points introduced in paragraph '·'• then the 
interprocessor traffic will probably be less. In addition, 
the BigGo~o VSR generated by a transfer to a Bigration Point 
can be used to alert the VIP that a decision is required. 

5.2.5.2 access to Piles 

Where a Jatural Plow in one 
Peraanent Beaory record in 
approaches are possible: 

processor needs to access a 
another processor, three 

(1) ~he TIP can a•oid a aigration by bringing a copy of 
the record to the processor of the Ratural Plow. The 
siaplicity of this approach is attracti•e, but the 
interprocessor traffic that would result should be 
carefully considered. ~he •endor with very fast 
interprocessor channels aay prefer this approach. 

(2) ~ Jatural Plow can be aigrated when it first refers 
(iu a TSP.) to the record. With this approach it aay 
be difficult to know when, or e•en where, to return; 
otherwise it could be a useful approach. 

(3) ~he Jatural Plow is aigrated at a ~igration Point 
before it first refers to tbe record. ~his is the 
approach that has been assuaed in the suggested scheae 
that is de•eloped in paragraphs 5.3 through 5.5. 
Instructions to the VIP writer on how to detect where 
to aigrate are in Part v. 

~~5.3 Access to~red Working Spa£! 

The saae three basic approaches apply to accessing Shared 
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Working Space as haYe just been described for accessing 
files. BoweYer. the first of the three alternatiYes is less 
attractiYe in the case of Shared Working space• With 
Per•anent Re•ory. the •odel ad•inisters the policing of 
si•altaneoas access to the sa•e record; with Shared Working 
Space the VIP does the policing. ~his •ight be difficult 
across processors. 

ls with files. the suggested approach deYeloped in 
paragraphs 5.3 through 5.5 follows the poiicy of •igrating 
at Rigration Points before the fir~ request for access. 

5.3 l Pli~ICOLll lPPIOlCB 

!igration Points are designed to help the •odel •apper . and 
the •IP writer in si•plification of the ad•inistrati.e task 
of distributing across processors. BoweYer. they can only be 
helpful · if the •odel •apper stays within the particular 
approach deYeloped here. This is illustrated by a si•ple 
exa•ple in paragraph 5.1J. and is refined in paragraph 5 .• 5. 
~he general procedure being followed is that described in 
paragraph 5.2.1. ~he details of distributing functional 
areas across processors is discussed throughout this 
particular approac~. 

~he •odel •apper is not obliged to follow this approach 
since it •aJ not lead to the best solation for the proposed 
configuration• lote that if the Yendor has interprocessor 
channels of •ery large capacity. then the •apping proble• is 
•ore straight-forward since accessing of files and working 
space on another CPO •aJ ha•e •ini•al i•pact on perfor•aace .• 

5.3.1 Procedure 

~he general p!':)cedure described in ~aragraph 5 .• 2.1 is used 
in the particular approach bat with a change to Step (1). 
In the general approach. each co•ponent of the •odel (that 
is. each cell. each lataral Plow. each Working Space. and 
each record) is considered separately. unless the Yendor 
finds a suitable way to consider the• in groups. In the 
particular approach. they are considered in groups based on 
Functional Areas. The procedure for the particular approach 
can therefore be stated thus: 

(1) Decide (tentatiYely at first) on which processor(s) 

-30-



• 

(2) lssess the resource utilization of each co•ponent of 
the configuration, and identify both oYer utilization 
and excess redundancy. 

(3) Iterate steps (1) and (2) until a satisfactory 
arrange•ent has been found. 

(') Optionally, refine the arrange•ent as described in 
paragraph 5.6. 

In step (1), two topics re•ain to be discussed: 

• The precise •eaning of the state•ent 
Punctional lrea in processor n" (defined 
5.3.2). 

"Place the 
in paragraph 

• The possibility of haYing a Punctional lrea on •ore 
than one processor (deYeloped in paragraph 5.5). 

The procedure to be followed here is that defined in this 
paragraph, as further deYloped and refined fro• here through 
the end of paragraph 5.5. If the •odel .apper follows this 
procedure, and if the following are obserYed: 

• The YIP neYer •igrates a latural Plow except at a 
BigGoTo or at the corresponding ReturnPro•BigGoTo. See 
paragraph 5.5. 

• At a BigGoTo the YIP always returns, to the •odel, the 
processor t of the processor on which the YSR was 
issued (~his YSR is specified to return a processor t 
of the Yendor•s choice). 

• On each ReturnPro•BigGoTo, the YIP always •igrates the 
latural Plow to the processor quoted by the •odel if 
the processor quoted is different fro• the current 
processor. 

then the follovinq will always be true: 

• lheneYer files are wanted, they 
aYailable on the processor on which 
•a de. 

will always 
the request 

be 
vas 

• lheneYer Shared lorking Space is required to be 
accessed, i~ will be found in the processor on which it 
is requested. 

• Durinq ~he ~easured Period, the YIP need record in each 
processor only ~he follovinq ProcessoriDs: 
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a. That of the Top teYel Functional Area. 

b. That of each copy of each SerYice Functional Area .• 

c. lnything else required for the VIP to •ate 
intelligent decisions as discussed in paragraph 5.5. 

5.3.2 Ter•inol~ 

Before describing the particular •apping sche•e, two basic 
operations are defined. 

The state•ent, "Place the Functional Area A in processor P", 
•eans: 

(1) toad the inner set cells of A in P (or all the cells, 
if there are no outer set cells); and load the outer 
set cells, if any, in every processor fro• which 
clients of this Functional Area call the outer set 
Reception Desk Cells. 

(2) HaYe the VIP arrange for the Batural Flows(s) 
associated with A to be spawned in P. 

(3) HaYe the VIP arrange for the Shared Working Space(s) 
associated with A to reside in P. 

(~) For the files associated with A: 
(a) Rake a note that they are to reside in P. 
(b) Ha•e the VIP arrange that Per•anent Reaory in P is 

allocated to thea. 

The stateaent, "Place a copy of the Functional Area A in 
processor P", •eans: 

(1) toad copies of the inner set cells of A, in P (or all 
the cells, if there are DQ outer set cells); and load 
the outer set cells, if any, in every processor fro• 
which clients of this Functional Area call the outer 
set Reception Desk Cells. 

(2) Have the VIP arrange for one ae•ber of each Batural 
Flow faaily that is associated with A to be spawned in 
P. 

(3) Have the VIP arrange to place, in P, the Shared 
Working Spaces naaed after the Batural Flows of A that 
are spawned in P. 
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(') Tbe files associated witb A should be distributed as 
explained in paragraphs 5., and 5.5. 

5.. A SIRPLB !IA!PLB 

Tbe aapping scbeae is introduced with a siaple exaaple 
depicted in Pigure 9. Tbe siaplified aodel bas ' Functional 
lreas: 

• A Top teYel Functional Area (vbicb we can ignore for 
tbe aoaent because it is inactiYe during tbe Reasured 
Period). 

• A Priae source Functional Area that bas seYoral Watural 
Plows and seYeral files associated witb it. but no 
Shared Working Space. 

• A SerYice Panctional Area tbat bas one Watural Plow. a 
Shared Working Space. and files. 

• A DataBase!anageaent Functional Area witb one optional 
size faaily of Watural Plows. one Shared Working Space 
associated with each Watural Plow. and no files. 

This aodel is to be aapped onto two processors. Proceed as 
follows (see Pigure 10): 

(1) Place the Priae source Functional Area in Processor 1. 
Tbis will associate tbe files of that area vitb 
Processor 1. 

(2) Place the serYice Functional Area in Processor 2. 

(3) 

This will associate the reaaining files with Processor 
2. Wext. place its outer set cells in Processor 1. 
because that is where its clients are located. 

Request fro• the GoYernaent a Yersion of tbe !odel 
with 2 Data Base Ranageaent Watural Plows. because 
Data Base !anage .. nt is to adainister files on botb 
processors. 

(') Place a copy of tbe Data Base Ranageaent Functional 
Area in each processor. This giYes a correspondence 
between files and Data Base ftanageaent Watural Plows. 
Tell the GoYernaent wbicb files go witb Data Base 
ftanageaent Watural Plow 11. and wbicb go with Data 
Base !anageaent Watural Plow 12. The ROt aodel 
receiYed will reflect this allocation of files. Tbis 
is a siaple case of a aore general subject. 
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distributing Functional Areas, that is dealt with in 
paragraph 5.5. 

If, in this siaple exaaple, the YIP observes the following: 

(1) 

(2) 

(3) 

lever •igrate a latural Plow except at a BigGoTo to 
the Service Functional Area, and at the corresponding 
ReturnPro•BigGoTo. The YIP can recognize the relevent 
BigGoTo•s by inspecting the required target cell ID. 

At the BigGoTo's, return to . the aodel the processor I 
of the processor on which the YSR vas issued. This 
YSR is specified to return a processor I of the 
vendor's choice. 

At each ReturnProaBigGo~o, aake the latural Plow 
a!grate to the processor which the aodel quotes at 
this point. In all cases, it will be the original 
processor froa which the corresponding BigGoTo caae. 

then the following will always be true: 

(1) Whenever files are wanted, they are available in the 
processor on which the request is aade. 

(2) Whenever Shared Working Space is required to be 
accessed, it will be found in the processor on which 
the request is aade. 

(3) The YIP needs only the following inforaation about 
what is in which processor: 

• In both processors, it needs the ProcessoriD of the 
Top Level Functional Area, for end-of-benchaark 
purposes. 

• In processor 11, it 
Service Functional 
processor 11. 

needs the ProcessoriD of the 
Area, because clients are in 

Several useful points have been illustrated that can be 
applied later to the aore co•plicated real case. The •ajor 
points are: 

(1) Rapping is based on Functional Areas. 

(2) In general, an n:m correspondence between processors 
and Functional Areas can be expected: 
(a) There can be several Functional Areas on a 

processor. 
(b) A copy of a Functional Area can be present on each 
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(3) 

of several processors. 

The outer set cells of a Service Functional lrea 
reside in the processor of the client. Thus, in a aore 
coaplicated case, one aiqht want to repeat thea in 
each processor that hosts clients of that Punctional 
lrea. 

(4) Data Base ftanaqeaent is repeated in every processor 
that contains files. 

5.5 DIS~BIBO~IIG POICTIOilt lBElS 

The exaaple just described would qive the vendor little 
choice in aappinq. Except at the cost of qreatly increasinq 
interprocessor traffic, the siaplified aodel only allows 
aappinq to 1 or to 2 processors. In the case of 2 
processors, there is no flexibility in the distribution. If 
the load is distributed unevenly, then the confiquration 
will be unbalanced. 

In reality, the vendor's problea is aore coaplicated than in 
this siaple exaaple, but qreater flexibility exists for 
achievinq a balanced distribution. This is because there 
are aore Punctional lreas (14, not 4) and the real aodel 
contains aore options for distributing Punctional lreas 
across processors (in the siaple exaaple, only Data Base 
!anaqeaent · could be repeated in each processor). The 
distribution of Functional lreas is explained in paraqraphs 
5.5.1 and 5.5.2 by buildinq on the exaaple of Fiqures 9 and 
10. 

5.5.1 Distributing Priae Source Punctional lre!§ 

5.5.1.1 Introduction 

If the Priae Source Punctional lrea of the exaaple in Piqure 
9 has no files and no Shared Workinq Spaces, then there is 
no problea in dis~ributinq it across processors. Bepeat the 
code on each processor. Distribute the latural Plows, soae 
on each processor; for exaaple, if there are 10 Ratural 
Plows and 3 processors, Ratural Plows 1 to 4 could be 
spawned in processor i, 5 to 1 in processor j, and 8 to 10 
in processor t. 

lone of the Pri•e source Functional lreas in the PSIS aodel 
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ba•e Shared Workinq Spaces. ~bree of thea ba•e files; the 
distribution of files is aade easier by •endor options in 
the aodel. 

5.5.1.2 ~be Specialist Interface Punctional lret 

~bree files are associated with the Specialist Punctional 
lrea: 

• ~erainalRecordPile 
• Boute!ecordPile 
• currentFliqbtPlanPile 

Each of these files bas 91 records in the default case, one 
record per terainal. ~o aake distribution possible, the 
aodel is written so that each of the three files is actually 
a faaily of files, that deqenerates to a one-aeaber faaily 
when the runctional lrea is to be confined to one processor. 

Suppose the •endor opts to distribute this 
across 2 processors. Por exaaple: 

• Specialists 1 to -5 on processor i 
• Specialists -6 to 91 on processor j 

~ben the •endor would proceed as follows: 

runctional Area 

(1) Repeat the code of the Specialist Punctional Area on 
both processors. 

(2) ~ell the Governaent bov aany processors the 
specialists are to be spread over, and which terainals 
qo with which processor. The Go•ernaent will send a 
BOL tape that reflects the required arranqeaent. In 
the case of this exaaple, the aodel would have three 
faailies of two files each: 

~erainalRecordPile wu•ber 1 
RouteRecordPile wuaber 1 
CurrentPlqhtPlanPile Juaber 1 

ha•inq -5 records each, for specialists 1 throuqh Q5, 
and 

TerainalRecordPile Wu•ber 2 
BouteRecordPile Wuaber 2 
CurrentFliqhtPlanPile Juaber 2 

havinq Q6 records each, for specialists '6 tbrouqb 91. 
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If t~e Priae source Functional lrea of Pigure 9 were the 
Specialist Functional lrea just discussed, t~en Figure 11 
would depict the resulting distribution. lote ~ow the outer 
set cells of the ser•ice Functional lrea are nov repeated 
wit~ eac~ of its 2 client Functional lreas and that 3 copies 
of Data Base Ranageaent are nov required. 

If the •endor cannot place the files on the processors 
assigned to the Specialist Functional lrea, then there is no 
ad•antage in splitting thea into aultiaeaber faailies. see 
paragraph 5.5.2.8 for wbat to do when files cannot be where 

.they are used. 

5.5.1.3 DOl~ Interface Functional lrea 

The case of distributing the DUl~ Functional lrea is siailar 
to that of distributing the Specialist Functional lrea. ~he 
three files, in this case, are; 

• DUl~~erainalRecordFile, 
• DUlTRouteRecordFile, and 
• DUlTCurrentPlightPlanFile. 

Each file has •o records each in the default case. 

5.5.1., Radar nanaqeaent Functional ![e~ 

~here are no pro•isions in the aodel for distributing this 
Functional lrea across processors. 

5.5.1.5 Coaaon Ser•ice Input Functiona!_lre~ 

Whether the •endor would gain by distributing the 
ser•ice Input Functional lrea across processors has 
vendor dependent decision. This Functional lrea 
files and no Shared Working Spaces, so it would be 
distribute. The logic of the aodel is unaffected 
whereabouts of the 8 latural Plows. 

5.5.1.6 Tiae ~anaqeaent Functional lrea 
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~here are no pro~isions in the •odel for distribatinq this 
Panctional lrea across processors. Presaaably, the •odel 
•apper will place it on tbe saae pro~essor as the Pliqbt 
Plan ftanaqeaent Functional Area. 

5.5.2 Distriba~~nq Ser~ice Punctiogal area§ 

l Ser~ice Functional lrea can be distributed across 
processors by repeatinq its inner set cells on each of those 
processors, and by repeatinq its outer set cells on e~ery 
processor fro• which calls are •ade to tbe•. ~be 
co•plications arise wben the Functional lrea bas files, 
latural Plows, or Shared lortinq Space. If tbe files can be 
of tbe type Directorylotftodeled, then they can be spread 
across processors, or there can be copies of the• on other 
processors, pro~ided that the ~endor•s software can do this 
in a satisfactory •anner. Tbe ~endor is cautioned aqainst 
tbe co•plication of interprocessor access to Shared lortinq 
Space. 

5.5.2.1 Graphics ftanaqe•ent Pupctional &rea 

The Graphics ftanaqe•ent Functional lrea bas one file, tbe 
APOS Graphics Pile, bat no Watural Plows. There is no option 
to ba~e the file as a •ulti•e•ber fa•ily. It is not 
expected that ~endors will want to distribute this 
Panctional ·Area across processors. 

5.5.2.2 Plight Plan Baaaqe•ent Panctioaal 1£!§ 

The Pliqbt Plan ftanaqe•ent Functional Area bas one file, the 
Pliqht Plan Pile, bat no Watural Plows. There is no option 
to ba~e the file as a •ulti•e•ber fa•ily. It is not 
expected tbat ~endors will distribute this Panctional Area 
across processors. 

5.5.2.3 Route Con~ersion Punctional Area 

Tbe Route con~ersion Functional Area bas two files: 

• The Airways & Pixes Pile. 
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• ~be ~eporting Locations lile. 

and options for Teaporary latural llcvs, but 
latural Plows. Tbe Tendor is peraitted to baTe 
type Directorylot~odeled. Since tbe files are 
to during initialization, it should be siaple 
of this type and to baTe up-to-date copies 
processors. 

no Peraanent 
tbe files of 
only written 
to baTe thea 

on seTeral 

~o distribute tbe Functional Area across processors: 

• Ask for the files to be of type DirectoryJot~odeled. 

• Arrange for tbe YIP to handle this type of file, with 
copies on seTeral processors. 

• Arrange for tbe YIP to select a copy of the Panctional 
Area, at each BiqGoTo to tbe Panctional Area. Tbe 
choice can be dynaaic, based on current loads; or it 
can be static, based for exaaple on client ID. 

• If any of tbe options for teaporary spawning are taken, 
then tbe YIP can place each Te•porary latural Plow, 
separately, on any of tbe processors. 

If tbe SerTice Functional Area in tbe exaaple of paragraph 
5., were Boote ConTersion, then Figure 12 would depict the 
resulting distribution. 

5.5.2., Weather ~anaqeaent Functional Are~ 

~be Weather ~anageaent Functional Area bas a large nuaber of 
files, soae outer set cells, no Peraanent latural llows, but 
options for Teaporary latural Plows. The Tendor is peraitted 
to baTe the files of type Directorylot~odeled, but in this 
case aany of the files are written to during the ~easured 
Period. Whether it is easy to haTe thea of tbe type 
Directorylotftodeled, and to haTe up-to-date copies on 
seTeral processors, will depend on tbe Tendor•s own 
software. To distribute tbe ~unctional Area across 
processors: 

• Place the outer set cells whereTer there are calls to 
thea. 

• Ask for tbe files to be of tbe type 
Directorylo~~odeled. 
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• arrange for the 'IP to handle this type of file, with 
up-to-date copies on seYeral processors. 

• see paragraph 5.5.2.8 for the Balk Opdate files. 

• arrange 
area at 
can be 
static, 

for the 'IP to select a copy of the Functional 
each BiqGo~o to the Functional lrea. ~he choice 
dyna•ic, based on current load; or it can be 
based for exa•ple on client ID. 

• If any of the options for te•porary spawning is takea, 
then the 'IP can place each ~e•porary lataral Plow on 
any of the processors. 

Pigarec 13 and ,, show the leather Ranage•ent Functional 
area distributed on 2 processors, for the cases with and 
without te•porary spawning, respectiYely. 

5.5.2.5 !essage ftanage•ent Functional area 

~he !essage ftanage•ent Functional lrea has: 

• One optional size fa•ily of latural Plovs, each •e•ber 
haYing a Shared lorting Space na•ed after it. 

• Tvo fa•ilies of files, of the sa•e fa•ily size as the 
lataral Plovs. 

• one inner set and one outer set Reception Desk Cell. 

Thus, if the •odel •apper elects to haYe tvo-•e•ber 
fa•ilies, a ROL aodel with 2 ftessage ftanageaent Functional 
lreas will be proYided, each baYing a lataral Plow, and one 
•e•ber of each of the tvo file faailies. 

The •odel is coded so that vhen a •essage is deliYered to 
the ftessage ftanage•ent Functional area, it is filed vith 
each copy of the Functional area. When it is retrieYed by 
an indiYidual specialist it is retrieYed fro• only one of 
those copies. The default arrange•ent, which is 
reco••ended, is that a copy of the ftessage ftanageaent 
Functional lrea be placed on eYery processor that contains a 
copy of the Specialist Functional area. In this vay, there 
•ay be interprocessor transfers vhen the •essage is filed, 
bat there will be none each ti.e it is Yiewed by a 
specialist, nor will there be any •igrations. In the 
exa•ple used in paragraph 5.5.1.2, this would ••an: 
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• ftessage ftanageaent inner set cells on processors i and 
j. 

• l faaily of 2 ftessage Ranageaent latural Plows, one 
spawned on processor i, and one on processor j. 

• Two Shared lorting Spaces, one on processor i and one 
on processor j. 

• Two faailies of two files each: 

• Ressage~ile luaber 1 
• TerainalRessageListPile Wuaber 1 

on processor i, and 

• RessagePile Wuaber 2 
• TerainalRessageList~ile luaber ?. 

on processor j. 

The ROL aodel will reflect this, based on the options 
selected for specialists unless the •ender opts otherwise. 
Pigure 15 illustrates this exaaple. 

If the aodel aapper does not tate the defaul t arrangeaent 
suggested, then the YIP will ha•e to detect BigGoTo's to the 
inner set Reception Desk Cell, and direct the client's 
aigration appropriately. There is a •endor option (which is 
taken care of autoaatically in the default case) that 
associates a aeaber of the ftessage ftanageaent faaily wit h 
each specialist. The YIP should aigrate the client (who is a 
specialist, in this case) to the processor on which the 
associated copy of Ressage Ranageaent has been placed. 
Otherwise the aodel will request interprocessor access to 
files and to Shared Working Space. 

5.5.2.6 Coaaon Ser•ice Output Functional lrea 

The coaaon SerYice Output Functional lrea bas: 

• l faaily of 5 la~ ural Plows (one per logical port) . 

• l faaily of 5 spool files (one per logical port). 

• Fi•e Shared Working Spaces (one per logical port). 

• Mo outer set cells. 



If this Functional Area is distributed across processors, 
the aodel aapper should ensure that, for each loqical port 
separately, the latural Plow, the spool file, the Shared 
Workinq Space and a copy of the code are on the saae 
processor. Otherwise, the aodel will request interprocessor 
access to Shared lorkinq Space and to files. 

The aodel aapper has a separate choice for each loqical 
port. A copy of the Functional Area can be placed either 
where the physical port is, or where its aost frequent 
clients are. Either way, unless client and port are on the 
saae processor, there has to be interprocessor traffic. The 
first way, a latural Flow aiqrates to an inner set Reception 
Desk Cell. The second way, the VIP has to deliver the 
output via another processor. 

It is iaportant that the client use a Reception Desk Cell on 
the saae processor as the latural Flow that is associated 
with the loqical port for which it wants output. Otherwise, 
the aodel will request interprocessor access to files and to 
Shared lorkinq Space. Unless the aodel aapper bas been very 
careful with aappinq, the VIP will have to recoqnize 
BiqGoTo's to Coaaon Service Output, deduce the loqical port 
(see paraqraph 7.3.4 of Part V) and aiqrate the latural Flow 
appropriately. 

5.5.2.7 Legal & Analysis Recording Functional Area 

~he Leqal & Analysis Recording Functional Area has: 

• One optional size faaily of latural Plows. Each 
Natural Plow has a Shared lorkinq Space naaed after it. 

• lo outer set cells. 

• lo files. 

It is recoaaended that the vendor r~peat the Functional Area 
on each processor that has a Legal & Analysis Recordinq 
outlet. Tell the Governaent the faaily size needed and which 
aeaber will be on which processor. The ROL version of the 
aodel will reflect this choice. It is iaportant to place 
each copy of the Functional Area on the processor quoted, 
otherwise the model will request access to a Shared Working 
Space on another processor. 
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It would probably be advantageous to have a recording outlet 
on each processor fro• which calls to this Functional Area 
are •ade. If this is not possible: 

(1) There will be an increase in interprocessor traffic. 

(2) The YIP will have to •ake run ti•e decisions. It •ust 
recognize BigGoTo's to this Functional Area, and 
decide to which copy each client will be directed. 
Instructions for this are in paragraph 7.3.Q of Part 
Y. 

Calls to this Functional Area are •ade fro•: 

• The Specialist Interface Functional Area. 
• The DOlT Interface Functional Area. 
• The Co••on service Input Functional Area. 
• The Plight Plan ftanage•ent Punctional Area. 
• The Co••on Service Output Functional Area. 

To su••arize fro• a different point of view: 

• On any processor which bas clients of Legal & Analysis 
ftanageaent, but no copy of the Legal & Analysis 
Recording Functional Area, the YIP will have to 
recognize BigGoTo's to the Punctional Area, and •igrate 
to a processor that bas a copy. 

• Pro• any processor on which there is a copy of the 
Legal & Analysis Recording Functional Area, but no 
recording outlet, the YIP will have to send each output 
to a processor that does have an outlet. 

• If the fa•ily size is greater than 1, then each •e•ber 
•ust be placed on the processor quoted to the 
Govern•ent or interprocessor access to Shared Working 
Space will result. 

5.5~~.8 Data Base ftanage•ent Functional Area 

The Data Base ftanage•ent Functional Area contains: 

• one optional size fa•ily of Ratural Plows. Each 
latural Plow bas a Shared Working Space na•ed af t er it. 

• Ro files of its own. 

• lo outer set cells used during the fteasured Period. 
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Each reference to a file of a type other than 
Directorylotftodeled involves an access to the Shared Working 
Space. The vendor is advised to: 

(1) Place a copy of the Data Base ftanage•ent Functional 
lrea on each processor in which files, other than the 
type Directorylotftodeled, reside. 

(2) Rave each file, other than the type 
Directorylotftodeled, adainistered by the local copy of 
the Functional lrea. 

Tell the Govern•ent bow •any copies are needed (in other 
words, the fa•ily size for the latural Plows), and which 
files are to be adainistered by which aeaber. 

Piles of type Directorylotftodeled do not need Data Base 
ftanage•ent except as described for Balk Update files. 
However, they do need tvo s•all DataBase!anage•ent cells for 
reading and tvo for writing. These should be on the sa•e 
processor as the client. They are not shown on Figures 11 
to 1Q. 

During •odel initialization, there will be a BigGoTo to the 
cell StandardinitializationOfPiles. This cell can b£ 
anywhere. Fro• this cell there will be •any BigGoTo's to 
the cell lriteRevRecordKeepinglorkingSpace. The VIP should 
recognize these calls and direct the client (the Input 
Driver for the liPLink) to the processor holding the Data 
Base ftanageaent latural Plow responsible for each file. 

If the configuration does not allow a file to be placed 
where it is to be used, then there are tvo approaches: 

(1) Place a copy of Data Base ftanageaent Functional lrea 
in the processor where that file is to be used, and 
let the VIP fetch and deliver records. 

(2) Place a copy of Data Base ftanageaent Yunctional lrea 
on the saae proc~ssor as the file. Rave the VIP 
detect each BigGoTo call to Data Base ftanage•ent 
Functional lrea. If the BigGoTo refers to that file, 
aigrate the client to the processor holding that copy 
of Data Base !anage•ent Functional lrea. Directions 
for the VIP are in Part V, paragraph 7.3.Q. 

The second aethod would involve fever interprocessor 
~ransfers in all but the si•plest cases. 
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Por each Bulk Update file that is repeated on several 
processors, there is •ore to consider: 

(1) Identify the Bulk Update file as the type 
Directorylotftodeled (otherwise, there will be 
interprocessor accesses to the Shared Workinq Space of 
the Data Base ftanaqe•ent latural Plow). 

(2) Place a copy of the Data Base ftanaqe•ent Punctional 
lrea on each of the processors, and identify to the 
Govern•ent the latural Plow of each as a Local Bulk 
Update ftanaqer for that file. 

(3) Identify a DataBaseftanaqer to the Govern•ent as the 
"Controllinq Bulk Update ftanaqer" for that file. It 
need not be one of the Local Bulk rrpdate ftanaqers for 
the file. 

(q) Have the TIP detect BiqGoTo's to the cell BulkUpdate, 
and direct the client (The Input Distributor for the 
lWPBourly loqical port) as follows. If the file is of 
type Directorylotftodeled, then the client should be 
directed at the convenience of the VIP; otherwise, the 
client should be directed to the processor containinq 
the Data Base ftanaqer that ad•inisters this file. 

If there are no constraints on where files reside, then it 
should be possible to •ap the •odel so that the only 
•iqrations to the Data Base ftanaqers are durinq the Rodel 
Initializatiou Phase, and possibly also when Bulk Updates 
arrive fro• the lWP. 

To su••arize for each file 
Directorylotftodeled: 

that is not of type 

• If the file and ~he associated Data Base ftanaqer are 
not on ~be sa•e processor, ~hen the VIP will have to 
fe~ch and re~urn ~be records. 

• The TIP •ust de~ect BiqGoTo's as follows, and •iqrate 
clien~s ~o the processor con~aininq ~be associa~ed Data 
Base ftanaqer; o~herwise, ~here will be in~erprocessor 
access ~o Shared Vorkinq space: 

(a) If ~be associated Data Base ftanaqer is not placed 
on the client's processor, BiqGoTo's ~o the 
reception desks for nor•al operations should be 
detected, and •iqra~ion arranqed. 

(b) If, for Bulk Update files, the associated Da~a Base 
ftanaqer is no~ placed on the sa•e processor as the 



Input Distributor for lWPHourly, BigGoTo's to the 
cell BulkUpdate should be detected, and •igration 
arranged. 

(c) During initialization, BigGoTo 1 s to the cell 
WritelewRecordKeepingWorkingspace should be 
detected, and aigration arranged. 

To suaaarize, for each Bulk Update file that is repeated on 
aore than one processor: 

• Type Directorylotftodeled is recoaaended. 

• The siaple approach is to ha~e a Data Base ftanager on 
each processor that holds weather files, and to 
noainate it as the appropriate Local Bulk Update 
ftanager. Otherwise, consider each processor on which 
the file is retrie~ed, but which does not ha~e a copy 
of Data Base ftanageaent noainated as the Local Bulk 
Update ftanager for that file on that processor. on 
that processor, the VIP aust recognize BigGoTo's to 
StartBatchRead and EndOfBatchRead, and aigrate the 
client to a processor which does ha~e a copy of Data 
Base ftanageaent so noainated; otherwise there will be 
interprocessor access to Shared Working Space. 

5.5.3 suaaari 

This paragraph suaaarizes the topic of aodel aapping froa 
the point of ~iew of ~arious aapping considerations. 
Paragraph 5.5.3.1 suaaarizes the straight forward scheae. 
Paragraphs 5.5.3.2 through 5.5.3., suaaarize the 
considerations that arise when the straightforward scheae is 
not adopted. 

The VIP is allowed to aigrate a Jatural ?low at any point. 
Howe~er, it is reco••ended that •igrations only occur at 
GoTo•s, BigGoTo•s and Return?ro•BigGoTo's; and it is assu•ed 
here (that is, in paragraph 5.5.3) that this reco••endation 
is being followed. ftoreo~er, it will be seen in paragraph 
5.5.3.1 that aapping considerations becoae si•pler if 
aigration is restricted even further, to BigGoTo•s and the 
corresponding Return?ro•BigGoTo•s. 
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5.5.3.1 The Straight Forward Sche•e 

If the •odel •apper ensures that; 

• Copies of all outer set cells are a•ailable on 
processors froa which they are called by their clients, 

• Each Pri•e Source Matural Flow is spawned on the 
processor that holds the files (if any) and the inner 
set cells of the Functional Area to which it belongs, 

• Each ser•ice Matural Flow is spawned on the processor 
that holds the Shared lorking Space (if any), the files 
(if any), and the inner set cells of the (copy of the) 
Functional Area to which it belongs, 

• If either the Route Con•ersion or the leather 
ftanage•ent Functional Areas are placed on •ore than one 
processor, then the files concerned are of type 
Directorylotftodeled, 

• l copy of the ftessage ftanage•ent 
placed on each processor on which 
Flows are spawned, 

Functional Area is 
Specialist latural 

• A copy of the Legal&AnalysisRecording Functional Area 
is placed on each processor fro• which there are calls 
to its Reception Desk Cell, and is identified to the 
Go•ern•ent as the copy for use in that processor, 

• Each file, that is not of the type Directorylotftodeled, 
resides on the processor on which the DataBaseftanager 
latural Flow that is responsible for it vas spawned, 

• On each processor fro• which there are calls to read a 
Bulk Opdate file, there is a DataBaseftanager no•inated 
as the Local Bulk Opdate ftanager for that co•bination 
of file and processor, 

• lhere•er a VSR is specified to plant, or to return a 
ProcessoriD, it plants, or returns, the ID of the 
processor in which the latural Flow issued the VSR 
(this and the next two instructions ensure that each 
latural Flow operates as if based in the processor on 
which it vas spawned), 

• lt a ReturnFroaBigGoTo, the latural Flow is routed to 
the processor quoted hy tb€ •odel, 

• 10 latural Flow is •igrated except at a 
ReturnFro•BigGoTo, or a~ a BigGoTo as follows; 
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(a) To the cell lPOSGrapbicsPro•liP (no choice of 
destination). 

(b) To any of the Pliqbt Plan !anaqe•ent reception 
desks (no choice of destination) • 

(c) To the cell Routeconversion (the VIP selects the 
choice of cell) • . 

(d) To the leather !anaqe•ent inner set Reception Desk 
Cells (the VIP · select~ the choice of cell), 

(e) To the Co••on Service Output Reception Desk Cells 
(to the processor containinq the copy of Co••on 
Service output that adainisters the logical port in 
question). 

(f) To the cell WriteJewRecordKeepinqlorkinqspace. 
durinq •odel initialization (to the processor 
containinq the DataBase!anaqer responsible for the 
file in question). and 

(q) To the cell BulkOpdate (to the processor containinq 
the DataBase!anaqer responsible for the file in 
question). 

Then the follovinq vill be true; 

• There will be no interprocessor 
lorking Spaces or to files of 
Directorylot!odeled. 

access to Shared 
type other than 

• The VIP need to detect and arranqe only the •iqrations 
listed in (a) tbrouqb (q). 

• ~be local VIP in each processor need know only the 
follovinq infor•ation about vbat is on other 
processors; 

(a) Where each service Ratural Plow vas spav~ed 
(synonyaous vitb its hoae processor). 

(b) Where the Ancestral Jatural Plov vas spawned. 

(c) Where each Pri•e Source Jatural Plov vas spawned 
(required only durinq the !odel Initialization 
Phase, and only by the processor boldinq the 
lnces~ral Ratural Plow), and 

(d) Where the tarqet cells for the •iqrations listed in 
(a) tbrouqh (q) reside. 



5.5.3.2 ~ile Access 

Interprocessor file access will be aYoided 
DataBase!anager noainated as responsible for each 
~laced on the saae processor as the file, and 
D'taBase!anager Watural ~lows do not aigrate. This 
apply to files of the type DirectoryWot!odeled. 

5.5.3.3 Access to Shared Working Space 

if the 
file is 
if the 

does not 

The VIP will aYoid interprocessor access to Shared lorking 
Space if: 

• Bach serYice watural Plow awaits Prods on its hoae 
processor, with its Shared lorking Space, if any, and 
all the inner set cells present on that processor. 

• There is only aigration as defined in paragraph 5.5.3.1 
and: 

(a) To the 8 Data Base !anageaent Reception Desk Cells 
for noraal operations, vitb the target cell 
selected by fileiD to cause aigration to the 
processor containing the DataBase!anager 
responsible for the file to be accessed (does not 
apply to files of the type DirectoryWot!odeled). 

(b) To the cells StartBatchRead and BndOfBatchRead, 
with the target cell selected by fileiD to cause 
aigration to a processor containing a 
DataBase!anager that is identified as the Local 
Bulk Opdate Ranager for that file on that 
processor. 

(c) To the cell !akeLegal&lnalysisRecording, vith the 
target cell selected to cause aigration to any 
processor containing a Legal&lnalysisDriYer 
proYided that this Legal&lnalysisDriYer vas 
identified to the GoYernaent for use on that 
processor. 

(d) To the cell !essageToScreen, vith the target cell 
selected to cause aigration to the processor that 
contains the copy of !essage !anageaent that vas 
identified to the GoYernaent as associated vith the 
client in question. 

5.5.3.q ~eturn links to processors 



In Yarious situations the aodel quotes a ProcessoriD to the 
VIP. The processor quoted will be relevant under the 
following conditions: 

• When a Teaporary Natural Plow is spawned. the VIP 
plants a ProcessoriD in its DedicatedWorkingspace. and 

(a) If this is the processor on which its parent issued 
the VSR. 

(b) the parent never aigrates except at a BigGoTo and a 
ReturnProaBigGoTo. and 

(c) at a ReturnProaBigGoTo the parent always returns to 
the processor froa which it caae. 

then the processor quoted 
YSR will be that on which 
its offspring. 

with the offspring's Prod 
the parent awaits Prods froa 

• When the VIP conYeys a Prod froa a prodder to a 
proddee. it passes a ProcessoriD to the proddee. If 
this is the ID of the processor on which the prodder 
issued the Prod VSR. then it can be used as the 
destination for the reflected signal froa the proddee 
to the prodder provided that the prodder behaves as in 
(b) iaaediately aboYe (the "reflected signal" feature 
is introduced in paragraph 6.11). 

• When a client Proas a serYice Natural Plow. the VIP 
passes a ProcessoriD to the latter. In soae cases. the 
Service Natural Plow answers with a return Prod to che 
clien~. If it does. it quotes with the return Prod the 
ProcessoriD that the VIP proYided on the first of the 
two Prods. The original prodder will still be on the 
processor where it issued the Prod. 

• lt a BigGoTo. the VIP returns a ProcessoriD to the 
Natural Plow. The Natural Plow will quote this saae ID 
at the ReturnProaBigGoTo. 

5.6 REPINE!ENTS 

5.6.1 Pruning Cells 

The aapping described so far aaps sets of cells; for soae 
Functional lreas a se~ of inner set cells only and. for soae 
Functional lreas, a set of outer set and a set of inner set 
cells. 
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The aapping can nov be refined by looting within each set 
and deciding which cells of the set are really needed. This 
is done by a case-by-case study of each Functional Area. 
Section 6 should help. 

ln exaaple will illustrate what can be achieved. suppose 
Processor t1 contains only the Specialist and DOlT 
Functional Areas, plus a copy of Data Base ftanageaent. 
Doring the fteasored Period, the latter is present to 
organize ReadRecord and WriteRecord on 6 files. If these 6 
files are of the type FixedinforaationDirectory, then the 2 
operations between thea only require 8 relatively saall Data 
Base ftanageaent cells out of a total of 30 cells in Data 
Base ftanageaent. 

5.6.2 Packaging Into ftodoles 

The vendor can opt for aolticell aodules, each vith any 
coabination of cells packaged into thea. Whether this is 
useful vill depend on the systea that is proposed. 

To decide vhat coabinations of cells voold be useful to have 
together in the saae aodoles, the aodel should be studied at 
the cell level. 

5.7 TRilL ftlPPIJG 

The Governaent translation froa ftodeling Language to HOL is 
guided by various preset values, soae of which are vendor 
options. ln, exaaple is a table that gives the 
DataBaseftanager responsible for each file. Section 7 
describes the options. 

The vendor's choice of aapping is built into the HOt version 
of the aodel that the Governaent brings for the official 
benchaart deaonstration. It can also be built into versions 
that are used for testing purposes, bot the vendor aay not 
.tnov in advance exactly what aapping is best. For the 
option settings that are not obvious in advance, the vendor 
should proceed as follows: 

• Faaily sizes can only be built-in. Therefore, select 
large enough faailies to cover all the cases to be 
tried. If in any one run, an unwanted aeaber of a 
faaily reaains unused, the only penalty is a slight 
increase in VIP adainis~ration overhead. 
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• In •ost cases, the vendor option can be •ade HOL 
editable. ~his works a ·; follows. Select a character 
string to represent the value, or accept the default 
character string. In the HOL code this character 
s~ring will appear whereYer the Yalue should haYe 
appeared. ln auto•atic editor can change all 
occurrences of this character string to whateYer Yalue 
is desired ne~t. 

• In other cases, it can be 
controllable by the YIP 
Dyna•ic Options. 

6. IIDIYIDOlL PUICTIOilL liElS 

6.1 GEIEilL 

arranged that the Yalues are 
at run ti... These are the 

The description of the •odel gi•en so far is sufficient for 
a gross level of •apping. Por so•e Yendors this •ay indeed 
be sufficient. Por a finer leYel of •apping, and for 
integration, one •ay need to understand the •od~l in •ore 
detail. The best way to do this is to study the ftodqling 
Language listing. This section is an introduction to the 
internal structure of each functional area. 

Anyone studying the •odel in detail •ay want to know the 
scope of the Yariables encountered. All the Yariables na•ed 
in the ftodeling Language listing of the •odel are held in 
Working Spaces. Each Yariable belongs to one of three 
types, as follows. 

(1) If it is declared to be local at the bead of the cell, 
it is local to the cell and to the latural Plow. It 
is held in a dyna•ic stack in Ad•inArea. 

(2) If it is in a Shared Working Space, it is available to 
any latural ~low that is currently accessing that 
Shared Working Space. All •ariables of this type are 
identified in the ftodeling Language listing contained 
in Appendix c. 

(3) In all other cases, the Yariable is a•ailable to the 
cells used by the latural Plow, but it is local to 
tha~ latural Plow. It is only aYailable when the 
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lorting Space that holds it is accessible. These 
~ariables are listed in Table 13. 

The constants used 
table iteas. Those 
run tiae ~ariables 
at the head of the 

6.2 TOP LEYEL 

in the aodel are either single iteas or 
tables in each cell that are indexed by 

are listed in the IncludeTables directi~e 
cell. 

The Top Le~el ~unctional lrea has: 

• One latural ~low (the lncestrallaturalPlow). 

• Three cells (one for each phase of the Bencbaark). 

• lo files or Shared Working Space. 

In the first cell, the lncestrallatural~low spawns the other 
Peraanent latural Plows, then coordinates tbe initialization 
of the aodel. Initialization follows this sequence: 

(1) Each latural Plow does its pri~ate initialization, 
that is, initialization that does not depend on that 
of any other latural Plow. In particular, each Data 
Base ftanager initializes directories for the files 
under its control. 

(2) The Scheduler initializes the scheduling file. 

(3) Each Specialist and each DUAT latural ~low initializes 
the data base records that describe the condi~ion of 
its terainal. 

(') The liPLink Input Dri~er latural Plow reads 
initializa~ion messages fro• the load tape, executes 
the ~arious paraaeter dri~en initializations, then 
issues the first output VSB fro• the aodel. This 
output is the signal for VIP and benchaart dri~er to 
synchronize the start of the fteasured Period. 

In the second cell, the lncestrallaturalPlow waits for the 
Teraination Phase. 

In the third cell, the lncestrallaturalPlow coordinates 
teraination in the following sequence: 
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(1) It waits for end of bench•ark signals fro• all Pri•e 
Source latural Plows. 

(2) It signals the Output Driwer latural Plows to e•pty 
their spools, then waits for the• to do so. 

(3) Si•ilarly then with the LegalSlnalysisDriwer latural 
Plows. 

(') It •akes the final exit to the •IP. 

6.3 SPECIALIST IITBRPACE 

The Specialist Interface Functional Area has: 

• linety-one latural Plows (the fa•ily of specialists). 

• Twenty-four cells, grouped as follows; 

1 initialization cell, 
' outer loop cells, 
17 "Do it" cells (1 per Specialist Input Type), 
and 
2 supporting cells. 

• Three fa•ilies of files, such that each fa•ily has one 
record per ter•inal; 

Ter•inalRecordPile, and 
eurrentPlightPlanPile 
RouteRecordPile. 

• lo Shared Working Space. 

l si•plified flow of control within the Functional Area, for 
each Specialist, has already been seen in Pigure 2. To this 
add the following: 

• The output is perfor•ed by three cells; 

SpecialistPor•attedoutput, 
SpecialistPreeTextoutput, and 
SpecialistWeatherDisplay; 

and on any one occasion, one of the• is used. 

• If the wendor opts for Teaporary latural Plows for 
weather retriewal, ~hen this retriewal has to be 
coordinated wit h subsequent •essages arriwing froa the 
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terainal. Two outer set 
are a•ailable for this 
appropriate tiaes; 

cells of leather !anage•ent 
purpose, and are called at 

(a) EnsureEnougbleatherToDisplay is called by the 
specialist cell SpecialistleatberDisplay. 

(b) StopTheRetrie•al is called by the specialist 
cell Specialistinput. 

The resulting flow of control within the Specialist 
Interface Cells is shown in Figure 16. The o•erall flow of 
control for each Input Type is shown in Figures 17 to 2,. 
For what happens when the Specialist latural Plows enter the 
cells of another Functional Area, see the description of 
that Functional Area. 

6.- DOlT IBTERFACE 

The DOlT Interface Functional lrea bas: 

• Forty Jatural Plows (the faaily of DOlTs) • 

• Twenty cells, grouped as follows: 

1 initiali%ation cell 
3 outer loop cells 
14 "Do it" cells, 1 per DOlT input type 
2 supporting cells. 

• Three faailies of files, such that each •eaber bas one 
record per terainal; 

DOATTer•inalRecordPile 
DOATCurrentPlightPlanPile 
DOATRouteRecordPile. 

• Bo Shared Working Space. 

The pattern of flow is si•ilar to that for specialists. The 
functions perfor•ed are a copy of a subset of those for 
specialists. Figure 25 shows the pattern of flow within the 
DOlT Interface cells, and Figures 26 to 32 show the o•erall 
pattern of flow for the indi•idual aessage types. For what 
happens when the Batural Flows enter the cells of another 
Functional Area, see the description of that Function&l 
Area. 
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The Radar Ranageaent Functional Area has: 

• One ftatural Plow; the Radarftanager. 

• '!'vo cells; 

, initialisation cell 
1 run tiae cell. 

• one file, the Radarrile. 

• wo Shared torttng Space. 
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• Ho files. 

• Ho Shared Working Space. 

During the ftodel Initialization Phase, initialization 
aessages arrive on the liP logical port. The InputDriver 
for the liP logical port responds to these aessages. Its 
pattern of flow is siailar to that of other Priae source 
latural Flows except that it gives no response to any but 
the last aessaqe. This last aessage is of the type 
!ndOfinitialization; and the response to it is a signal to 
the YIP (and hence to the benchaark driver also) to 
synchronize internal clocks for the fteasured Period which 
nov begins. 

The following Functional Areas are called by the Input 
Driver for liP, froa the cell InitializeinputDriving; 

Flight Plan ftanageaent 
Tiae ftanageaent 
Data Base ftanageaent. 

Figures 3Q to 36 shows the overall flow of control for the 
lWPLink Input Driver during the ftodel Initialization Phase. 

During the fteasured Period the work of reading the input and 
of doing what has to be done is apportioned between tvo 
Ratural Flows per logical port, for the following reason. 
Unlike input fro• specialist and DUAT terainals, the input 
fro• RADIR is not specified to wait for a response froa the 
previous input. Hence, it can arrive before the previous 
input has been dealt with. The arrangeaent that has been 
aodeled allows the Driver to stack up a queue of inputs for 
the Distributor to attend to. 

The following Functional Areas are called by the Input 
Distributors fro• the cell CallRecipient; 

Legal & Analysis Recording 
Flight Plan ftanageaent 
Weather ftanageaent 
ftessage ftanageaent 
Comaon Service Output. 

Figures 31 and 38 sho~ the flow of control within the cells 
of the Functional Area, during the fteasured Period, for the 
cases with and without teaporary spawning. Figures 39 to Q3 
show the overall flow of control for the various Input Types 
that arrive during the fteasured Period. For what happens 
when they are in another Functional Area, see the 
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description of that Functional lrea. 

~-Tift! ftlllG~!! 

The Ti•e ftanage•ent Functional area is both Pri•e Source and 
SerYice. On the serYice side it has: 

• One Ratural Plow, the Scheduler. 

• Six cells, grouped as follows; 

1 initialization cell 
2 run ti•e cells 

(used by the Scheduler) 

2 outer set Reception Desk Cells 

1 outer set Reception Desk 
initialization. 

Cell used durinq 

• One file, the SchedulingPile. 

• One Shared Working Space. 

The Scheduler accepts updates to the SchedulingPile, that 
is, additions to and deletions fro• the list of scheduled 
eYents, and •aintains a diqest of the file in the Shared 
Working Space. The content of the Shared Working Space is 
described in the ftodeling Language listinq. 

The •ain work is done by the Scheduler Ratural Flow, which 
cycles in the cell RunTi•eScheduling, waiting for clients to 
Prod it fro• the Reception Desk Cells. The left hand side 
of Figure 44 depicts the flow of control. 

The algorith• for placing and finding entries in the file is 
as follows. Record nu•ber n is calculated as a function of 
the schedule ti•e for the event. If record n does not 
contain an e•pty slot (when scheduling) or the required 
entry (when cancelling), then records n+1, n+2, ••• (with 
end-around carry at the end of the file) are searched in 
turn. 

On the Pri•e Source side there are: 

• One latural Flow, the Timeftanager. 
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• ~i•e cells, grouped as follows, all used by the Tiae 
ftanager; 

1 initialization cell 
3 run tiae cells 
1 cell used during the ftodel Ter•ination Phase. 

• No files. 

• No Shared lorking Space. 

The Tiaeftanager has a basic cycle acti•ated once a second by 
the •sR Suspendfte. on each cycle, it inspects the 
Scheduler's Sharedlorkingspace. If the latter indicates 
that a scheduled e•ent is due, it reads the Scheduling Pile 
and picks fro•it a directi•e for action. Like the other 
Priae Source Natural Plows, it aakes procedure calls to 
other Functional Areas to perfora whate•er is needed. 
Finally, it Prods the Scheduler to delete that itea froa the 
file. 

The right hand side of Figure 
within the Functional Area. 
o•erall flow of control for 
during the fteasured Period. 
each of the other Functional 
that Functional Area. 

44 depicts the flow of control 
Figures 45 to 47 show the 

the three scheduled aessages 
To find out what happens in 

Areas, see the description of 

one of the initialization aessages that arri•es on the liP 
logical port during the ftodel Initialization Phase is the 
aessage ScheduleEndOfScheduling. The response is to 
schedule the action StopDoingSchedulelctions. The scheduled 
action is to Prod the Ancestral Batural ~low, then stop with 
an lwaitProd •sR that is ne•er satisfied. 

6.8 GRAPHICS ftlBAGEftEBT 

The Graphics ftanageaent Functional Area has: 

• No Natural Plows, or Shared Working Space. 

• One file, the APOSGraphicsPile. 

• one inner set Reception Desk Cell. 

The cell is called by the Input Distributor for ~he liP. The 

-59-

r 



inpet aodels the receipt of apdates to the file. The 
graphics cell aodels the broadcasting of the update to APSSs 
and to each DOlT cluster. 

§.9 PLIGHT PLll llllG!ft!JT 

The Plight Plan nanageaent Punctional area bas: 

• 10 latural Plow. 

• TWel~e cells. as follows; 

2 outer set Reception Desk Cells used during 
initialization 

2 inner set supporting 
initialization 

cells used during 

1 inner set Reception Desk cell used by the Input 
Distributors during the Beasured Period 

3 inner set Reception 
Specialists and DOlTs 

Desk cells used by 

3 inner set Reception Desk Cells scheduled by the 
Scheduler for use by the Tiae nanager 

1 inner set run tiae supporting cell. 

• ODe file. the PligbtPlanPile. 

• lo Shared WorkingSpace. 

Internally. the pattern of flow is as follows. Bither the 
client does al l the work in the Reception Desk Cell. or fro• 
that cell it ca l ls the supporting cells. Pro• these cells. 
howe~er. the client calls other functional areas; 

Coaaon Ser~ice output 
Tiae nanageaent 
Legal & Analysis Recording 
Data Base nanageaent. 

6.10 ROUTE COIYE~SIOI 

The Route Con~ersion Punctional Area has: 
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• lo Peraanent latural 
~endor can opt to 
latural ¥lows. 

~low, but three places 
ba~e the client spawn 

where the 
~eaporary 

• Se~en cells, all inner set, grouped as follows; 

1 Reception Desk Cell, used by specialists and 
DU&Ts 

6 Supporting cells. 

• Two files; 

lirways&~ixes~ile 
ReportingLocationsPile. 

• lo Shared Working Space. 

Pro• three of the cells, the client calls Data Base 
!anageaent. Figure '8 shows the difference in local flow of 
control generated by any of the options for teaporary 
spawning; Figures -9-50 show the flow of control generatea 
by election of none (Figure '9) or all three (Figure 50) of 
the options for teaporary spawning within Route Con~ersion. 
(The six other possible perautations of the binary options 
2,, 25 and 29 are not illustrated.) In Figure ,8, 
synchronous processing is diagraaaed on the left, and 
asynchronous on the right. In the latter case, the in~oker 
bas two loops, the first executing VSR Spawn, creating 
Teaporary Natural Plows, and the second executing VSR 
lwaitProd, which fields VSR Prod signaling Teaporary Natural 
Plow coapletion. In Figure Q9, all three loops contain 
procedure calls, as on the left of Figure '8; in Figure SO, 
all three contain asynchronous processing as on the rigbt of 
Figure ,8, and the Await Prod loops cascade upward after 
recei~ing all the Prods at each le~el of Teaporary Natural 
~lows. 

The leather !anagement Functional Area bas: 

• No Peraanent Natural Plows, but two places 
vendor can opt to ba~e the client spawn 
Natural Plows. 

• Thirteen cells, grouped as follows; 

wbere the 
Teaporary 

3 outer set Reception Desk Cells used by 
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specialist and DOlTs 
2 outer set Reception Desk Cells used bf the AlP 

InputDistributor 
8 inner set supporting cells. 

• The leather Piles (listed in Table 7). 

• Mo Shared lorking Space. 

Parallel retrie•al bf Te•porarf latural Plows is coordinated 
bf using so•e of the features of the Prod 'SR. A full 
description of Prod and AwaitProd is gi•en in Part '· ln 
o•er•iew is gi•en here to help the •odel •apper understand 
what is going on. 

The •odel is written so that the parent need not know the 
Natural Plow ID assigned to its offspring. The offspring 
Prods its parent with a lorking Space (which is the 
retrie•ed weather report) and a •essage kef which is 
•eaningful to the parent as an offspring identifier. The 
parent dictates to the 'IP, in the lvaitProd YSR, which kef 
it currentlf wishes to recei•e. 

lvaitProd is also capable of "reflecting back" a 1-bit 
•essage which •eans to the offspring, or to the 'IP on 
behalf of the offspring; "nov fOu can die". 

Piqures 51-53 show the flow of control generated bf election 
Gf none (Piqure 51) , one (Piqure 52) or both (Figure 53) of 
the options for te•porarf spavninq within leather 
ftanaqe•ent. (Election of option 30 necessitates election of 
option 26, so there is no fourth per•utation.) In Piqure 
51, there are two loops, the first bf file and the second bf 
record. In Figure 52, the first loop in•okes the second by 
a Spawn, and a third loop, initiated by a procedure call 
fro• the client functional area, recei•es the Prods in order 
of displaf position. In Figure 53, the second loop issues a 
Spawn for each read, and a fourth loop recei•es the 
resulting Prods in displaf order, in turn passing Prods to 
the third loop. 

6.12 RESSAGE ftAMAGEftEMT 

The "essage "anage•ent Functional Area has: 

• One fa•ily of Natural Plows, the ftessageftanagers, of 
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optional faaily size. By default, the size depends on 
options taken by the •endor in the Specialist Interface 
Functional lrea. 

• Pour cells, grouped as follows; 

1 initialization cell 
1 run tiae cell 

(used by the Ressage !anager) 

1 inner set Reception Desk Cell 
1 outer set Reception Desk Cell. 

• Two faailies of files with the saae faaily size as for 
RessageRanager latural Plows; 

RessagePile (holds the aessages theasel•es) 
TerainalRessageListPile (adainistration file) 

• One Shared Working Space 
latural Plow. 

for each RessageRanager 

The aessage pool plus adainistration is repeated with all 
copies of Ressage Ranageaent. When a new aessage is added 
to the pool, it is placed in all copies of the pool. If the 
•endor follows the suggestions aade in paragraph 5.5, then 
Ressage Ranageaent is repeated on all processors where there 
are specialists. When a Specialist latural Plow retrie•es a 
aessage, the aessage is retrie•ed froa the copy on its 
processor. 

Sessages are placed in the pool by the Ressage!anagers. The 
aessages are retrie•ed by the client executing in a 
Reception Desk Cell. Figure 5' depicts the •arious patterns 
of flow. Data Base Ranageaent is called froa two of the 
cells. 

6.13 CORROI SERfiCE OOTPOT 

The Coaaon Ser•ice output Functional Area serves 5 logical 
ports (Q llDII logical ports, plus the printer). It has: 

• One faaily of 5 Natural Plows, the outputDri•ers, with 
one aeaber per logical port. 

• Pi•e Shared Working Spaces, 1 per logical port. 

• Pi•e cells, all inner set, grouped as follows; 
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1 initialization cell 
1 run tiae cell 

(used by the driYers) 

2 run tiae Reception Desk Cells 

1 Reception Desk Cell for ftodel Teraination Phase. 

• one faaily of 5 files, the faaily of "Output¥ile", one 
aeaber per loqical port. 

The Shared lorkinq Space is used for coaaonication between 
dri•ers and clients. 

¥iqure 55 shows the Yarious flows of control. Two of the 
run tiae cells call Data Base Sanaqeaent. 

6.1, LEGAL & Allt!SIS RECORDIIG 

The teqal & Analysis Recording ¥unctional Area has: 

• one optional size faaily of Ratural 
tegal&AnalysisDri•ers. 

• one Shared lorking Space per Natural Plow. 

Plows, the 

• Three cells, all inner set, grouped as follows; 

1 initialization cell 
1 run time cell 

(used by the driYers) 

1 Recep~ion Desk Cell. 

• lo files. 

The Shared lorking Space holds the buffer of output 
aessages, plus coaaunication iteas. Clients add to the 
buffer while they are in the Reception Desk Cell. If, in 
doing so, they fill i~ , they Prod the DriYer to eapty the 
buffer. Figure 56 depicts the flov of control. 

6.15 DATA BASE !AIAGEft~IT POICTIOIAL AREA 

The Data Base ftanaqeaent Functional Area adainisters both 
noraal file aanipulations, that is, operations on indiYidual 



records, and the coaplications arising froa Bult Opdate 
files. The code is broken down into a large nuaber of 
(aos~ly) saall cells, so that only those that are needed for 
a particular situation need be present. Data Base 
ftanageaent bas: 

• one op~ional size faaily of latural 
DataBaseftanagers, intended as 1 for each 
which files are held. 

Plows, the 
processor on 

• Twenty-eight cells, grouped as follows; 

1 inner set initialization cell 
1 inner set run tiae cell, for the adainstration 

of Bult update files 
(both used by the DataBaseftanager latural 

P'lows) 

12 inner set Reception Dest Cells, grouped as 
follows; 

1 outer set cell used by the liP Lint 
driYer during initialization 

8 inner set cells used by aany clients for 
noraal file aanipulations 

3 inner se~ cells used by clients in 
leather Ranageaent for Bolt Opdat~ files 

7 inner set cells which are GoTo-type extensions 
of the Reception Desk Cells 

7 inner set supporting cells reached by procedure 
calls. 

• One Shared Working Space per latural Plow, that holds a 
Raster Directory for the files. It is administered by 
its patron latural P'low, and it is also accessed by 
clients executing in Reception Desk Cells. The contents 
are described in the Rodeling Langu ge listing of the 
aodel. 

• Ro files. 

Rormal file aanipulations are handled by the client in the 
Reception Desk Cells and their extensions. There is one 
Reception Desk Cell per file operation. !ach cell chooses 
an extension based on file type. P'igure 57 shows the 
pattern of flow, and ~able 1~ lists the cells used by each 
coabination of operation and file type. Siaultaneous 
clients are coordinated by the YIP through their requests 
for sole access ~o the Shared Working Space. 
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lhen a client reads individual records fro• a Bulk Update 
file, it uses the nor•al facilities provided by Data Base 
ftanage•ent. To find which of the pair of files to read 
fro•, it uses a Reception Desk Cell to consult the local 
Shared Working Space (that is, the Shared Working Space of 
the DataBaseftanager identified as the LocalBulkUpdateftanager 
for that file on that processor). At the end of the batch 
of reads, it uses a Reception Desk Cell to Prod, if 
appropriate, the Controlling Bulk Update ftanager for that 
file. 

Each DataBaseftanager can be the controlling Bulk Update 
!anager, or a LocalBulkUpdateRanager, or neither, or both, 
for any given Bulk Update file. Each cycles endlessly 
waiting for Prods to direct it to perfor• background 
•aintenance of those files. It expects and deals with four 
kinds of directive: 

• 

• 

"l bulk update bas been co•pleted", received fro• the 
liPLink Distributor executing in the Reception Desk 
Cell that perfor•s Bulk Updates. 

"How •any readers have 
file?", received fro• 
Ranager. 

you currently got for this 
a Controlling Bulk Update 

• "I currently have n readers of this file", received 
fro• a Local BulkUpdateftanager .• 

• "I have finished a batch of reads fro• a recently 
replaced file (hence possibly it can nov be deleted)", 
received fro• a client of leather ftanage•ent. 

To perfor• the •aintenance, it keeps counts and switches in 
the Shared Working Space. These are detailed in the 
Rodeling Language listing of the aodel. Figure 58 shows the 
patterns of flov that control Bulk Update files. 

1. YEBDOR O~TIORS 

Each option has a default value. 

Unl e ss otherwise stated, all options can be requested as HOt 
editable, as described in paragraph 5.7. The phrase "Default 
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Stringw refers to the default character string that will be 
used if the option ROt editable is desired, but the choice 
of string is not iden~ified. 

1.1 nOD!t ftlPPIIG OP~IOIS 

The vendor is responsible for ensuring that the option 
settings are consistent with each other. Each option is 
identified with a default value and whether it is ROt 
editable. 

1.1.1 Specialists 

The Specialist Functional lrea can be placed on n processors 
by dividing the Specialist Ratural Plows into n groups. The 
3 files wil t then becoae 3 faailies of files, vith n aeabers 
each; 

• ~rainalRecordPile 
• RouteRecordPile 
• currentPlightPlanPile 

See the exaaple in paragraph 5.5.1.2. 

OPTIOI 1 Ruaber of groups 

1. lot ROt editable 
B. Default value = 1 

OP~!Q!_~ The allocation of specialists to groups 

1. The aodel 
specialists 
specialis~s 
etc. 

aapper is encouraged to allocate the 
in an orderly aanner, for exaaple 

1 to 30 in group o, 31 to 60 in Group 1 

B. ROt editable, expr~ssed in 2 tables 

(1) ~be table, TerainalPileiDOffset, 

(a) gives the group nuaber (nu 11bering 
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(2) 

7.1.2 DUl'!'s 

starting at 0) for each specialist 
(b) 4efault value = 0 
(C) default string = "SpA", where p is the 

logical port nuaber 
(d) aust be in the range 0 to (n-1), 

inclusive, where n is the nuaber of 
Specialist group,s 

'!'he table, w'!'erainalRecordt", 

(a) gives- the position (nuabering starting at 
1) in the group, for each specialist 

(b) default value = p 
(c) default string = "lpB" 

(where p is the logical port nuaber) 
(d) aust be positive, with no 2 Specialists 

in the saae group having the saae value. 
(e) the aaxiaua value for each Specialist 

Group deteraines the file lengths for the 
group 

'!'he DUA'!' Functional Area can be placed on n processors by 
dividing the DUl'!'s into n groups. '!'he 3 files will then 
becoae 3 faailies of files, with n aeabers each. 

• DUl'!'TerainalRecordPile 
• DUl'!'RouteRecordPile 
• DUl~CurrentFlightPlanPile 

OP'!'IOW 3 luaber of groups 

a. lot HOL editable 
B. Default value = 1 
c. !ust be in the range 0 to (n-1) , inclusive, where n 

is the nuaber of DUA~ groups 

OP~IOI - '!'he allocation of DUA'!'s to groups 

A. The aodel aapper is encouraged to allocate the DUA'!'s 
in an orderly aanner, for exaaple DUATs 1 to 10 in 
group 0, 11 to 20 in group 1, etc. 

B. HOL editable, expressed in the saae two tables as 
for specialists: 

(1) The table, TerainalPileiDOffset, 
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(a) giTes tbe group nuaber (noabering 
starting at 0) for each DOAT 

(b) default Talue = 0 
(c) default string = "SpC", (where p is the 

logical port nuaber) 

(2) The table, TerainalRecordt, 

(a) giTes the posi tion (nu•bering starting at 
1) in the group, for each DOAT 

(b) default Talue = p 
(c) default string = "SpD" 

(where p is the logical port nq•ber) 
(d) aust be positiTe, ~ith no t wo DOlTs in 

the saae groups having the saae value 
(e) the aaxiaua Talue for each DOlT group 

deter•ines the file lengths for that 
group 

7.1.3 ftessaqe ftanaqeaent 

OPTIOR 5 Faaily si~e for ftessage ftanagement 

l. The saae faaily si~e applies to 

ftessageftanager Ratural Flows 
ftessageFile 
TerainalftessageListFile 

B. Rot HOL editabl~ 

c. Default value = the nuaber of groups chosen for the 
Specialist Functiona l Area (paragraph 7.1.1) 

OPTIOR 6 Association of each specialist witb a copy of 
ftessage ftanagement 

A. This is reflected in the table 
Selec~edftessageftanager, which gives, for each 
specialist, a meabership number (nuabering starting 
at 1) in the ftessage ftanageaent faailies 

B. Defaul~ value = 1 + the value chosen for 
TerainalFileiDOffset 
1. 1. 1) 

the table 
(paragraph 

c. Default string = "SpE", where p is the logical port 
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number for the specialist 

o. This option governs 

(1) which "essage"anager Ratural Plow alerts each 
specialist 

(2) which Shared Working Space the specialist 
Natural Plow will atteapt to access 

(3) which aeaber of each of 
"anageaent file faailies 
refer to 

the two Ressage 
the specialist will 

E. If the defaults are not 
the VIP will have to 
specialist migrations 
paragraph 5.5.2.5) 

accepted for this option, 
handle intelligently the 

to "essage "anageaent (see 

P. Rust be in the range 1 to n, inclusive, where n is 
the faaily size for "essage ~~~ageaent 

7.1.4 Legal & Analysis Recording 

OPTION 1 Paaily size for Legal&lnalysisRecording 

l. Not HOL editable 

B. Default value = 1 

Each client of Legal&Analysis Recording adds to a recording 
buffer, which is the Shared Working Space of a aeaber of the 
family of Legal&AnalysisDriver•s. If it finds that it bas 
filled the buffer, it Prods this same driver to empty it. 
The choice of driver is governed by the following table, 
which is indexed by the ID (fro• 1 to 16) of the processor 
on which the client fills the buffer. The output of the 
table is a Na~ural Plow number. Nuabering for the 
Legal&lnalysisDriver family s~arts at two. 

OPTIO!_~ The ~able, RecomaendedLegal&AnalysisDriver 

A. Default value = 2 (the Natural Plow nusber of the 
first member of the fa•ily) 

B. Oefaul~ string = "!pP", where p is the processor 
number 

c. The VIP is specified to select the driver 
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dyna•ically if the 
latural Plow nu•ber 
faaily (that is, -2) 

table •alue is the 
of the first •e•ber 

See the su••ary at the end of paragraph 5.5.2.7. 

7.1.5 Data Bas!_~anage•ent 

l. Rot HOL editable 

B. Default value = 1 

negated 
of the 

Each file, unless it is of type Directorylot~odeled, is 
aanaged exclusiYely, for its nor•al operations, by one 
aeaber of the faaily of Data Base ~anagers. 

OPTIOR 10 The allocation of files to DataBaseftanagers 

l. This is goYerned by the table, which is indexed by 
Pile ID, RaturalFlowtOfDataBaseftanager 

B. ftust be zero for files of type Directorylot!odeled 

c. Default Yalue = Ratural Flow nuaber of the first 
aeaber of the faaily 

D. Default string = "SfG", where f is the Pile ID 

E. The nuabering for DataBase!anager 
starts at 2 plus the 
Legal&AnalysisDriver•s 

Plows 
of 

F. ~ust be zero (for files where this is allowed) or in 
the range (2 + L) to (1 + L + D) inclusive, where 

L is the nu•ber of Legal&AnalysisDrivers 
D is the nuaber of DataBase~anagers 

G. This table governs which Shared Working Space the 
client will atteapt to access. 

To allow for possible dis~ribution of each Bulk Update file, 
a Data Base !anager should be identified for each processor 
on which the file is placed, and one of the• aust be 
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identified as the one in control for 
to be supplied for the following tvo 
yield the latural Plov nu•ber of a 
require walues, vhatewer the file 
files concerned. 

that file. Values hawe 
tables, both of vhich 
DataBase"anager. They 

type selected for the 

OPTIOI_ll The table, LocalBulkUpdate"anager 

l. Giwes the reco••ended nearest LocalBulkUpdate"anager 
for each co•bination of processor nu•ber (1 to 16) 
and pair of Bulk Update files (1 to 9: the fileiD 
of the first of the pair, see Table 7) 

B. Default walue = latural Plov nu•ber of first •e•ber 
of DataBase!anager fa•ily of 
Natural Plovs 

c. Default string = "SpSbR", vhere 

p = processor nu•ber (1 to 16) 
b = Bulk Update file pair (1 to 9) 

D. Por each pair 
separately: 

of BulkUpdatePiles, considered 

(1) Por each relewant processor, •ust yield the ID 
of a DataBase"anager Natural Plov. 

(2) Por each processor that is not relewant, •ust 
be either zero, or a repeat of an entry for a 
relewant processor. 

Where a processor is "relevant" if either or both of 
the cells StartBatchRead and/or EndOfBatchRead are 
executed on that processor for that pair of 
BulkUpdatePiles. 

OPTIO!_j1 The table, controllingBulkUpdate"anager 

l. Gives the controlling DataBase"anager 
of Bulk Update files 

for each pair 

B. Default value = Natural Plov nu•ber of first •e•ber 
of Dataaase"anager fa•ily of 
Natural Plovs 

c. Default string = "SfJ", vhere f is the file ID 

D. "ust yield a valid ID of a DataBase"anager 

See the su••ary at the end of paragraph 5.5.2.8. 
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7.~ "ISC!LLAI!OUS OPTIOJS 

OPTION 13 The constant, Legal&AnalysisBufferSize 

A. Sets the buffer size in characters for Legal & 
Analysis Recording. If this differs fro• the record 
size then the YIP or the Operating Systea will haYe 
to aake the necessary arrangeaents 

B. Default Yalue = 300 (characters) 

c. lot HOL editable 

D. "ust be at least 300 characters 

BOT!S ABOUT OPTIOBS 14-16 

Table 1 of Part Y lists Physical Port Buabers which are 
priaarily for docuaentation purposes. Distinguish these 
fro• the corresponding Physical Port IDs, which are 
vendor-selected, and which the aodel quotes to the YIP. The 
Physical Port ID can be any integer whose 
aachine-representation yields a bit pattern which is 
aeaningful in the Yendor•s systea. 

A¥SS and DUAT Cluster Physical Ports are treated separately 
because they are used for high-volume low-priority output 
(naaely, AFOS graphics and radar inforaation). It will be 
seen fro• Table 1 of Part Y that soae of thea are 
constrained to be identical with Physical Ports to 
Specialists and DUATs; but they may be given distinguishing 
IDs to assist the YIP's scheduling of output. 

OPTIOB 14 The table, PbysicalPortiD 

A. Gives the ID of the physical port, 
associated with each Natural ¥low. 

B. Default value = Physical Port NuMbers 
Table 1 Part v. 

if any, 

listed in 

c. Default string = "!p~", where p is the default value 

OP~IQ!_!2 The table, AFSSPhysicalPortiD 

A. Gives Physical Port ID for each of the 11 AFSSs. 

B. Default value= PhysicalPort Ruaber list in Table 1, 
Part Y. 
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c. Default string = "SaL", where a is the APSS Ruaber 
(1 to 11) 

D. Rust have values that uniquely identify the 
appropriate physical port for each APSS 

OPTIOI ~ The table, DOlTClusterPhysicalPortiD 

l. Gives Physical Port ID for each of the five DOlT 
clusters. 

B. Default value = PhysicalPort luaber listed in Table 
1, Part Y. 

c. Default string = "SdR", where dis the DOlTCluster 
luaber (1 to 5) 

D. Rust have values that uniquely identify the 
appropriate PhysicalPort for each DUlTCluster 

OPTIOI 17 The table, PileType 

l. Gives the file type selected for each file 

B. Pile types have the following 
representations 

(1) DirectoryRotRodeled = 1 
(2) PixedinforaationDirectory = 2 
(3) PixedAddressRecords = 3 
{Q) Variablelddress~ecords = 4 

c. Default values as follows 

(1) PlightPlan¥ile: PixedlddressRecords 
(2) "essagePile: PixedlddressRecords 
(3) TerminalRessageListPile: 

VariablelddressRecords 
(4) ScbedulingPile: Yariablelddress~ecords 
(5) all others: Pixedinfor•ationDirectory 

D. Default string = "SfM", where f = fileiD 

!. See Table 10 for the restrictions on the choice or 
file type 

OPTIOM 18 The constant, tRecordsinScbedulingPile 

A. Default value = 15 ~iaes SizeOfWord 
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B. lot HOL editable 

OP~IOM 12 The constant, SchedulingRecordLength 

A. In characters 

B. Default value = 80 

c. lot HOL editable 

D. The total capacity of the SchedulingPile aust be at 
least 3000 words. Exceeding this by a factor of two 
or aore is recoaaended (see paragraph 6.7). 
Rarginally better perforaance aight be obtained with 
fewer and longer records than in the default 

OPTIOI 20 The constant, SizeOfWord 

A. ~his gives the nuaber of 
that is generated by the 
coaputational integers. 

'· 
B. Default value = 2 

c. lot HOL editable 

characters in the word size 
vendor's HOL coapiler, for 
See paragraph '·1 of Part 

OP~IOI 11 Rodule packaging (instructions will be provided at 
a workshop). One specific constraint is that a cell 
containing a BigGoTo cannot be packaged into a aodule 
with any cell which calls it. 

OPTIOI 22 The constant, RadarSliceLength 

A. This qives the nu•ber of characters of the Radar 
input data that are processed at one tiae. Each 
Radar input is 29700 characters long. It is 
processed in slices. This option controls the 
nu•ber of characters per slice. Bigger slices aean 
fever slices, hence fever backing store transfers, 
but the allocation of •ainstore and of address space 
aay be harder. 

B. DefaultYalue = 512 

c. ~ot HOL editable 

OP~IOI 23 The con~ent, lenq~h of ~i•e slice in ailliseconds 

-75-



1. This controls the aaount of CPO ti•e the •odel will 
si•ulate before returning to the VIP. If the ti•e 
slice expires before the required a•ount of CPO 
resource bas been siaulated, the aodel returns to 
the VIP with a Ti•eSliceO•er VSR; when the latural 
Plow resu•es, it continues with the interrupted 
si•ulation 

B. Default •alue: 10000 (effecti•ely switching ti•e 
slicing off) 

c. lot HOL editable 

OPTIOI 24 The switch, RadarProcessingByHardware 

&. This controls the a•ount of CPO usage that is 
si•ulated when radar data is being processed. If it 
is requested to be set, the appropriate hardware 
shall be included in the •endor•s syste•. 

B. Default •alue: no (that is, by software) 

c. Rot HOL editable 

7.3 DYil!IC OPTIOIS 

lith dyna•ic options, the aodel •apper can request a •ersion 
of the •odel which tests the option dyna•ically, by 
inspecting the debugging area in the Dedicated Working 
Space. Ru•bering of words in Dedicated working Space starts 
at one. "Dyna•ic position", as used in the dyna•ic options, 
refers to the word in Dedicated Working Space in which the 
VIP should place the required •alue, if the dyna•ic option 
is selected. 

So•e of the options are Yes/Ro switches. At the HOL le•el, 
Yes = 1 and Ro = 0. 
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OPT!QI 25 The switch, Con•ertingRouteEleaentsinParallel 

1. This go•erns whether the consecutive eleaents of a 
route of flight are to be processed in series, or in 
parallel by Teaporary latural Plows 

B. Default •aloe: lo (that is, not in parallel) 

c. Dynaaic position: word 17 

OPTIOI 26 The switch, Con•ertingLegsinParallel 

1. This go•erns whether, within the processing of an 
indi•idual route eleaent of a fliqht, the 
consecutive legs shall be processed in series, or in 
parallel by Teaporary latural Plows 

. B. Default value: no (that is, not in parallel) 

c. Dynaaic position: word 18 

OPTIOI 11 The switch, ParallelWeatherRetrie•al 

1. This go•erns whether, during a weather retrie•al, 
the separate types of weather are retrieved in 
series, or in parallel by Teaporary Natural Flows 

B. Default value: no (that is, not in parallel) 

c. Dynaaic position: word 19 

OPTION 28 The switch, ParallelDistributionOfllDIIInput 

A. ¥or each RADII logical port, separately, there is a 
aeaber of the faaily of InputDistributor Natural 
Plows. This switch go•erns whether each 
InputDistributor perforas, in series, the action 
required by each input aessage on that logical port, 
or whether the InputDistributor spawns Teaporary 
latural Flows to perfora the actions in parallel 

B. Default value: no (that is, not in parallel) 

c. Dynaaic position: word 20 

OPTI0!_29 The swi~ch, ~equestingRouteRecordsSiaultaneously 

A. This governs whether, within the processing of an 
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indiYidual leg of a route eleaent of a flight, the 
scenario directed nuaber of records to be read froa 
peraanent aeaory are to be requested and processed 
in series (not requesting a record until the 
preYious record bas been read and processed) by one 
Jatural Plow, or in parallel (issui ng all read 
requests without requiring that any such request be 
delayed pending the satisfaction of any other 
request) by additional Teaporary Jatural Plows. 

B. Default Yalue: no (that is, not in parallel) 

c. Dynaaic position: word 23 

OPTIOJ 30 The switch, RequestingWeatherRecordsSiaultaneously 

l. This go•erns whether, within the processing of a 
weather retrieYal froa an indiYidual file, the 
scenario directed nuaber of records to be read fro• 
peraanent aeaory are to be requested and processed 
in series (not requesting a record until the 
preYious record has been read and processed) by one 
Jatural Flow, or in parallel (issuing all read 
requests without requiring that any such request be 
delayed pending the satisfaction of any other 
request) by additional Teaporary Jatural Flows. If 
this option is chosen, then ParallelWeatherRetrieYal 
(OPTIOI 26) aust also be chosen. 

B. Default Yalue: no (that is, not in parallel) 

c. oynaaic position: word 24 
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1. Top LeYol Ancoatraltetarelrlo• ~ 1 • 
z. Spoctells•. Tllterfeco Spochlht , ,1 p 

1. DOlT taterfeco DOlT r ao p 

'· Iader 11eaa9o"at lladarllaa• .. ••t 5 1 p 

c;. coaaoa·5or•tce Iaput lapatDU•or , 
' p 

IapatDistrt•ator , 
' 

•• Tiae ~aaa"o"at Tiaolleaa9•r 5 1 p 

Scllo•dal•r s 1 5 

1. Grap•tca 1e11e9••••t 

II. Plt9•t Plea lleae9S•••t 
00 
0 •• toato coa•oratoa 

10. loet••r 11ana9••••t 

1 1. lloaae9• llaa ...... t 11••••9•11aae9•r r •en4or s 
Option• 

12. Coaaon·Sarwice Outpat OstpstDriYOir , c; 5 

1). L•9•l~laalysis 11•••9•••nt L09•l'laalra taDriwar r •••4or s 
Opt loa• 

111. Data llaao llanaqoaon t Datallasolleaaqor r ,.II~Oir s 
Opti<>a• 

•lltalaaa of 1 la ••c• caa• 

lapoclal eaaa oa lta oaa 



PQICTJOIAL AU! 

Speeialiat tata~faca 
(hpat) 

DIUf taterface 
(tllpat) 

Coeao. serwlce tapat 
(Upa~) 

laclar !laaa.,.•at 
(Iapatl 

fiH !laaaqeHat 
(Sc••~aledl 

!!li.U 

l!PO! TIPIS ~ SCDIDUL~p !£!1Q!} 

l!PQT TJPI 01 SCIIDULI9 !CilO! 

Siapletapat 
PaqePorwarcJ 
PaqallactearcJ 
Di~ectioaPin~iaq 
Waqa .. tSencJPo~••• 
PliqULoq 
laec:neLi at send 
Dlaplaf!le!IM'Ie 
Priat5cr-• 
Sta~tCoaweraatioaltt••••Pltq•trl•a 
Star .. coa .. raatioaltt•rtlecJPllq•trlaa 
l .. aeecoaeersatloaltt•ca~~••tPltq•trlaa 
WoateDataro~Pltq•tPlaa 
loaloateDataPorPliqbtPlaa 
PtlePltq•trlaaProacoawe~••tloa 
leqa.,tleat••r 
Stoplaac•••rt 

Doantapletnpat 
DUITPaqarorwar~ 
DDITPaqeBactward 
aaqeeatDDITSea~ro~aat 

DUI'9'Pliq.tLoq 
P.wecataonarttatsaacJ 
StartD~I?CoawarsatioalitblawPliqbtPlaa 
StartDD"CoaNruthalli t•ruacJPll qU Plaa 
Wesaaaooarcoawersationlli•hCarraa•PliqbtPlan 
woateDa .. arorooaTPllqhtPlan 
loaloateDetaPorDUITPliq•tPlan 
Pilar liq•tr laarroa DIJITCoewersat loa 
leqaestDDITieatbP.~ 

onat5toplleac•••rt 

taitia lizelesc .. uerts• 
PliqhtPlaaProeaaotbercoepater 
tacJiwidaalOp~ateProaaiP 

!loqrlFDpdataProtiiP 
aro5Grap•icsProaaiP 
actnowlecJqeaen•Proaano•bercoap•~•r 

!lail!lessaqe 
IaitlalizePliqbtPlanDeletloas• 
scbedaletadofsc••cJallaq• 
StaadardtaltlallzattonOfPiles• 
!adOftaitializatlon• 
!acJOflltlllcbeark 

OpcJa .. elad~rPllea 
lacJars•opll .. c•••rt 

startlescaeOperatiolls 
DeletePl\qbt Plaa 
TraasaitPlilbtPlan 
stopDoinqs che1ulecJac tiona 
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NAME 

Dedi ca tedWorkingSpace 

AdminArea 

Small! nputArea 

WorkArea 1 

WorkArea 2 

RecordA r ea 

Di r ecto ryArea 

BiglOArea 

TABLE 4 

PRIVATE WORKING SPACES 

LENGTH 

14 words* 

60 words* 

Up to 200 characters 

Up to 500 characters 

Up to 5000 characters 

Up to maximum record length 
(4096 characters) 

Directory size is n words*, 
where n is the number of 
records in the file, excluding 
directory; up to a maximum 
directory size of 1374 or 
IISchedulingRecords words, 
whichever is greatest (but the 
VIP specifications allow for 
accessing only a part of 
directory during the measured 
period) 

29700 characters for Radar 
Managers; otherwise maximum 
of 8000 characters 

COMMENT 

Held for life of Natural Flow 

Held for all but dormant periods in life 
of Natural Flow (e.g., released by 
Specialist Natural Flow when awaiting 
input from terminal) 

Short lived 

Held for duration of any non-trivial 
activity 

Short periods as required 

For holding records from, or being 
prep~red for, the data base (for as long 
as record ~ s being used) . Not uaed for 
Radar File 

For holding modeled directory of a file 
(usually very short period) 

. This is the ot.ly Work Space that can 
increase in size o f ter it has been acquired 

*A word is the size of an integer as compiled by the vendor's HOL compiler, with a minimum size 
capable o f ho lding numbers in rhe range - 32767 to +32767 . 
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TABLE 5 

SHARED WORKING SPACES 

FUNCTIONAL AREA "PATRON" NATURAL FLOW(S) 

Message Management MessageManager 

Common Service Output OutputDrive rs 

Time Management Scheduler 

Legal & Analysis Management Legal&AnalysisDriver 

Data Base Management DataBaseManagers 

LENGTH 

128 Words 

8* SizeOfWord 

SizeOfWord*( 3+2* 
#Scheduling records 
(a vendor option)) 

2* SizeOfWord+ 
Legal&AnalysisBufferSize 

Size0fWord*(2*#0fFiles~ 
+4*#0fBulkUpdateFilePairs) 

%Used also by clients while executing in the cells of that Functional Area. 
*Multiply 
IFunction of vendor options. default • 45. 

USED ALSO BY 

% 

% 

Time Manager 

% 

i. 
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RourlyWaathatObservationaPila 1* 
RourlyWaatharObsarvationaPila 2* 
RourlyWaatharObsarvationaPila 3* 
PCPila* 
TVIIIDutaPorec .. tPila!xpandad* 
TV!IIoutaForec .. tPilaUnexpandad* 
nnla!~~pandad* 

nPilaUDexpmdad* 
SDPila* 
TV!IIout.SyaopaiaPila!xpandad* 
TVIIIDutaSynopsisPilaUDa~~panded* 
ROTAKFila!~~pandad 

MOTAMPileUDa~~pandad 

VRPila!xpandad 
VRPileUDe~~pandad 

FAFile!~~pandad 
FAFilaUDexpandad 
MilitaryOpePile 
Pil!PPila!~~pandad 
PI UPPileUDexpanded 
ATCCCPila 
RourlyWaatharObaarvationaAltarnate 1* 
RourlyWaatharObsarvationaAltarnate 2* 
BourlyWaatharObservationaAlternata 3* 
PCAlternataPila* 
TV!IIoutaForeeestAltarnata!xpandad* 
TV!IIouteForecaatAlternateUDexpandad• 
nAltarnatePila!llpandad* 
nAltarnatePilaUnexpandad* 
SDAltarnataPila* 
TV!IIoutaSynopaiaAltarnate!xpanded* 
TV!IIouteSynopsieAltaraataUDexpanded* 

t'Default value; applies if optional 
*lult update filaa 

**Excludes the directory 

TAIL! 7 

W!ATBD nL!S 

ID!I 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 

--·----------
faaily sizes are set to 1 

lfllllber of Ita cord 
ltacorda** Lanath*** 

1374 256 
1374 256 
1374 256 

190 512 
400 512 
400 256 
690 256 
690 128 
136 200 
23 1480 
23 512 

1300 160 
1300 80 

6 1200 
6 600 

11 3600 
11 1800 

650 128 
1300 300 
1300 150 

5 450 
1374 256 
1374 256 
1374 256 

190 512 
400 512 
400 256 
690 256 
690 128 
136 200 
23 1480 
23 512 

***Thaae lenaths do not apply to the directory. For directory lenath, see private -rkina 
space 17 in Table 4. 
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~ ~1 

Write .... 
lec:orcl 

Write 
lac:orcl 

- Write t.c:ord 
• UDlodt It 

I 
laacl lac:ord 

laacl lec:ord 
For Updat1Da 

Delete t.c:ord 

Leaeacl 

f1ucl 
IDfo~Uoa 
Directory 

lucl D 
Write a 
Write D 

laacl D 
Write a 

--

lead D 
laacl • 

-

-

D • Directory 
ll • lac:ord 

86 

rt..d 
Aclclreaa 
t.c:orcla 

laacl D 
Write a 
Write D 

lucl D 
Write a 

laacl D 
Write a 
Write D 

laacl D 
lucl. 

laacl D 
Write D 
laacl • 

lucl D 
Write D 
Rel ... e ll 

(Ualua 
''Preteacl 
Delete") 

Variable 
Add rue 
lec:orda 

Acquire a 
Write a 
le .. D 
Write D 

Acquire a 
Write a 
lead D 
Write D 
leluH a 

• 
lead D 
laadll 

lead D 
Write D 
laacl. 

laad D 
Write D 
lleleue R 

('Uille•• 
''Pretend 
Delete") 



TAIL! 9 

DATA BASE OPEIATIONS ON EACH PILE 

(MEASUUD PDIOD ONLY) 

FILES 

Weather Files 

TerainalFiles 

RouteRecordFile 
CurrentFlightPlanFile 
TerainalRecordFile 
DUATRouteRecordFile 
CurrentDUATFlizhtPlanFile 
DUATTerainalRecordFile 

Radar File 

ScheduUngFile 

AFOSGraphics 

FlightPlanFile 

Airways&Fixes 

ReportinzLocationsFile 

Message File 

.MessageTerminalListFile 

OutputFile 

OPERATIONS 

WR, RR and llulk Update 

RR, WR 

WR 

RR, WR 

WR 

RRU, WRU, DR, RR, WNR 

RR 

R.1t 

RR, DR, WR 

RR, RRU, WRU 

WR, RR 

Key: RR • Read Record 
WR • Write Record 

87 

RRU • Read Record For Updating 
WRU • Write Record & Unlock It 
DR • Dele~e Record 
WNR • Write New Record 

.. 



TAILI 10 

IIS'ftiCTIOK Oll CJI)ICI or PILl T!PI 

ny RAMI* IISTaiCTIOR 

PliptPlaDJ'ile MUat Be PixedAddreaalecorda ·• 
KeaeasePile(a) or VariableAddreasRecorda 

TerminalMessageLiatFile(s) MUat be VartableAddreasRecoDdl 

SchedulingFile(s) 

* Reatrictiona apply to _tbeae file typea only. 
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'''II='I!=CILLI I! I!ICTIOIIL &Ill 

DU.1I CIU .... 

10 .,, 

n 
1) ,. 
" 11 
J9 ., 
" u 
u .. ., .. . ., .. 
•• 50 
51 
5:1 
u 
sa 
55 
n .,. 

19 
10 
11 
IZ 
56 

•• 5? 
59 
10 ., 
IZ 
u .. 

TIP LI!G DlljTIOIIL lip 

taltlalt .. -..c• .. ~• 
ee.c• .. ~····~ .. ftaplpe.c••~• 

ftiCIIL ,., DI!C!JQIM .... 

taltlalt .. speetallat 
s,cc:taUatJapllt 
Speelaltatro~att.eta~r•~ 
~pectallatr~ .. ,.•toatpat 
Spaclallatlaat•~•taplaf 
Slaplelapat 
,...,.chart 
Pat•P•n•~• 
llHCtt .. rtall" 
...... ts.aiP~at 
ru .. n .. 
lncatauaue .. 
llaplay ....... 
Prlat~-
Startc .... r.att .. llt ..... ,l .. tflaa 
startcoe .. ~aattoallt.,lleiPlltltPlaa 
leaa..coe .. ~aattoallt.C.~~ .. trltt•trlaa 
... telatare~Pltt•trlaa 
,..,.ate-.taP~Pltt•trlaa 
PllePll .. tPlaar~..Co• .. ~••ttoa 
te .... t ... tller 
stople•••r• 
Grtaat .. rlttltPlaaPoraat 
lplate,.ralaallecerl 

set saa ~otal 

p111 f!ICI'Oil\ 1111 

UlUaUaeDIIY 
lilY Ia pat 
IIIYte~••lOatrat 
III!Waat .. ~llaplay 
lllftUplelapat 
DII~Pa .. tactaarl 
HIYPa~aul 
l•t .. atii1~4Po~••t 
IIIYP1l .. tL .. 
laecatelll~latta .. 
St•rtiiiYCoa .. raattoaattl .. aPltt•trlaa 
StartiCII?eoe .. raatloalltiPlle4Pll .. tflaa 
a .. a .. lll?eoa .. ~aattoeltt~arreatPltt•trlaa 
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60 
ao 
81) 

ao 
• li 

• 
" 6 

2~1) ,, 
10 
u 
Slt 
15 
11 
1lt 
?0 
20 
10 

20 
n 

?1l 

60 
•o 
·~ 6 
s 
6 

' 2~1) 

" so 
1S 
1'1 



15 .. 
" " .. 
IJ .. 
n .. 
,. 
)I 
100 
101 
102 
10J 

,., 
107 
111 
11t 
27 
109 
110 

"' 

5 

• 21 
z• 
2S 
J 

• 29 
11 
5 
I 
2 

TABLE 11 (CONTD) 

loatolatarorDIITPltt•tPla• 
loaWOatoDataroriGIYPltt•trla• 
PlloPltt•trla•ProeDOI1Coe .. r .. ~loa 
.. , .. atiGIY .. at•or 
IIIY!top .. •c• .. rl 
ortaalaoDOIYPltt•trlaaror•at 
Dp4atolll77eralaall~l 

Set Sail Yotal 

IIIII BIIIIIIIIJ POICJIQIIL AliA 

t•ltlallaolalarla•• .... •t 
laaYl•olalar~••• .... •t. 

Sot s• Yotal 

co••a• '"'''' '''" PJICJta••• •••• 
l•l~lallaot•p•t~l•l•t 
..IOfllltlallaatlo• 
•••~t .. l•,.tDrl.tat 
laltlallaotapatDlatrl .. tloa 
•••~•otapat.Dlatrlllatloa 
Cllllloclplo•t 

set sa• Yotal 

!Ill 1111111111 PIICTJQIIL 1111 

taltlallao~t .. waaa .... at 
•••~••Yl .. la•a ..... t 
laltlat.sc••lalell ... t 
oaosecoaawoatt .. 
stopDol•tsc•elaleltctloaa 
talttallaosc ... •ltat 
•••~ .. sc ... allat 
Dplatos .. roll~kl•ts,.co 

set Salll ~otal 

IIIJIICS PIICJIOIIL 1111 

araserar•tcarroa&IP 

~lilt 'k'' lllllllllf PIPCIIQIIL •••• 

t•ttlallaol..caollert• 
laltlall .. Pllt•trlaaDolotloa 
Yr••••ltPllt•t.rlaa 
Starttosca.oporatloas 
DolotoPlltUPlaa 
totPltt•trlaaPorlplatl•• 
PlloY.laPllt.t.Plaa 
Pltt•trlaarroaaaot .. ~coapator 
Doalltt•fllt•trlaa 
laltlallaol•~ .. alortsPtlt 
taltlallaoPltt•trla•Dol•tloaPt.lt 
totPltt•t•l•••~•loalJ 

Sot ~ab ?otal 

9() 

10 
70 
20 
10 

20 
15 

U5 

100 
100 

20 

12 
20 
52 

12 
n 

" 
50 ,.., 

120 

"" 15 
10 

1 

" tO 
t20 



7 
811 
89 
90 
91 
135 
1)(, 

95 
96 
133 
134 
8 
117 
118 
139 

9 
97 
98 

10 
)) 
11 
104 
H'5 

12 
115 
llfl 

ROtn'F. CONVERSI<Jf FUNCTI<lfAL ARF.A 

Convert Route 
RouteEl.e-ntslnPara·llel 
ConvertEle•nt 
LegslnParalle1 

TABLE 11 (OONTD) 

Convert Leg 
RequestRouteRecordSi.ultaneoualy 
RequestRouteRecordSerially 

Set Sub Total 

WEATHER !tAHACEMF.NT FUNCTI<JfAL AREA 

Cetlndi vidua lWeathe rlnParalle 1 
CetlndividualWeather 
WindRetrieval 
WindCo~utations 

CetlndtvtdualWeatherlnSeries 
DigestWeatherRecord 
RequestWeatherRecordSi•ultaneously 
RequestWeatherRecordSerially 

Set Sub Total 

HF.SSACF. POOL MANACF.MPlfr FUMCTIONAL AREA 

HessageToScreen 
InitiallzeHessageManage•ent 
RunTt•HessageManage•nt 

COMMON-SERVICE Otn'Ptn' 

Set Sub Total 

OrganizeOutput 
Acknowledge•ntFro~otherCo~uter 
DratnSpool 
InitializeOutputDrivtng 
RunTt.OutputDrtvtng 

Set Sub Total 

J.F.CAL & ANAJ.YSIS ACCOI.J4TINC 

MakeLegal&Analy~isRecording 
InitializeLegal&AnalysisDrlving 
l~gal&AnalysisDrivlng 

Set Suh Total 

91 

245 
)0 

)20 
30 

290 
JO 
30 

975 

25 
230 
205 
275 

25 
20 
20 
20 

120 

20 

215 
235 

)5 
15 

45 
95 

30 

25 
55 
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14 
13 
16 
15 
17 
18 
19 
20 
21 
22 
23 
118 
119 
120 
121 
122 
123 
124 
117 
125 
132 
126 
127 
12l$ 

129 
130 
131 

TABLE 11 (OONC) 

DATA BASE MANAGEMENT 

WriteNewRecordKeepinSWorkingSpace 
WriteNewRecord 
WriteRecordKeepingworkingSpace 
WriteRecord 

• 

WriteRecord&Unlocklt 
ReadRecord 
ReadRecordForUpdatins 
DeleteRecord 
BulkUpdate 
S tartBatchRead 
EndOfBatchRead 
WriteRecordDirect 
WriteRecordSiapleCase 
WriteRecord&Directory 
WriteVariableAddreasRecord 
ReadRecordDirect 
ReadRecordSimpleCaae 
ReadRecordHoldingDirectory 
InitializeDataBaaeManageaent 
DataBaaeRunTime 
TeatlfReadyToDelete 
ReverseBulkUpdateSwitch 
GetSpaceiDForRecord 
GetLockedDirectoryUpdateEntry&GetSpaceiD 
WriteDirectory&Unlocklt 
Finding&UpdateRecordEntry 
CollectFileStatistics 

Set Sub Total 

15 
15 
15 
15 
15 
15 
15 
20 

100 
20 
15 
10 
10 
20 
12 
10 
10 
15 

25 
20 

8 
15 
15 
20 
10 
35 

495 



'UILI 12 

OOTD SIT CELLS IY PURCTIOIW. ADA 

CELL m CILLlWm CODE SIZE 
(in Cocle Unite) 

TIMI MAliAGDIIift PUlfCTIOML ADA (Service lalf) · 

112 Scbedule 8 
113 Uucbeclule 7 

36 ScbedulelndOfScbeduliDI 
Set Sub Total 1S 

WBAl'IID MAIIAGIMDT rmecTIOlW. ADA 

92 Startwe&therletrieval 4S 
93 IDaurelnou&bWeatberToDiaplay 20 
94 Stop'lbeaetrieval 2S 
30 IadividualUpdateFra.AWP 120 
31 BourlyUpdateFra.AWP 2S 

Set Sub Total 23S 

MESSAGE-POOL !WIAGIMDT PUIICTIOlW. ADA 

34 Maillluaaae 10 

DATA-lASE IM1WiDIIlft PUIICTIOIIAL ADA 

37 StandardinitializationOfFiles 

Rote: Code size shown only for cells used durina the Meuured 
Period. 

?3 
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1~1-L~tl_!ti1~2121-Y.-i-i!-tie So4tl 

P.eplylen~tb (e•ists for sbo~t periods only) 
VeAtberlecordCountnown 
llextPa..feStart 
Loc~lPileiDOffs•t 
tocalfileaecordt 
r•re •iou sPli qh t. ?la n I 
Hecoa:dedf li ~btPhn• 
ScenarioDirect~dRecipient 
Scenar i oDirect.(! :1ftessaqe I. en') t.b 
1Jpp4!'rlla 1 fOf Pa ra11e te r 
ScenarioDirectedPrintten9th 
Scena rioDirt!Ctedftessaqeaecor.u 
ScenarioDirectedNessaqeListaecordl 
ScenarioDirect4!'dTi•eToDelete? 
scenarioDirectediLeqs'!'ol.oq 
scenarioDirectedVeatberRecordStarter 
ScenarioDirectedleataerP.ecorJincre•ent 
ScenarioDir&etediBecords (a run-ti~e array of size 10) 
IJpoerHalfOfPara•eter 
ScenarioDirectcdFliqhtPlant 
fliqhtPlanTobeiJpdated 
IJppertlalfOfPa raaete r 
ScenarioDirectMdPliqatPlan• 
ScenarioDircctedDataBaseStat~sofrli1htPlan 
ScenarioDirectedFPSched~ledlction 
ScenarioDirectedPliqhtPlanScheduleTi•e 
ScenarioDirectedTrans•itNow1 
'scenarioDirectedPliqhtPlanDestinat.ion 
ScenarioDirectediRouteSle•ents 
Seen a rioDi.recte U i rways&Pi JesPec•>r-l 
ScenarioDirect.edlirways&FixesRecord 
ScenarioDire~t.edlirways&Pix~sOffs~t 
ScenarioDirectediLeqsPerEle•ent. 
Sc•narioDirec~eJPirsttocati~ns9ec~rd 
ScenarioDir~ctedLocat.ionso:~sct 
ScenarioDirectediRecordsPerl~q 
Scenario~irec~eiiLJcationsPer&ecorl 
Scena rioDirecte.,Lo<J ical Port t 
ScenarioDirectedSequencel 
Scen~rioDirectedin~utType 
SccnarioDire~tcd~essaqeldentifier 
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lPP!RDII A 

CALCULATIRi_LOADS 

The data in the tables of this Appendix were obtained by 
taking •easureaents with the •odel running in si•ulated real 
ti•e against loads which are typical of the first tvo hours 
of the load tape. The run vas •ade against 30 •inutes of 
1986 load (see 3.6 of ¥lA-!-2683) and the resulting data vas 
nor•alized to one hour. The •odel •apper should allow for 
the fact that there can be no guarantee that these loads 
represent the worst possible conditions. ¥urther, aore 
co•prehensive and up to date data will be supplied at the 
workshop. 

In Tables A-2, A-~ and A-6, the statistics are broken down 
by input type. However, the work of the Service Natural 
¥lows cannot readily be associated with particular aessages, 
and is shown as classified by Natural ¥lov. 

¥or an interpretation of units for data presented in this 
Appendiz, see paragraph 6.3 of Part II and Appendix D of 
Part IV. 

1.1 CODE SIZ] 

~otal code size for a processor can be deduced approxiaately 
fro• the data given in Table 11 and 12, or, for finer 
detail, the ftodeling Language listing of the model in 
Appendiz c. For a finer evaluation, or for the distinction 
between residence and non-residence (aain meaory vs. disk), 
study the ftodeling Language listing and relate to the 
aapping and scheduling strategies of the proposed design. 

Table A-1 shows by Punctional Area, taking inner and outer 
set cells separately, the simulated CPU requirements. Table 
A-2 shows these figures broken down by input type. 

A.3 WOR~IRG SPACE 

Table A-3 vas derived by measuremeuts with typical loads. 
It shows the average aaount of Working Space at each 
ftigration Point and at each return. The s~atistics reflect 
the alterna~ive aethod of migration, that is, the aethod 
that uses temporary Spawning. Table A-~ shows these figures 
broken down by input type. 

A-1 



~ PERRARERT ~Q!! 

Table l-5 was derived by taking aeasureaents with typical 
loads. It shows the nuaber of Permanent "eaory Reads and 
Writes, for records and for directories separately, for each 
file. Table l-6 shows this broken down by input type. The 
default file types were used, and the statistics do not 
distinguish the case where a read is unnecessary because a 
copy already exists in aain store. 

A-2 



TABLE A-1 

SUMMARY OF CPU UNITS BY FUNCTIONAL AREA 

FUNCTIONAL AREA 

Specialistinterface 
DUATinterface 
CommonServiceinput 
TimeManagementinnerSet 
TimeManagementOuterSet 
GraphicsManagement 
FlightPlanManagement 
RouteConversion 
WeatherManagementinnterSet 
WeatherManagementOuterSet 
MessagePoolManagementinnerSet 
MessagePoolManagementOuterSet 
CommonServiceOutput 
Legal&AnalysisRecording 
DataBaseManagement 
RadarManagement 

CPU UNITS* 

2,522,932 
366,990 
141,670 

6,385,484 
23,600 

2,760 
243,082 

112,652,000 
91,019,750 

92,208 
70,440 

480 
275,790 

1,245, 780 
45,224,098 

435,000 

* Run time of approximately 30 minutes, normalized to one hour, against 
the 1986 load. 
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TABLE A-2 

CPU UNITS BY INPUT TYPE 

FUNCTIONAL AREA/INPUT TYPE 

Specia1istinterface 

Simp1einput 
PageForward 
PageBackward 
DirectionFinding 
RequestSendFormat 
FlightLog 
ExecuteLinkSend 
Disp1ayMessage 
PrintS ere en 
StartConversationWithNewF1ightP1an 
StartConversationWithFiledF1ightP1an 
ResumeConversationWithCurrentFlightPlan 
RouteDataForFlightPlan 
NonRouteDataForFlightP1an 
FileFlightPlanFromConversation 
RequestWeather 
StopBenchmark 

DUATinterface 

DUATSimpleinput 
DUATPageForward 
DUATPageBackward 
RequestDUATSendFormat 
DUATFlightLog 
ExecuteDUATLinkSend 
StartDUATConversationWithNewF1ightPlan 
StartDUATConversationWithFiledFlightPlan 
ResumeDUATConversationWithCurrentFlightPlan 
RouteDataForDUATFlightPlan 
NonRouteDataForDUATF1ightP1an 
FileFlightPlanFromDUATConversation 
RequestDUATWeather 
DUATStopBenchmark 

RadarManagement 

RadarManager 

'~ Statistic from a 30 minut e run, normalized to one hour. 

A-4 

NUMBER OF 
CPU UNITS* 

134930 
812522 
110976 

12500 
6750 

26 7200 
7020 

198380 
81480 
84320 

114270 
36400 

187938 
134136 
181650 
139720 

12740 

21484 
68382 
9520 
1250 

94480 
1350 

11220 
8970 
8400 

22458 
83916 
18200 
11760 

5600 

435000 



TABLE A-2 (CONTD) 

CommonServiceinput 

InputDrivers (1) 
InputDrivers (2) 
InputDrivers (3) 
InputDrivers (4) 

TimeManagementinnerSet 

scheduler 
TimeManager 

TimeManagementOuterSet 

FileFlightPlanFromConversation 
FileFlightPlanFromDUATConversation 
InputDrivers (2) 

GraphicsManagement 

InputDriver s ( 3) 

FlightPlanManagement 

StartConversationWithFiledFlightPlan 
FileFlightPlanFromConversation 
StartDUATConversationWithFiledFlightPlan 
FileFlightPlanFromDUATConversation 
InputDrivers (2) 
TimeManager 

RouteConversion 

RouteDataForFlightPlan 
RouteDataForDUATFlightPlan 

WeatherManagementinnerSet 

RequestWeather 
RequestDUATWeather 

WeatherManagementOuterSet 

RequestWeather 
RequestDUATWeather 
InputDrivers (3) 
InputDrivers (4) 

MessagePoolManagementinnerSet 

DisplayMessage 
MessageManagers 

A- 5 

29890 
21310 
63220 
27250 

6269924 
115560 

20950 
1940 

710 

2/60 

6446 
202410 

506 
20280 
6240 
7200 

100484000 
12168000 

83724 750 
7295.000 

48.528 
4160 

35420 
4100 

68670 
1770 



TABLE A-2 (CONTD) 

MessagePoo1Management0uterSet 

InputDrivers (3) 

CornmonServiceOutput 

ExecuteLinkSend 
PrintScreen 
Fi1eF1ightP1anFromConversation 
ExecuteDUATLinkSend 
Fi1eF1ightP1anFromDUATConversation 
Ancestra1Natura1F1ow 
OutputDrivers (1) 
OutputDrivers (2) 
OutputDrivers (3) 
OutputDrivers (4) 
OutputDrivers (5) 
InputDrivers (1) 
InputDrivers (2) 
InputDrivers (3) 
InputDrivers (4) 
TimeManager 

Lega1&Ana1ysisRecording 

Simp1elnput 
PageForward 
PageRackward 
DirectionFinding 
RequestSendFormat 
FlightLog 
ExecuteLinkSend 
Disp1ayMessage 
PrintScreen 
StartConversationWithNewF1ightP1an 
StartConversationWithFi1edF1ightP1an 
ResumeConversationWithCurrentFlightP1an 
RouteDataForF1ightP1an 
NonRouteDataForF1ightP1an 
Fi1eF1ightP1anFromConversation 
Req ues tWea the r 
StopBenchmark 
DUATSimp1elnput 
DUATPageForward 
DUATPageBackward 
RequestDUATSendFormat 

A-6 

480 

3120 
34920 
31800 

600 
3120 
600 

21600 
39750 
31500 
12450 
43800 

4500 
6580 

22010 
9840 
9600 

56650 
341000 
44880 

5500 
2970 
2200 
5720 

83930 
64020 
27280 
32230 
14300 
52470 
45540 
86240 
54890 
10010 

9020 
28710 

3850 
550 



TABLE A-2 (CONTD) 

DUATFlightLog 
ExecuteDUATLinkSend 
StartDUATConversationWithNewF1ightP1an 
StartDUATConversationWithFi1edF1ightP1an 
ResumeDUATConversationWithCurrentF1ightP1an 
RouteDataForDUATF1ightP1an 
NonRouteDataForDUATF1ightP1an 
Fi1eF1ightP1anFromDUATConversation 
RequestDUATWeather 
DUATStopBenchmark 
Ancestra1Natura1F1ow 
Lega1&AnaJysisDrivers 
1nputDrivers (1) 
InputDrivers (2) 
InputDrivers (3) 
InputDrivers (4) 
TimeManager 

DataBaseManagement 

FlightLog 
ExecuteLinkSend 
Disp1ayMessage 
PrintScreen 
StartConversationWithNewF1ightP1an 
StartConversationWithFi1edF1ightP1an 
ResumeConversationWithCurrentF1ightP1an 
RouteDataForF1ightP1an 
NonRouteDataForF1ightP1an 
Fi1eF1ightP1anFromConversation 
Req ues tWea the r 
DUATFlightLog 
ExecuteDUATLinkSend 
StartDUATConversationWithNewF1ightP1an 
StartDUATConversationWithFi1edF1ightP1an 
ResumeDUATConversationWithCurrentF1ightP1an 
RouteDataForDUATF1ightP1an 
NonRouteDataForDUATF1ightP1an 
Fi1eF1ightP1anFr omDUATConversation 
RequestDUATioleather 
Ancestra1Natura1F1ow 
s~het1u1er 

MessageManagers 
o~tputDrivers (1) 
OutputDrivers (2) 
OutputDrivers (3) 
OutputDrivers (4) 

A-7 

770 
1100 
3630 
2530 
3300 
6270 

28490 
8580 
4620 
4400 

550 
119490 

9900 
12760 
40590 
18040 

8800 

8400 
12480 

204 7965 
139680 
342240 
877976 
54600 

7519684 
372600 

1653060 
3789103 

2940 
2400 

45540 
69000 
12600 

917450 
233100 
165360 
335900 

2400 
25506360 

36000 
69120 

129900 
100800 

39840 



OutputDrivers (5) 
InputDrivers (1) 
InputDrivers (2) 
InputDrivers (3) 
InputDrivers (4) 
TimeManager 
RadarManager 

TABLE A-2 (CONC) 
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• 

140160 
64800 
76320 

174480 
90200 

189240 
2400 



TABLE A-3 
WORKING SPACE TRk~SFERS 

LISTED BY CELL 

WORKING SPACE TAKEN AT. MIGRATION 
Recipient Cell 

GetFlightPlanReadOnly 
GetFlightPlanForUpdating 
FileThisFlightPlan 
Convert Route 
GetindividualWeatherinSeries 
MessageToScreen 
OrganizeOutput 
DrainS pool 
MakeLegal&AnalysisRecording 
WriteNewRecord 
WriteRecord 
WriteRecordKeepingWorkingSpace 
WriteRecord&Unlockit 
ReadRecord 
ReadRecordForUpdating 
DeleteRecord 
StartBatchRead 
EndOfBatchRead 
StartRescueOperations 
StopDoingScheduledActions 
FlightPlanFromAnotherComputer 
IndividualUpdateFromAWP 
AFOSGraphicsFromAWP 
AcknowledgementFromAnotherComputer 
MailMessage 
HourlyUpdateFromAWP 
BulkUpdate 
WORKING SPACE RETURNED FROM MIGRATION 

Sending Cell 

GetFlightPlanReadOnly 
GetFlightPlanForUpdating 
Convert Route 
GetindividualWeatherinSeries 
MessageToScreen 
ReadRecord 
ReadRecordFo rUpdat ing 

* 30 minute run time normalized to one hour. 

A-9 

BYTES 
TRANSFERRED 

(AVERAGE) 

360 
360 

1018 
250 
250 
250 
667 
610 
342 

1018 
659 
378 
547 
252 
278 
250 
250 
250 
250 
250 
515 
340 

3150 
270 
302 

3950 
3950 

NUMBER 
OF 

TRANSFERS* 

10 
622 

1142 
1068 
6586 
1526 
1994 

10 
20478 

552 
14116 

2028 
2344 

178122 
2382 
1074 
4418 
4418 

160 
2 

52 
308 
24 

282 
24 

164 
154 

BYTES 
TRANSFERRED 
(AVERAG~) 

768 
768 
600 

l.964 
80 

163 
304 



TABLE A-4 
WORKING SPACE TRANSFERS 

BY INPur TYPE 

WorkingSpaceTakenAtMigration 

RECIPIENT CELL/INPUT TYPE 

GetF1ightP1anRead0n1y 

StartConversationWithFi1edF1ightP1an 

GetF1igh tP1anForUpdating 

StartConversationWithFi1edF1ightP1an 
StartDUATConversat ionWithFi1edF1ightP1an 

Fi1eThisF1ightP1an 

Fi 1eF1ightP1anFromConversation 
Fi1eF1ightP1anFromDUATConversation 

ConvertRoute 

RouteDataForF1ightP1an 
RouteDataForDUATF1ightP1an 

Getindividua1WeatherinSeries 

Reques t \.feathe r 
RequestDUATWeather 

MessageToScreen 

Disp 1ayMes sage 

0 r ganizeOutp ut 

ExecuteLinkSend 
PrintScr een 
Fi1e F1ightP1anFr omConversation 
ExecuteDUATLinkSend 
Fi1eF1ightP1anFromDUATConversation 
Ancest ra 1Natura1F1ow 
InputDrivers (2) 
I nput Drive rs (3) 
InputDrivers (4) 
TimeManager 

MakeLe ga1&Ana1ysisRe co r ding 

Simp1einp ut 
Page Forwar d 
PageBackward 
Di rect i onFinding 

* Average wo r king s pace s ize t ransfe rred a t a BigGoTo. 
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BYTES* 

360 

360 
360 

1018 
1018 

250 
250 

250 
250 

250 

580 
1250 

610 
520 
610 

20 
380 
266 
266 
280 

412 
41 2 
412 
250 



TABLE A-4 (CONTD) 

RequestSendFormat 
FlightLog 
ExecuteLinkSend 
Disp1ayMessage 
PrintScreen 
StartConversationWithNewF1ightP1an 
StartConversationWithFi1edF1ightP1an 
ResumeCon·rersat ionWi thCurrentF1ightP 1an 
RouteDataForF1ightP1an 
NonRouteDataForF1ightP1an 
Fi1eF1ightP1anFromConversation 
RequestWeather 
StopBenchmark 
DUATSimp1elnput 
DUATPageForward 
DUATPageBackward 
RequestDUATSendFormat 
DUATFlightLog 
ExecuteDUATLinkSend 
StartDUATCon~ersationWithNewF1ightP1an 

StartDUATConversationWithFi1edF1ightP1an 
ResumeDUATConversationWithCurrentF1ightP1an 
RouteDataForDUATF1ightP1an 
NonRouteDataForDUATF1ightP1an 
Fi1eF1ightP1anFromDUATConversation 
RequestDUATWeathcr 
DUATStopBenchmark 
InputDrivers (1) 
InputDrivers (2) 
InputDri vers (3) 
InputDrivers (4) 
TimeManager 

Wri teNewRe cord 

Fi1eF1ightP1anFromConversation 
FileF1ightP1anFromDUATConversation 
InputDrivers (2) 

WriteRecord 

Start Cor . .re rsationWi thNewF1ightP 1an 
StartConversationWithFi1edF1ightP1an 
RouteDataForF1ightP1an 
NonRouteDataForFlightP1an 
Fi1eF1ightP1anFromConversation 
StartDUATConversationWithNewF1ightP1an 
StartDUATConversationWithFi1edF1ightP1an 

A-ll 

250 
250 
500 
250 
250 
250 
360 
360 
250 
500 
250 
250 
250 
412 
412 
412 
250 
250 
500 
250 
360 
360 
250 
500 
250 
250 
250 
250 
250 
250 
250 
250 

1018 
1018 
1018 

698 
701 
748 

1268 
378 
698 
701 



TABLE A-4 (CONTD) 

RouteDataForDUATFlightPlan 
NonRouteDataForDUATFlightPlan 
FileFlightPlanFromDUATConversation 
scheduler 
MessageManagers 
OutputDrivers (1) 
OutputDrivers (2) 
OutputDrivers (3) 
OutputDrivers (4) 
OutputDrivers (5) 
InputDrivers (3) 

WriteRecordKeepingworkingSpace 

ExecuteLinkSend 
PrintScreen 
FileFlightPlanFromConversation 
ExecuteDUATLinkSend 
FileFlightPlanFromDUATConversation 
InputDrivers (2) 
InputDrivers (3) 
InputDrivers (4) 
TimeManager 
RadarManager 

WriteRecord&Unlockit 

DisplayMessage 
FileFlightPlanFromConversation 
FileFlightPlanFromDUATConversation 
MessageManagers 
InputDrivers (2) 
TimeManager 

Read.Record 

Flight Log 
DisplayMessage 
StartConversationWithNewFlightPlan 
StartConversationWithFiledFlightPlan 
ResumeConversationWithCurrentFlightPlan 
RouteDataForFlightPlan 
NonRouteDataForFlightPlan 
FileFlightPlanFromConversation 
RequestWeather 
DUATFlightLog 
StartDUATConversationWithNewFli ghtPlan 
StartDUATConversationWithFiledFlightPlan 

A-12 

748 
1268 

378 
274 
330 
609 
568 
506 
506 

1247 
615 

620 
370 
370 
620 
370 
370 
370 
370 
370 
620 

314 
1018 
1018 

314 
1018 
1018 

250 
250 
250 
360 
360 
250 
500 
250 
250 
250 
250 
360 



TABLE A-4 (CONTD) 

ResumeDUATConversationWithCurrentFlightPlan 
RouteDataForDUATFlightPlan . 
NonRouteDataForDUATFlightPlan 
FileFlightPlanFromDUATConversation 
RequestDUATWeather 
scheduler 
OutputDrivers (2) 
TimeManager 

ReadRecordForUpdating 

DisplayMessage 
StartConversatianWithFiledFlightPlan 
StartDUATConversationWithFiledFlightPlan 
MessageManagers 
InputDrivers (2) 
TimeManager 

DeleteRecord 

DisplayMessage 
InputDrivers (1) 
InputDrivers (2) 
InputDri vers ( 3) 

BulkUpdate 

InputDrivers (4) 

StartBatchRead 

RequestWeather 
RequestDUATWeather 

EndOfBatchRead 

RequestWeather 
RequestDUATWeather 

StartRescueOperations 

TimeManager 

StopDoingScheduledActions 

TimeManager 

FlightPlanFromAnotherComputer 

InputDrivers (2) 
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360 
250 
500 
250 
250 
250 
250 
250 

250 
360 
360 
250 
250 
250 

250 
250 
250 
250 

3950 

250 
250 

250 
250 

250 

250 

515 



Individua1UpdateFromAWP 

InputDrivers (3) 

Hour1yUpdateFromAWP 

InputDrivers (4) 

AFOSGraphicsFromAWP 

InputDrivers (3) 

TABLE A-4 (CONC) 

Acknow1edgementFromAnotherComputer 

InputDrivers (1) 
InputDrivers (2) 
InputDrivers ( 3) 

Mai1Message 

InputDrivers (3) 

A-14 

340 

3950 

3150 

270 
270 
270 

302 



TABLE A-5 
SUMMARY OF PERMANENT MEK>RY READS AND WRITES 

DIRECTORY READS 
File 

HourlyWeatherObservationsFile 
FGFile 
NOTAMFileExpanded 
NOTAMFileUnexpanded 
FTFileExpanded 
FTFileUnexpanded 
SDFile 
TWEBRouteSynopsisFileExpanded 
TWEBRouteSynopsisFileUnexpanded 
WHFileExpanded 
WHFileUnexpanded 
FAFi1eExpanded 
FAFi1eUnexpanded 
MilitaryOpsFile 
PIREPFi1eExpanded 
PIREPFi1eUnexpanded 
HourlyWeatherObservationsA1ternate 
FTAlternateFi1eExpanded 
FTA1ternativeF11eUnexpanded 
SDAlternateFile 
Airways&FixesFi1e 
ReportingLocationsFi1e 
AFOSGraphicsF11e 
FlightP1anFile 
SchedulingFile 
OutputFiles (1) 
OutputFiles (2) 
OutputFiles (3) 
OutputFiles (4) 
OutputFiles (5) 
TerminalRecordFiles 
CurrentF1ightP1anFiles 
RouteRecordFi1es 
DUATTerminalRecordFiles 
DUATCurrentFlightPlanFi1es 
DUATRouteRecordFiles 
HessageFiles 
TerminalHessageListFiles 
RAdarFi1e 

DIRECTORY WRITES 
File 

HourlyWeatherObservationsA1ternate 
FTAlternateFileExpanded 
FTAlternateFileUnexpanded 
SDAlternateFile 
FlightPlanFile 
S chedulingFile 

*Run time normalized to one hour. 

A-15 

NUMER OF 
READS* 

4846 
3584 

56 
406 
162 

1912 
902 

36 
486 

22 
388 
352 

3716 
350 
128 
648 

60 
64 
32 
8 

4138 
30108 

24 
2178 

114868 
756 

1154 
866 
332 

1168 
9396 
5944 
1992 
960 

1540 
212 

2316 
4662 

14 

NUMBER OF 
WRITES* 

60 
64 
32 

8 
2168 
1936 



TABLE A-5 (CONTD) 

DIRECTORY WRITES 
File 

OutputFiles (1) 
OutputFiles (2) 
OutputFiles ( 3) 
MessageFi1es 
Termina1MessageListFi1es 

RECORD RFAffi 
File 

Hour1yWeatherObservationsFi1e 
FGFile 
NOTAMFi1eExpanded 
NOTAMFi1eUnexpanded 
FTFileExpanded 
FTFi1eUnexpanded 
SDFi1e 
TWEBRouteSynopsisFi1eExpanded 
TWEBRouteSynopsisFi1eUnexpanded 
WHFi 1eExpanded 
WHFi1eUnexpanded 
FAFileExpanded 
FAFi1eUnexpanded 
MilitaryOpsFile 
PIREPFi1eExpanded 
PIREPFi 1eUnexpanded 
Airways&FixesFi1e 
ReportingLocationsFi1e 
FlightP1anFile 
S chedulingFi 1e 
OutputFiles 
Termina1RecordFi1es 
CurrentF1ightP1anFi1es 
RouteRecordFi1es 
DUATTermina1RecordFi1es 
DUATCurrentF1ightP1anFi1es 
DUATRouteRecordFi1es 
MessageFiles 
Termina1MessageListFi1es 

* Run time normalized to one hour. 

A-16 

NUtmER OF 
WRITES* 

180 
76 
26 

766 
3136 

NUMBER OF 
RECORDS* 

4740 
3584 

30 
378 
162 

1912 
902 

36 
486 

20 
386 
352 

3716 
350 
56 

576 
4138 

30108 
824 

112932 
6 

4698 
3080 
1038 

480 
796 
98 

1526 
3094 



TABLE A-S (CONC) 

RECORD WRITES 
File 

HourlyWeatherObservationsFi1e 
NOTAMFi1eExpanded 
NOTAMFi1eUnexpanded 
PIREPFileExpanded 
PIREPFi1eUnexpanded 
Hour1yWeatherObservationsA1ternate 
FTA1ternateFi1eExpanded 
FTA1ternateFi1eUnexpanded 
SDAlternateFile 
AFOSGraphicsFile 
FlightP1anFile 
SchedulingFile 
OutputFiles (1) 
OutputFiles (2) 
OutputFiles (3) 
OutputFiles (4) 
OutputFiles (5) 
Termina1RecordFi1es 
CurrentF1ightP1anFi1es 
Ro uteRe co rdFi 1es 
DUATTermina1RecordFi1es 
DUATCurrentF1ightP1anFi1es 
DUATRouteRecordFi1es 
MessageFiles 
Termina1MessageListFi1es 
RadarFile 

A-17 

NUMBER OF 
RECORDS 

106 
28 
28 
72 
72 

2160 
1440 
1440 

200 
24 

1328 
1936 
576 

1072 
840 
332 

1168 
4698 
2864 
954 
480 
744 
114 

24 
1568 

14 



TABLE A-6 
PERMANENT MEK>RY READS AND WRITES 

BY INPtrr TYPE 

#DirectoryReads 

FILE/INPUT TYPE 

Hour1yWeatherObservationsFile 

Req ues tWeathe r 
RequestDUATWeather 
input from AWP 

FGFile 

RequestWeather 
RequestDUATWeather 

NOTAMF11eExpanded 

RequestDUATWeather 
input from AWP 

NOTAMFi1eUnexpanded 

RequestWeather 
input from AWP 

FTFi1eExpanded 

RequestDUATWeather 

FTFi1eUnexpanded 

RequestWeather 

SDFi1e 

Req ues tWeath er 
RequestDUATWeather 

A-18 

NUMBER 
OF READS 

4378 
362 
106 

3274 
310 

30 
26 

378 
28 

162 

1912 

816 
86 

I 



TABLE A-6 (CONTD) 

FILE/INPUf TYPE 

TWEBRouteSynopsisFileExpanded 

RequestDUATWeather 

TWEBRouteSynopsisFileUnexpanded 

Req ues tWeathe r 

WHFileExpanded 

RequestDUATWeather 
input from AWP 

WHFileUnexpanded 

Req ues tWeathe r 
input from AWP 

FAFileExpanded 

RequestDUATWeather 

FAFileUnexpanded 

RequestWeather 

Mili ta ryOpsFile 

Reques tWeather 
RequestDUATWeather 

PIREPFileExpanded 

RequestDUATWeather 
input from AWP 

A-19 

NUMBER 
OF READS 

36 

486 

20 
2 

386 
2 

352 

3716 

314 
36 

56 
72 



TABLE A-6 (CONTD) 

FIL!/INPtrr TYPE 

PIREPFileUnexpanded 

RequestWeather 
input from AJtlP 

HourlyWeatherObservationsA1ternate 

input from AJtlP 

FTAlternateFileExpanded 

input from AJtlP 

FTA1ternateFi1eUnexpanded 

input f r om AJtlP 

SDAl te rnateFile 

input from AJtlP 

Airways&FixesFile 

RouteDataForFlightPlan 
RouteDataForDUATFlightP1an 

ReportingLocationsFile 

RouteDataForFlightPlan 
RouteDataForDUATF1ightPlan 

AFOSGraphicsFile 

input from AWP 

FlightPlanFile 

StartConversationWithF11edFlightPlan 
FileFlightP1anFromConversation 
StartDUATConversationWithFiledFlightP1an 
Fi1eF1ightPlanFromDUATConversation 
input from Other FSDPSs 
TimeManager 

SchedulingFi1e 

scheduler 
TimeManager 

A-20 

NUMBER 
OF READS 

576 
72 

60 

64 

32 

8 

3696 
442 

26802 
3306 

24 

586 
1038 

46 
104 

84 
320 

114706 
162 



TABLE A-6 ( CONTD) 

FILE/ INPur TYPE 

OutputFiles (1) 

Fi1eF1ightP1anFromConversa~ion 
Fi1eF1ightP1anFromDUATConversation 
Ancestra1Natura1F1ow 
output to NAS 
input from NAS 
input from Other FSDPS 

OutputFiles ( 2) 

Fi1eF1ightP1anFromConversation 
Fi1eF1ightP1anFromDUATConversation 
Ancestra1Natura1F1ow 
output to Other FSDPSs 
input from Other FSDPSs 
TimeManager 

OutputFiles ( 3) 

ExecuteLinkSend 
ExecuteDUATLinkSend 
Ancestra1Natura1F1ow 
output to AWP 
input from AWP 

Outp utFiles ( 4) 

Ancestra1Natura1F1ow 
output to AWP 
input from AWP 

OutputFiles (5) 

PrintScreen 
Ancestra1Natura1F1ow 
output to Printer 

Termina1RecordFi1es 

StartConversationWithNewF1ightP1an 
StartConversationWithFi1edF1ightP1an 
RouteDataForF1ightP1an 
Fi1eF1ightP1anFromConversation 
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NUMBER 
OF READS 

252 
20 

2 
288 
180 

14 

278 
20 

2 
542 
140 
160 

52 
10 

2 
420 
382 

2 
166 
164 

582 
2 

584 

992 
2344 
1908 
4152 



TABLE A-6 ( CONTD) 

FILE/INPliT TYPE 

CurrentFlightPlanFiles 

StartConversationWithNewFlightPlan 
StartConversationWithFiledFlightPlan 
ResumeConversationWithCurrentFlightPlan 
RouteDataForFlightPlan 
NonRouteDataForFlightPlan 
FileFlightPlanFromConversation 

RouteRecordFiles 

FlightLog 
RouteDataForFlightPlan 
RequestWeather 

DUATTerminalRecordFiles 

NUMBER 
OF READS 

496 
586 
260 

1908 
1656 
1038 

40 
954 
998 

StartDUATConversationWithNewFlightPlan 132 
StartDUATConversationWithFi1edFlightP1an 184 
RouteDataForDUATFlightPlan 228 
FileF1ightPlanFromDUATConversation 416 

DUATCurrentFlightPlanFi1es 

StartDUATConversationWith~ewF1ightP1an 66 
StartDUATConversationWithFi1edF1ightP1an 46 
ResumeDUATConversationWithCurrentF1ightP1an 60 
RouteDataForDUATFlightP1an 228 
NonRouteDataForDUATFlightP1an 1036 
Fi1eF1ig~tPlanFromDUATConversation 104 

DUATRouteRecordFiles 

DUATFlightLog 
RouteDataForDUATF1ightPlan 
RequestDUATWeather 

MessageFiles 

DisplayMessage 
MessageManagers 

TerminalMessageListFi1es 

DisplayMessage 
Mes sageManage rs 

Radar File 

UpdateRadarFiles 

A-22 

14 
114 

84 

2292 
24 

4578 
84 

14 



TABLE A-6 (CONTD) 

#DirectoryWrites 

FILE/INPUT TYPE 

HourlyWeatherObservationsAlternate 

input from AWP 

FTAlternateFileExpanded 

input from AWP 

FTAlternateFileUnexpanded 

input from AWP 

SDAlternateFile 

input from AWP 

FlightPlanFile 

StartConversationWithFiledFlightPlan 
FileFlightPlanFromConversation 
StartDUATConversationWithFiledFlightPlan 
FileFlightPlanFromDUATConversation 
input from Other FSDPSs 
TimeManager 

SchedulingFile 

scheduler 

Output Files ( 1) 

input from NAS 

OutputFiles (2) 

input from Other FSDPSs 

OutputFiles (3) 

input from AWP 

MessageFiles 

DisplayMessage 

TerminalMessageListFiles 

DisplayMessage 
MessageManagers 

A-23 

NUMBER 
OF READS 

60 

64 

32 

8 

576 
1038 

46 
104 

84 
320 

1936 

180 

76 

26 

766 

3052 
84 



TABLE A-6 ( CONTD) 

#ltecords lteads 

FILE/INPtrl' TYPE 

HourlyWeatherObservationsFi1e 

RequestWeather 
RequestDUATWeather 

FGFile 

Reques tWeather 
RequestDUATWeather 

NOTAMri1eExpanded 

RequestDUATWeather 

NOTAMFi1eUnexpanded 

RequestWeather 

Fl'Fi 1eExpanded 

RequestDUATWeather 

Fl'Fi1eUnexpanded 

RequestWeather 

SDFile 

RequestWeather 
RequestDUATWeather 

TWEBRouteSynopsisFi1eExpanded 

RequestDUATWeather 

TWEBRouteSynopsisFi1eUnexpanded 

Reques tWeather 

WHFUeExpanded 

RequestDUATWeather 

WHFi1eUnexpanded 

RequestWeather 

A-24 

NUMBER 
OF READS 

4378 
362 

3274 
310 

30 

378 

162 

1912 

816 
86 

36 

486 

zo 

386 



fiLE/INPUT TYPE 

FAFilelxpanded 

RequestDUATWeather 

FAFileUnexpanded 

lequestWeather 

HilitaryOpsFile 

RequestWeather 
RequestDUATWeather 

PIREPFileExpanded 

TAIL! A-6 ( COHTD) 

RequestDUATWeather 

PIREPFileUnexpanded 

RequestWeather 

Airways&FixesFile 

RouteDataForFlightPlan 
RouteDataForDUATFlightPlan 

ReportingLocationsFile 

RouteDataForFlightPlan 
RouteDataForDUAIFlightPlan 

FlightPlanFile 

StartConversationWithFiledFlightPlan 
StartDUATConversationWithFiledFlightPlan 
TilleManager 
input from Other FSDPSs 

SchedulingFile 

scheduler 
TiaeManage r 

OutputFiles (2) 

output to Other FSDPSs 

TerminalRecordFiles 

StartConversationWithNewFlightPlan 
StartConversationWithFiledFlightPlan 
RouteDataForFlightPlan 
FileFlightPlanFro.COOversation 

CurrentFlightPlanFiles 

Res~ConversationWithCurrentFlightPlan 
RouteDataForFlightPlan 
NonRouteDataForFlightPlan 
FileFlightPlanFra.Conversation 
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NUMIER 
OF READS 

352 

3716 

314 
36 

56 

576 

3696 
442 

26802 
3306 

586 
46 

160 
32 

112770 
162 

2 

1.96 
1172 
954 

2076 

260 
954 
828 

1038 



FILE/INP11r TYPE 

RouteRecordF11es 

FlightLog 
Reques tWeather 

TABLE A-6 (COMTD) 

DUATTeraina1RecordF11es 

StartDUATConversationWithHewF1ightPlan 
StartDUATConversationWithF11edF1ishtP1an 
RouteDataForDUATFlilhtP1an 
Fi1eF1ightP1anFroaDUATConveraation 

DUATCurrentF1ightP1anF11es 

Resu.eDUATConversationWithCurrentF1ightP1an 
RouteDataForDUATF1ightP1an 
NonRouteDataForDUATF1ightPlan 
Fi1eF1ightP1anFroaDUATConveraation 

DUATRouteRecordFi1es 

DUATFlightLog 
RequestDUATWeather 

MessageF11es 

Disp1ayMessage 

TerainalMessageListF11es 

Disp1ayKessage 
MessageKanagers 

IRecorciWritea 

Hour1yWeatherObservationsF11e 

input fro• AWP 

NOTAMFi1eExpanded 

input from IMP 

NOTAHF11eUnexpanded 

input froa AWP 

WHFileExpanded 

input from IMP 

WHFi1eUnexpanded 

input froa AWP 

PIREPF11eExpanded 

input froa AWP 

PIREPFi1eUnexpanded 

input from AWP 

A-26 

HUMID 
OF DADS 

40 
998 

66 
92 

114 
208 

60 
114 
518 
104 

14 
84 

1526 

3052 
42 

106 

28 

28 

2 

2 

72 

72 



TABLE A-6 (CONTD) 

FILE/INPtrr TYPE 

HourlyWeatherObservationsAlternate 

input from AWP 

FTAlternateFileExpanded 

input from AWP 

FTAlternateFileUnexpanded 

input from AWP 

SDAlternateFile 

input from AWP 

AFOSGraphicsFile 

input from AWP 

Radar File 

RadarManager 

FlightPlanFile 

FileFlightPlanFromConversation 
FileFlightPlanFromDUAIConversation 
input from Other FSDPSs 
TimeManager 

SchedulingFile 

scheduler 

OutputFiles (1) 

FileFlightPlanFromConversation 
FileFlightPlanFromDUATConversation 
output to NAS 
AncestralNaturalFlow 
input from Other FSDPSs 

A-27 

NUMBER 
OF READS 

2160 

1408 

1440 

200 

24 

14 

1038 
104 
26 

160 

1936 

252 
20 

288 
2 

14 

, 



TAILI A-6 (CORTD) 

nLE/IHPU'l' TYPE 

OutputFi1es (2) 

Fi1eF1ightPlanFroaConversation 
Fi1eF1ilhtP1anFroaDUATConveraation 
Ancestra1Hatura1F1ow 
output to Other FSD»Ss 
input froa Other FSD»Ss 
TimeManager 

Outp1.otFi1es ( 3) 

ExecuteLinkSend 
ExecuteDUATLinkSend 
Ancestra1Natura1F1ow 
output to AWP 
input froa AWP 

OutputFiles (4) 

output to AWP 
Ancestra1Hatura1F1ow· 
input froa AWP 

OutputFiles (5) 

PrintScreen 
output to Printer 
Ancestra1Hatura1F1ow 

Ter.ina1RecordFi1es 

StartConversationWithHewF1ilhtP1an 
StartConversationWithFi1edF1ilhtP1an 
RouteDataForF1ightP1an 
Fi1eF1ightP1anFro.COUveraatian 

CurrentF1ightP1anFi1es 

StartConversationWithHewF1ilhtP1an 
StartConversatioRWithFi1edF1ightP1an 
RouteDataForF1ightP1an 
HonRouteDataForF1ightP1an 
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NUMBER 
OF RJW)S 

278 
32 

2 
536 
64 

160 

52 
10 

2 
420 
356 

166 
2 

164 

582 
584 

2 

496 
1172 
954 

2076 

496 
586 
95.t 
828 
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TABLE A-6 (CONTD) 

FILE/INPUl' TYPE 

RouteRecordF11es 

RouteDataForF11ghtP1an 

DUATTeraina1RecordF11es 

StartDUATConversationWithNewF11ghtP1an 
StartDUATConversationWithF11edF11ghtPlan 
RouteDataForDUATF11ghtP1an 
Fi1eF11ghtP1anFromDUATConveraation 

DUATCurrentF11ghtP1anF11es 

StartDUATConversationWithNewF11ghtP1an 
StartDUATConversationWithF11edF11ghtPlan 
RouteDataForDUATF11ghtP1an 
NonRouteDataForDUATF11ghtP1an 

DUATRouteRecordFiles 

RouteDataForDUATF11ghtP1an 

KessageF11es 

MessageManage rs 

TerminalKessageListF11es 

Disp1ayMessage 
MessageManagers 

A-29 

• 

NUMB Ell 
OF llEADS 

954 

66 
92 

114 
208 

66 
46 

114 
518 

114 

24 

1526 
42 



lPPIJDII I 

3Uftftllt GUIPI ~0 ftOplt IIPflli 

In the following text, "read" aeaas "read if you ha•e not 
already done so". 

~his appendix assuaes that the reader bas read and 
understands Parts II and III, and section 2 and paragraphs 
3.1, 3.,.2 and 3.5 of Part I•. 

~be •o4el aapper bas to: 

(,) Select •alues for the options suaaarized in section 7, 
and forward the selected choices to the Go•ernaent (or, 
by oaissioa, accept the options at their default 
•alues). 

(2) ~ell the •IP writer; 

• on which processor(s) each aodule is to be 
a•ailable, 

• On which processor each latural Plow is to start, 
and on what basis the YIP should decide when ~ad 
where to aigrate it, and 

• Where each file and each SbaredWorkingSpace should 
be held. llso whether each should ao•e froa 
processor to processor, and if so on what basis. 

(3) Preferably, assist the YIP writer in arri•inq at optiaua 
scheduling strategies. 

The Go•ernaent proYided docuaeatation does not address the 
third itea. ~be first two are saaaarized here. ~bey diYide 
into: 

(a) liscellaneous options. 

(b) Strategy on aigratinq latural Plows froa one processor 
to ano~ker. 

(c) Other distribution decisions (such as, what is placed 
on which processor). 



?or itea (a), go through the list in paragraphs 7.2 and 7.3. 

?or iteas (b) and (c), the options concerned are listed in 
paragraph 7.1. The aodel aapper can adopt any desired 
scheae, or can follow the suggestions offered in section s. 

The aodel aapper should approach the options in the aodel as 
follows: 

(1) Decide which options need further esperiaenting. 

(2) ?or those options that do require further 
esperiaenting; 

• 

• If they are BOL editable, ask for BOL editable 
settings in the first trial full scale aodel 

• If they are dyn.aaic, ask for dynaaic settings 

• If they are neither; 

(a) in the case of the options in paragraph 
7.1, naae the upper bound of the possible 
•aloes you aight be interested in 

(b) for any in paragraph 7.2 that is of 
critical iaportance, you will ba•e to ask 
for se•eral copies of the aodel, each 
ha•ing a different setting. 

(3) lnalfze perforaance with •aried settings of the 
option, and select final •alues for the deaonstration 
ran. 

Paragraphs 8.2 aad 8.3, present a suaaary guide to the 
suggestions offered in this part for tackling aigration and 
other distribution decisions. The recoaaended scheae is the 
scheae described in section 5. It is not necessarily the 
optiaua approach for a particular •endor. 

8.2 GUIDI TO ftiGRlTIOI 

Question 1: Where a Wataral ?low is about to access a file 
or a Shared Working Space that is on another processor, 
should the Watural ?low aigrate to that processor (answer 
separately for files and Shared Working Spaces)? 

B-2 



If you answer lo: 

• lit~ s~ared 1orkin9 Space, the •IP •ay haYe 
ad•inistration proble•s· 

• lith files, t~ere •ay be ezcessiYe interproc .. sor 
traffic. 

• ~his is not t~e recoa•ended sc~e•e. 

If you answer Yes: read . section '• then qo to question 2. 

Question 2: When slould a latural Plow •iqrate? 

(a) whea the file or the Shared lortinq Space is first 
referenced? 

(b) when a !iqratioa Point is reached? 

(c) neither, necessarily 

If you answer (a), then you •ay ha•e a proble• knowinq when 
to •itrate bact. 

If you answer (a) or (c), this is not the reco••ended 
scbe•e. 

If you answer (b), 90 to B.3. 

8.3 GUIDE TO DIS~BIBU~IOI 

Read paraqraphs 5.1, 5.3, and follow the procedure in 
paraqraph 5.3.1. 

Bead ~araqraph 5.5 as necessary to decide bow to distribute 
each runctional Area. 

B-3 
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)PPBIDII C 

IQDBLIIG Lli§UlGB LIS~IIG OP ~BB !OD!L 

~bis appendix proYides a listing of tbe aodel in Rodeling 
Language. 

Page references of tbe fora •p1S]• refer to tbe page nuabers 
tbat appear in tbe top-rigbt corner of t•e page as tbe 
listings are read. 

References of tbe fora •Yn]• indicate tbe issuing of YSRin. 
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PlGI 2 

section , 'l'op LeYel . • . • . p • 3 

PIIfii-SOORCI 

Section 2 Specialist Interface 
top leYel • . • • p. 1 
input aessaqes • . p • 13 
supportinq cells • p. 20 

Section 3 DOl'!' Interface 
top leYel • . . . p • 21 
in~u": aEssaqes • • p. 26 
supportinq cells • p. 32 

Section II Radar flanaqeaent • . . p. 33 
Section 5 coaaon-serYice Input • p • 35 
Section 6 'l'i•e ftanaqeaent Pt 1 • p. 111 

(") 
I 

SERYICES """ 
'l'i•e flanaqe•ent Pt 2 . p. 115 

Section ., lPOS Graphics . • . p. 51 
Section 8 Pliqht-Plan flanaqeaent • p. 53 
Secti·on 9 Route conYersion • • • p • 63 
Section 10 Weather flanaqeaent • • p. 10 
Section 11 flessaqe-Pool flanaqeaent p. 79 
section 12 Co••on-SerYice output • p. 85 
Section 13 Leqal&lnalysis Recordinq p. 93 
Section 111 Data-Base flanaqeaent 

reception-desk cells p. 98 
extensions to 

reception desks • p • 111 
supportinq cells • . p • 115 
cell for DB !anaqers p. 119 



~ 

PlGI 3 

( ......................................................................... . 
( ...... ~··································································· 

S I C T I 0 I 1 

~ 0 p L I Y I L 
( ......................................................................... . .......................................................................... 

c::el.1 Iai.tializeBeaclaaark 
[lDcestral lataral Plow is borD here 

fo~ ea~ lat•ralPlow, •Dless lataralPlow = lDcestrallataralPlov 
•~] Spa.. lat•ralPlow, StartiD9lt StartiD9Cell for lataralPlow, 

YU) 

w'lll) 
wU) 

lwaitProd 

pna Sll3e4uer 
~it. Prod 

with IDherite4Share4WorkiD9SPace for lataralPlov 

(each lataral Plow is doiD9 its priYate iDitializatioD 
[ -- iDclades iDitializatioD of data base aaDa9eaeDt 

[ ScheaaliD9 file is beiD9 iDitialized 



v111] 
v13] 

v111] 
v13] 

PIG! II 

for eac~ IndividaalSpecialist 
prod lataralPlovtOfSpectalist correspondinqTo IndividaalSpecialist 
lvaitProd 

for each IndividaalDOIT 
prod lataralPlovtOfDOI~ CorrespondinqTo Indivi4aalDOlT 
lvaitProd 

[that vas specialists and DOlTs initializinq terainal files 

v111] pro~ liPinpa~Driver 
v13] lvaitProd 

[ scenario-driven initialization is nov tatinq place 

? v111] prod Tiaeftanaqer 
~ 

for each Individaalspecialist, 
v111] prod la~aralPlovtOfSpecialist Correspon4inq!o In4ivi4aa1Specialist 

for each Indivi4aalDOlT, 
v111] pro4 lataralPlovtOfDOIT correspon4inqTo Indivi4aalDOlT 

v111] prod Radarftanaqer 

for each coaaonserviceiORoate, unless coa•onserviceiORoate = printer, 
v111] prod lataralPlovtOfinpatDriver correspondinqTo CoaaonserviceiORoute 

p5] qo to BenchaartRanTime 



cell BenchaarkRun~iae 

Y13] lvaitProd 

p5] qo to lrapUpBencbaark 

cell lrapUpBenchaark 

PlGI 5 

[froa ~iae !anaqer or one of tbe input sources 
[tbe benchaark is nov in session 

Y13] loop IOfinputDri•enJaturalPlovs tiaes, lwaitProd 
n [ waiting for external input sources to stop 
I 
~ 

lcquirelorkinqSpace lorklreat1, !iniauaLenqtb Por lorklreat1 words 

for each coaaonSerYiceiORoute 
p89] DrainSpool for CoaaonserYiceiORoute 

lwaitProd [reaaininq output is beinq spooled 

fo.r eacb IndiYidualLeqal&lnalysisDri •er 
•1-] prod JaturalPlowtOfL&lDriYer for IndiYidualLeqal&lnalysisDriYer, 

lithDatalord PlusbJow 
lvaitProd [leqal & analysis output beinq spooled 

ldainistratiYe~idyUp 
Y28] Pinallxit~oYIP 
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n 
1 

PlGZ 8 

cell Initializespecialist 
(Specialist latural Plows are bora here 

clear leatherBecordCouatDova 
set lextPaqeStart, to 1 

91-] prod lncestrallaturalPlov 
913] lvaitProd 

(vaitinq for the data base to be ready to write to 

92] ~cquirelorkinqSpace lorklreal1, Rini•u•LenqthPorlorklreal1 words 

92] lcquirelorkinqspace Recordlrea, ~er•inalBecordLenqth characters 
clear BecordedPliqhtPlanl 

p96] lritelevBecord to Ter•inalBecordl for OvnlaturalPlowl, 
of file Ter•iaalBecordPile ••• 

93] ReleaselorkinqSpace lorklreal1 
93] Releaselorkinqspace ld•inlrea 

91-] prod lncestrallaturalPlov 
913] lvaitProd 

+ ~er•inalPileiDOffset for ovnlaturalPlowl, 
OutOfSReleasinq Becordlrea 

(vaitinq for the Reasured Period to start 

Pinalizespecialistlnitiali.,;a.tion 

p9] qo to Specialistlnpat 



cell Specialistinput 

Localinteqers ftessaqeType, lortLength 
Codetenqth 60 CodeOnits 

•91 lcquire&Input int.o saalllnputlrea, BeadOnly 
•21 lcquireWortinqSpace ldainlrea, ldainlreaLenqth words 

Recordlnputtenqth 

set LocalPileiDOffset, to TerainalPileiDOffset for OvnlaturalPlowl 
set LocalPileBecordl, to Terainal~ecordt for OwnlaturalPlovt 

PlG! 9 

C( Y2 1 Translate2Digits Pro•Character 9, of Saallinputlrea, setting ftessageType 
Acquirelortinqspace Wortlreat1, ..... 

0 

y] 1 
Y31 

p681 
Y3 1 

p91t 1 

SpecialistlortLenqth for !essaqe~ype characters 

~ranslateScenarioParaaetersTolortlreal1 froa Saallinputlrea 
UseCPU 70 CPUUnits 

Releaselortinqspace saallinputlrea 
Releaselortinqspace lortlreal2 

if LoseBigiOlrea? with ScenarioDirectedinputType 
if ParallelleatherRetrieYal, if leatherBecordcountDovn > O, 

StopTheBetrie•al if ownedtenqth of (BiqiOlrea) > O, BeleaselortinqSpace BiqiOlrea 

ftateLeqal&lnalysisBecordinq 
qo to cell DeallithSpecialist for ScenarioDirectedinputType 



C') 
I .... .... 

p19) 

PlGB 10 

[~he cells referred to aboYe are those in the next section 
(They all coae back eYentually ·with a 'go to• to one of 
[the next ~hree cells, except in the 
[case of StopBenchaark, which does not coae back 

cell SpecialistPoraattedOutput 

CodeLength '0 CodeOnits 

Y2) 

Y2) 

Y5) 
Y3) 
Yl] 

if Ownedtength of (BigiOlrea) = O, AcquirelorkingSpace BigiOlrea, 
scenarioDirectedBeplytength characters 

AcquirelorkingSpace lorklreat2, ScenarioDirectedBeplyLengthl' characters 

set Beplytength, to ScenarioDirectedBeplyLength 
PoraatDirectBesponse 
OseCPO 50 CPOOnits 

DelccesslorkingSpace 
ReleaselorkingSpace 
ReleaselorkingSpace 

lorklreat2 
lorklreat1 
ldain~rea 

Y10] Output Replytength characters, OutOf&Releasing BigiOlrea 

p9) go ~o Specialistlnput 

__ I ,1 



? .... 
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PAGE 11 
cell SpecialistPreeTeztOatpat 

CodeLenqtb qo CodeUnits 

if OvnedLenqtb of (BiqiOlrea) < ScenarioDirectedReplytenqtb, 
Y2] Eztendlortinqspace BiqiOlrea, to ScenarioDirectedReplytenqtb 

Y3] 
Y3] 

set Replytenqtb, to ScenarioDirectedReplytenqtb 
Por•atDirectResponse 

UseCPU 50 CPUUnits 

Releaselortinqspace lortlreal1 
Releaselortinqspace ld•inlrea 

v10] Output ReplyLenqtb characters, OutOf&Delccessinq BiqiOlrea 

p9] go to Specialistinput 



? 

cell SpecialistleatherDisplay 

Codetenqth 40 CodeUnits 

p68] if ParallelleatherRetrieYal, !nsure!nouqhleather~oDisplay 

loop 

PAGE 12 

unless ovnedtenqth of (BiqiOlrea) < lextPaqestart + 
scenarioDirectedReplyLenqth - 1, escape loop 

if lextPaqeStart = 1, escape loop · 
subtract lYeraqescreenful, froa lextPaqeStart 

RecordtenqthOfBiqiOlrea 

t;; Y2] 
if ovnedtenqth of (BiqiOArea) < ScenarioDirectedReplyLenqth, 

ExtendlorkinqSpace BiqiOlrea, to ScenerioDirectedReplytenqth, 
De Accessed 

YS] lccessPartOflorkinqSpace BiqiOlrea, 
ScanerioDirectedReplyLenqth characters, at lextPaqestart 

PoraatDirectResponse at lextPaqestart 
set ReplyLenqth, to scenarioDirectedReplyLenqth 
UseCPU 50 CPUUnits 

Y3] Releaselorkinqspace lorklreat1 
Y3] Releaselorkinqspace ldainlrea 

y10] output Replytenqth characters, OutOf&Delccessinq BiqiOlrea, 

p9] go to Specialistinput at lextPaqeStart 
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[ *************************** SPICiltiS~ IIPU~-RISSlGIS *************** 

cell Siapleinput 

Codeteng~b 6 CodeUnits 
UseCPU 11 CPUUnits 

p10] go to Specialis~PoraattedOutput 

cell PageBackvard 

Codetengtb 6 CodeUni~s 
UseCPU 5 CPUUnits 
unless lextPagestart = 1, 

p13] go to PagePorvard 

cell PaqePorvard 

Codetengtb 6 CodeUnits 
UseCPU 11 CPUUnits 

subtract 2 • lYerageScr eenful, fro• lextPagestart 

add lYeraqescreenful, to lextPageStart 
p12] go to SpecialistWeatberDisplay 



cell DirectionPinding 

Codetength 6 CodeOnits 
OseCPO ~ CPOOnits 

p10] go to specialistPor•attedOatpat 

cell ReqaestSendPoraat 

Codetength 6 CodeOnits 
OseCPO 5 CPOOnits [to prepare the foraat 

PlGB 111 

n p10] Go to Specialist.PoraattedOatpat 
I 
~ 
~ 

cell BxecatetinkSend 

Codetength 11 CodeUnits 

Y2] lcquireworkingspace BigiOlrea, 
lYerageOatpattength for RessageProaSpecialist characters 

UseCPO 15 CPUOnits 
~or•atSecondOrderResponsePro•OvnPort for RessagePro•Specialist 

p83] Organizeoatpat to scenarioDirectedBecipient 

p10] Go to SpecialistPor•attedOatpat 
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cell Printscreen 

CodeLength 12 CodeOnits 

•21 lcquirelorkingSpace BigiOlrea, 
l•erageOutputLength for PrintedScreenful characters 

PoraatsecondOrderResponseProaOwnPort for PrintedScreenful 

p831 
•31 

p10 1 

OseCPO 20 CPOOnits 

organizeoutput to printer 
ReleaselorkingSpace BigiOlrea 

go to SpecialistPoraattedoutput 

cell MonRouteDataPorPlightPlan 

CodeLength 70 CodeOnits 

p10'1 ReadRecord LocalPileRecordt, 
of file currentPlightPlanVile + LocalPileiDOffset, 

IntolewWorkingspace Becordlrea 
OseCPO 30 CPOOnits {editing local flight plan record 

p981 WriteRecord to LocalPileRecordt, 
of file currentPlightPlanPile + LocalPileiDOffset, 

OatOfSBeleasing Becordlrea 
OseCPO 12 CPOOnits { updating screen foraat 

p101 Go to SpecialistPoraattedOatput 
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cell startconYersationlithlev~lightPlan 

CodeLength 50 CodeOnits 

PlGI 16 

Y21 AcquirelorkingSpace BigiOlrea. ScenarioDirectedReplyLength characters 
OseCPO 15 CPOOnits 

p201 Go to OrganizePlightPlan~oraat 

cell RouteData~orPligh~Plan 

p56 1 
CodeLength 10 CodeOnits 
ConYertRoute [into Recordlrea 
OseCPO 20 CPOOnits [ to update the screen foraat 

p98 1 lriteRecord to LocalPileRecordt. · 
~f file RoutelecordPile + Local~ileiDOffset • 

OutOfSReleasing Recordlrea 
p20] UpdateTerainalRecord 
p151 Go to lonRouteData~or~lightPlan 

. ' 
cell PligbtLog 

CodeLengtb 250 CodeOnits 
p10'] ReadRecord Local~ileRecordt. of file BoutelecordPile + LocalPileiDOffset. 

Intolev•orkingspace Recordlrea. ReadOnly 
•21 Acquirelorkingspace Worklreat2. PlightLogWorklrea characters 
•21 AcquirelorkingSpace BigiOlrea. ScenarioDirectedReplyLength characters 

OseCPO ScenarioDirectedtLegs~oLog • 1600 CPOOaits 

Yl] Releaselorkingspace Becordlrea 
Yl1 ReleaselorkingSpace lorklreat2 

p111 go to Specialist~reeTez~Output 
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cell StartconYersationlitbPiledPlightPlan 

codeLe ngtb 15 CodeOnits 

p20] OpdateTerainallecord 
add 100 * OpperRalfOfParaaeter, to scenarioDirectedPlightPlant 

if PligbtPlanToBeOpdated 

Pl'lB 11 

p55] Get~ligbtPlanPorOpdating ScenarioDirectedPlightPlant [into lecordlrea 
Osec~o 25 CPUUnits 

p20] Go to OrganizePligbtPlanPoraat for Scenaric.,irectedPlightPlant 
else 

p55] GetPligbtPlanReadOnly ScenarioDirectedPlightPlant [into lecordlrea 
OseCPO 25 CPOOnits 

p20] go to organizePligbtPlanPoraat 

cell ResuaeconYersationlitbCurrentPligbtPlan 

CodeLengtb 10 CodeOnits 

p10-] ReadRecord LocalPileBecordt, 

Y2] 

y]] 

of file currentPligbtPlanPile • LocalPileiDOffset, 

lcquirelorkingspace 
OseCPO 20 CPOOnits 
Beleaselorkingspace 

IntowevlorkingSpace Becordlrea 
BigiOlrea, ScenarioDirectedReplyLength characters 

lecordlrea 

p10] Go to SpecialistPoraattedOutput 
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cell PilePligbtPlanProaconYersation 

CodeLengtb 20 CodeUnits 

p20] 

Y29] 

Y29] 
p104] 

add 100 • OpperHalfOfParaaeter, to scenarioDirectedPligbtPlant 

UpdateTerainalRecord [setting PreYiousPligbtPlant 
if PreYiousPlightPlant = o, if ScenarioDirectedPligbtPlant = 0, 

cryPault loPligbtPlaniGiYeD 
if ScenarioDirectedDataBasestatusOfPligbtPlan = levPligbtPlan 

if PreYiousPligbtPlant > O, cryPault lotllevPligbtPlan 
Read~ecord LocalPileRecordt, . 

else 

of file currentPligbtPlanPile + ~ocalPileiDOffset, 
IntolevlorkingSpace Becordlrea 

if PreYiousPligbtPlant = O, 
p55] GetPligbtPlanPorUpdating ScenarioDirectedPligbtPlant 

p 1011] 

p56] 

p20] 
p10] 

else 
set ScenarioDirectedPligbtPlant, to PreYiousPligbtPlant 
ReadRecord LocalPileRecordt, 

UseCPU 25 CPUUnits 

of file CurrentPlightPlanPile + LocalPileiDOffset, 
Intolevlorkingspace Recordlrea 

set OriginalPortt, to lssociatedLogicalPortt for OvnlaturalPlovt 

PileThisPlightPlan 

UpdateTerainalRecord recording IOCurrentPligbtPlan 
Go to specialistPoraa~teaoutput 



cell DisplayRessage 

CodeLength 10 CodeOnits 
OseCPO 10 CPOOnits 

p78] "essage~oscreen fro• SelectedRessageRanager for ovnJaturalPlovt 
p11] Go to SpecialistPree~extoutput 

cell Requestleather 

CodeLength 10 CodeOnits 

PlGI 19 

? set RextPageStart, to 1 
~ p10'] ReadPecord LocalPileRecordt, of file RouteRecordPile + LocalPileXDOffset, 

IntoJewwortingSpace Recordlrea 
OseCPO 20 CPOOnits 

Y3] Releaselorkingspace Recordlrea 

p68] StartleatherRetrieYal of SpecialistleatherRenu 
p12] Go to SpecialistleatherDisplay 

cell StopBenchaark 

if ParallelleatherBetrieYal, 
p69] if leatherRecordCountDown > O, Stop~heRetrieYal 
•1'] prod lncestralJaturalPlov 
Y13] lvaitProd [which neyer coaes 
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( ••••••••••••••••• SP!!CilLIS~ SOPPOB~IIG CELLS ************ 

cell OrganizePligbtPlanPoraat for integer PligbtPlanBecordl (default none) 

CodeLenqtb 20 CodeOnits 

•2] if ovnedtength of (Recordlrea) = 0, lcquirelorkingSpace Recordarea, 
PligbtPlanRecordLengtb characters 

OseCPO 20 CPOOnits [to organize a for•at for tbe screen 
p98] WriteRecord to LocalPileRecordl, 

p20] 
p10) 

of file currentPligbtPlanPile + LocalPileiDOffset, 
outOfSReleasing Recordlrea 

OpdateTer•inalRecord recording PligbtPlanRecordl 
Go to SpecialistPor•attedOutput 

cell OpdateTer•inalRecord recording integer PligbtPlanl (default loChange) 

CodeLengtb 15 CodeOnits 

p10-] ReadRecord LocalPileRecordl, 
of file Ter•inalRecordPile + LocalPileiDOffset, 

IntolewlorkingSpace Recordlrea 
set PreYiousPligbtPlanl, to RecordedPlightPlanl 
OseCPO 15 CPUUnits (updating the contents 
unless PligbtPlanl = loChange, set RecordedPlightPlanl, to PlightPlanl 

p98) WriteRecord to LocalPileRecordl, 
of file Ter•inalRecordPile + LocalPileiDOffset, 

OutOfSBeleasing RecordArea 
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cell InitializeDUl~ 
[DUA~ latural Plows are born here 

clear WeatherRecordcountDown 
set lextPageStart, to 1 

91Q] prod lncestrallaturalPlow 
913] lwaitProd 

PlG! 22 

[waiting for the data base to be ready to write to 

92] lcquirelorkinqSpace lorklreal1, ftiniauaLengthPorVorklreal1 words 

92] lcquirelorkinqspace Recordlrea, ~erainalRecordLength characters 
clear RecordedPliqhtPlanl 

p96] VritelewRecord to ~erainalRecordl for OwnJaturalPlowt, 
of file DUl~TerainalRecordPile ••• 

••• + TerainalPileiDOffset for ownlaturalPlowt, 
outOf&Releasinq Recordlrea 

93] Releaselorkir.gSpace Worklreal1 
93] ReleaselorkinqSpace ldainlrea 

91Q] prod lncestrallaturalPlow 
913] lwaitProd 

[waiting for the fteasuredPeriod to start 
PinalizeDOlTini+.ialization 

p23] go to DOlTinput 
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cell DUATinput 

Localintegers ftessageType, lorkLength 

codeLength 60 CodeUnits 

v9] Acquire&Input into S•allinputArea, ReadOnly 

v2] Acquirelorkingspace Adainlrea, Ad•inAreaLength words 
RecordinputLength 

set LocalPileiDOffset, to Ter•inalPileiDOffset for OvnlaturalPlovt 
set tocalPileRecordt, to Ter•inalRecordt for OvnlaturalPlovt 

PAGE 23 

v2] 
~ranslate2Digits Pro•Character 9, of S•allinputlrea, setting ftessageType 
AcquirelorkingSpace lorklreat1, DOATiorkLength for ftessageType characters 

TranslateScenarioPara•etersTolorkAreat1 fro• S•allinputlrea 
UseCPU 70 CPUUnits 

v3] ReleaselorkingSpace S•allinputArea 

p69] 
v3] 

if LoseDUATBigiOArea? with ScenarioDirectedinputType 
if ParallelleatherRetrieval, 

if leatherRecordcountDovn > O, StopTheRetrieval 
if ovnedLength of (BigiOArea) > 0, ReleaselorkingSpace BigiOlrea 

p9-] ftakeLegal&AnalysisRecording 

go to cell DeallithDUAT for ScenarioDirectedinputType 



(") 
I 

N 
1ft 

PAGE 211 

[the cells referred to abo•e are those in the next section 
[They all coae back e•entually with a •go to• to one of 
[the next tvo cells, except in the 

p31 1 [case of DUITStopBenchaark, which does not coae back 

cell DUITMoraalOutput 

CodeLeng~h 40 CodeUnits 

if OvnedLength of (BigiOlrea) < ScenarioDirectedBeplyLength, 
v2 1 ExtendWorkingSpace BigiOlrea, to ScenarioDirectedBeplyLength 

set ReplyLength, to ScenarioDirectedReplyLength 
ForaatDirectResponse 
UseCPU 50 CPUUnits 

v31 ReleaseWorkingspace Worklreat1 
•31 ReleaseWorkingspace ldainlrea 

•101 output ReplyLength characters, outof~Beleasing BigiOlrea 

p231 go to DUITinput 
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cell DOlTieatberDisplay 

CodeLenqtb 40 CodeOnits 

p69] if ParallelleatberRetrieval. EnsureEnougbleatherToDisplay 

loop 

PlG!! 25 

unless OvnedLenqtb of (BiqiOlrea) < BextPageStart + 
ScenarioDirectedReplyLengtb - 1. escape loop 

if MextPaqeStart = 1. escape loop 
subtract lveragescreenful. fro• MextPagestart 

RecordLenqtbOfBiqiOlrea 

if ovnedLenqth of (BiqiOlrea) < ScenarioDirectedReplyLength. 
v2] ExtendlorkinqSpace BiqiOlrea. to ScenerioDirectedReplytength. 

Delccessed 
vS] lccessPartOflorkinqspace BiqiOlrea. 

ScenerioDirectedReplyLength characters. at BextPage Start 
For•atDirectResponse at MextPagestart 
se~ ReplyLenqth. to ScenarioDirectedReplyLength 
OseCPO 50 CPOOnits 

v3] ReleaselorkingSpace lorklreat1 
v3] ReleaselorkingSpace ld•inlrea 

v10] output ReplyLenqth characters. outof&Delccessinq BiqiOlrea. 
at lextPaqeStart 

p23] qo to DOlTinput 
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cell DUATSiapleinput 

Codetength 6 CodeUnits 
UseCPU 11 CPUUnits 

p2'] go to DUATioraalOu~pu~ 
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IIP~T-RISSAGIS ********************* 

? 
~ cell DUATPageBackvard 

codetength 6 CodeUnits 
UseCPU 5 CPUUnits 
unless lextPagestart = 1, 

p26] go to DUATPagePorvard 

cell DUATPagePorvard 

Codetength 6 CodeUnits 
UseCPU 11 CPUUnits 

subtract 2 • Averagescreenful, froa lextPageStart 

add Averagescreenful, to NextPagestart 
p25] go to DUATWeatherDisplay 



cell NonRouteDataPorDOl~Pligh~Plan 

CodeLength 70 codeOnits 

p10'] ReadRecord LocalPileRecordt, 
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of file DOl!CurrentPlightPlanPile + LocalPileiDOffset, 
Intolevlorkingspace Recordlrea 

OseCPO 30 CPOOnits [editing local flight plan record 

p98] lriteRecord to LocalPileRecordt, 
of file DOlTCurrentPlightPlanPile + LocalPileiDOffset, 

OutOf&leleasing Recordlrea 
UseCPU 12 CPOOni~s [ updating screen foraat 

n p2'] Go to DOlTioraaloutput 
I 

N 
00 

cell BequestDUATieather 

CodeLength 10 CodeOnits 

set leKtPageStart, to 1 
p104] BeadRecord LocalPileRecordt, 

OseCPO 20 CPOOnits 

of file DOlTioutelecordPile + LocalPileiDOffset, 
IntolevlorkingSpace Recordlrea 

Y3] PeleaselorkingSpace Becordlrea 

p69] S~artlea~herRetrieYal of DOl~leatberBenu 
p25] Go to DOl~leatherDisplay 
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cell StartDOlTConversationlitblevPligbtPlan 

Codetengtb 50 CodeOnits 
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v2] lcquirelorkingSpace BigiOlrea, ScenarioDirectedReplyLengtb characters 
OseCPO 15 CPOOnits 

p32] Go to OrganizeDOlTPligbtPlanPoraat 

cell RouteDataPorDOlTPligbtPlan 

p56] 

p98] 

Codetengtb 10 CodeOnits 
ConvertRoute [into Recordlrea 
OseCPO 20 CPOOnits [ to update tbe screen foraat 

WriteRecord to LocalPileRecordt, 
of file DOlTRouteRecordPile + LocalPileiDOffset, 

OutOfSieleasing Recordlrea 
p32] 
p27] 

OpdateDOlTTerainalRecord 
Go to JonRouteDataPorDOlTPligbtPlan 

cell DUlTPligbtLog 

Codetengtb 250 CodeOnits 
p10'] ReadRecord LocalPileRecordt, 

of file DOlTRouteRecordPile + LocalPileiDOffset, 
Intolewlortingspace Recordlrea, ReadOnly 

v2] Acquirelorkingspace lorklreal2, PlightLoglorklrea characters 
v2] AcquirelorkingSpace BigiOlrea, ScenarioDirectedReplyLength characters 

UseCPO ScenarioDirectediLegsToLog • 1600 CPOOnits 
v3] ReleaselortingSpace Recordlrea 
v3] Releaselorkingspace lorklreal2 

p2'l go to DOlTioraalOutput 



cell St.artDUlTConYersationlitbPiledPligb~Plan 

Codetength 15 CodeUnits 

p321 UpdateDUATTerainallecord 
add 100 * UpperHalfOfParaaeter, to ScenarioD.irectedPligbtPlant 

if Pligh~PlanToBeUpdated 
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p551 GetPligbtPlanPorUpdating ScenarioDirectedPligbtPlant {into Recordlrea 
UseCPU 25 CPOOnits 

p321 Go to OrganizeDUATPlight PlanPoraat for ScenarioDirectedPlightPlant 
else 

p551 GetPlightPlanleadOnly ScenarioDirectedPlightPlant (into RecordlTea 
Os~CPU 25 CPUOnits 

n p321 go to OrganizeDOlTPlightPlanPoraat 
I 

~ 

cell P~suaeDUATConYersationWithcurrentPlightPlan 

Codetength 10 CodeUnits 

p10'1 ReadRecord tocalPileRecordt, 

Y2 1 

yJ 1 

lcquireWorkingspace 
OseCPU 20 CPUUnits 
Releaser ' ingspace 

of file DOATCurrentPligbtPlanPile + tocalPileiDOffset, 
IntolewworkingSpace Recordlrea 

BigiOArea, ScenarioDirectedleplytengtb characters 

RecordA rea 

p2'1 go to DUAT~oraalOutput 
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cell FileFliqbtPlanProaDUlTCon•ersation 

CodeLenqtb 20 CodeUnits 

p32] 

Y29) 

Y29) 
p1 011] 

pSS] 

p, 011] 

add 100 • UpperRalfOfParaaeter. to ScenarioDirectedPliqhtPlant 

UpdateDUlTTerainalRecord {setting PreYiousPliqhtPlant 
if Pre~iousPliqhtPlant = o. 

if ScenarioDirectedFliqhtPlant = o. cryPault loPliqht.PlantGiYeD 
if ScenarioDirectedDataBaseStatusOfFliqhtPlan = lewPliqhtPlan 

if PreYiousPliqhtPlant > o. cryPault lotllewPliqhtPlan 
ReadRecord LocalFileRecordt. 

of file DUlTCurrentFliqbtPlanFile + LocalPileiDOffset. 
IntolewWorkinqSpace Recordlrea 

else 
if Pre•iousPliqbtPlant = o. 

GetFliqhtPlanForUpdatinq SceaarioDirectedPlightPlaat 
else 

set ScenarioDirectedPligbtPlaat. to Pre•iousPlightPlant 
ReadRecord LocalPileRecordt. 

of filE DUATCurrentFlightPlaaPile + LocalPileiDOffset. 
IntolewWorkinqSpace Recordlrea 

UseCPU 25 CPUUnits 
set OriqinalPortt. to AssociatedLoqicalPortt for ownlaturalPlowt 

p56] PileThisPliqhtPlan 

p32] 
p2fl] 

UpdateDUATTerainalRecord 
Go to DUATioraalOutput 

recording IOCurrentPliqhtPlaa 



cell P.equestDOA~SendPoraat 

CodeLengtb 6 CodeOnits 
OseCPO 5 CPOOnits 

p2'l Go to DOA~IoraalOutput 

cell ExecuteDOlTLinkSend 

CodeLengtb 11 CodeOnits 

PAGE 31 

[to prepare tbe foraat 

? •2] Acquire!~rkingspace BigiOlrea, 
A•erageoutputLengtb for ftessageProaDOA~ characters 

UseCPU 15 CPOUnits 
Vo) 
N 

PoraatSecondOrderResponseProaovnPort for fte.ssageProaDOI'r 

p83] Organizeoutput to ScenarioDirectedRecipient 

p2'] Go to DOA~IoraalOutput 

cell DUATStopBencbaark 

p69] .,, ] 
•13] 

if ParallelleatberRetrie•al, 
if leatherRecordCountDovn > O, Stop~~eRetrie•al 

prod lncestrallaturalPluv 
lvaitProd [which ne•er coaes 



[ ************************* D 0 l T SOPPOR~IIG CELLS *************** 

cell OrganizeDOlTPlightPlanPoraat for integer PlightPlant (default none) 

CodeLength 20 CodeOnits 
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v2) if OvnedLength of (Recordlrea) = o, lcquireWorkingSpace Recordlrea, 
PlightPlanRecordLength characters 

UseCPO 20 CPOOnits [to organize a foraat for the screen 
p98) WriteRecord to LocalPileRecordt, 

of file DOl~CarrentPlightPlanPile + LocalPileiDOffset, 
OutOf&Releasing Recordlrea 

p32) OpdateDOAT~rainalRecord recording PlightPlant 
n 
~ p24) Go to DOA~Ioraaloatput 
~ 

cell OpdateDOATTerainalRecord recording integer PlightPlant (default saae) 

CodeLength 15 CodeOnits 

p10•J ReadRecord LocalPileRecordt, 
of file DOl~~erainalRecordPile + LocalPileiDOffset, 

IntolewWorkingSpace Recordlrea 
set PrevioasPlightPlant, to RecordedPlightPlant 
OseCPO 15 CPOOnits [updating the contents 

unless PlightPlant = saae, set RecordedPlightPlant, to PlightPlant 
p98] WriteRecord to LocalPileRecordt, 

of file DOlTTerainalRecordPile + LocalPileiDOffset, 
OutOf&Releasing Recordlrea 
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( (BOTH CELLS ARE IJJ!R-S!T) 

( .....................................•..•....•••.•••.••...•.....•••••••••••• 
( ........................................................................... . 

cell InitializeRadar"anaqement 

Y14] 
Y13] 

p311] 

prod AncestralHaturalFlov 
AvaitProd 

qo to BunTi•eBadar"anaqeaent 

[Badar "anaqer is born here 
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cell RunTi•eRadarRanage•ent Localinteger Slicestart 

CodeLength 50 CodeUnitsifProcessingByHardware, otherwise 100 CodeOnits 

loop 
v9] Acquire&Input into BigiOArea, DeAccessed 

v2] AcquirelorkingSpace lorklreat1, RadarlorkLength characters 
TranslateRadarPara•etersTolorklreat1 fro• BigiOlrea 

Y1iJ] 
Y13] 

Y5) 

Y5] 

p101] 

Y10) 

Y3) 

Y2) 

Y3] 

if scenarioDirectedinputType = RadarstopBench•ark 
prod Ancestrallatural?low 
AwaitProd {which never co•es 

set Slicestart, to 1 
loop tslices ti•es 

AccessPartOflorkingSpace?orUpdating BigiOlrea, 
SliceLength characters, at Slicestart 

IfProcessingByRardwareUseCPO 2000/tslices CPOUnits, otherwise ••• 
••• 11350/tslices LarqeCPUUnits (1 LarqeCPUOnit = 10 CPOUnits 

if Slicestart = 1, 
For•atSecondOrderResponsePro•OwnPort for RadarDistribution 

UpdateTheRadarPara•eter SliceStart 
DeAccesslorkingSpace BigiOArea 

WriteRecordKeepinglorkingSpace to ScenarioDirectedBadarRecordt, 
of RadarPile, fro• BigiOlrea 

for each APSS, broadcast RecordLengtb of RadarPile characters, 
via AFSSPhysicalPortiD for A?SS, Outof&Keeping BigiOlrea 

Releaselorkingspace BigiOlrea 

AcquirelorkingSpace 
Por•atDirectResponse 

BigiOArea, ScenarioDirectedReplyLength characters 

Output ScenarioDirectedReplyLength characters, 

Releaselorkingspace lorkAreat1 
OatOf&"leas ing BigiOlrea 
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cell InitializeinputDrivinq 

v111] 
v13] 

•2] 

•9] 

pfl9] 
pfl9] 
pfiS] 
p98] 
p37] 

[Input Drivers are born here 

if OvnMaturalPlovt = laturalPlovtOfinputDriver for lVPLink 
clear Initiali~ationover 
clear recordt 
prod lncestrallaturalPlov [says •ready to read initiali~etion •essaqes• 
lvaitProd 

lcquireVorkinqSpace Vorklreat1, Rini•u•LenqtbPorVorklreat1 words 

loop 
lcquire&Input into BiqiOlrea 
Translateinitiali~ationPara•eters~oVorklreat1 fro• BiqiO &rea 

call cell ReceivinqCell for ScenarioDirectedinput~ype 

(receiving cells 
( 
[ 

( 
( 

are Initiali~eRescuellerts 
Initialize~llqbtPlanDeletions 
ScbeduleEndOfScbedulinq 
Standardinitiali~ationOfPiles 
EndOflnitialization 

if Initializationover, escape loop 

v3] Releaselorkinqspace lorklreat1 

clear tinputsSoPar 

v111] prod lncestrallaturalPlov 
v13] lvaitProd 

p37] qo to RunTi•einputDrivinq 

[initiali~ation over for this entry port 
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cell !ndOfinitialization 
(one of the 'Receiving Cells' for IIDII input 

set Initializationover 
YoraatDirectResponse 

Output 20 characters, OutOf&Releasing BigiOirea, via IIDIIOut 

cell RunTiaeinputDriving 

tocalintegers ftessageType, Inputcoordinationcode 
Codetength 20 CodeOnits 

clear InputCoordinationCode 

loop 
v9] lcquire&Input into BigiOirea 

step IInputsSoYar 
Translate2Digits ProaCharacter 9, of BigiOirea, setting ftessageType 
if ftessageType = !ndOfBenchaark, 

set InputcoordinationCode, to IInputsSoPar 
OseCPO 60 CPOUnits 

v14] Prod CorrespondinginputDistributor for ownlaturalYlowt, with BigiOlrea, 
lithDatalord InputCoordinationCode 

if ftessageType = !ndOfBenchaark, escape loop 

v13] lwaitProd [which never coaes ; 
• • 
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( ****************** CELLS ¥08 IIPU~ DIS~RIBU~OBS ******************* 

cell InitializeinputDistribution 
[input distributors are born here 

v2] AcquirelorkingSpace lorkAreat1, llDIIInputlorkLength words 

set correspondingoutputRoute, 
to lbichCoaaonserviceiORoute CorrespondsTo ovnlaturalPlovt 

clear tPinishedinputs 
set OriginatingPortt, to lssociatedLogicalPortt for OvnlaturalPlovt 

v14] prod lncestrallaturalPlov 
[initialization over for distribution fro• this entry port 

p39] go to RunTiaeinputDistribution 

f 
<" 

• 
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cell RunTiaeinputDistribution 

Codetength 12 CodeUnits 

clear tastinputRead 

loop 
•13] lvaitProdVi~hData recei•ing BigiOlrea, 

Recei•ingDataVord Inputcoordinationcode 

'111 ]pliO] 
p37] 
pliO] 

UseCPU 35 CPUUnits 

if Inputcoordinationcode > 0 
se~ tastinputRead 
set TotaltOfinputsRead, to InputcoordinationCode - 1 

[to exclude EndOfBenchaark froa the count 

if InputcoordinationCode = OffspringDying, step IPinishedinputs 
if InputcoordinationCode = 0 [noraal case 

if ParallelDistributionOfMlDIIInput, 
SpavnTeaporarily Startinglt CallRecipient, vith BigiOlrea 

else 
Call Recipient 
step IPinishedinputs 

if tastinputRead, if IPinishedinputs = TotaliOfinputsRead, escape loop 

v1"] prod lncestralMaturalPlov 
713] l~aitProd [vhich ne•er coaes 
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cell CallRecipient PAGE 40 

Locali~teqers parent, ParentsProcessor 
Codetenqth 30 CodeUnits 

if ParallelDistributionOfMADIRinput 
Collectinheritance BiqiOlrea 

v2] lcquireWorkinqspace Worklreat1, llDIJinputWorkt~nqth characters 

p94] 

p56] 
p73] 
p73] 
p52] 
p77] 
p86] 

Y2) 

p83] 

v14] 

set OriqinatinqPortt, to lssociatedLoqicalPortt for parent 
set CorrespondinqOutputRoute, 

to WhichCoaaonServiceiORoute CorrespondsTo parent 

TranslateScenarioParaaetersToWorklreat1 fro• BiqiOlrea 
UseCPU 70 CP3Units 

Raketeqal&lnalysisRecordinq 

Possibleftiqrationltlextstateaent takinq BiqiOlrea 

call cell ReceivinqCell for ScenarioDirectedinputType 

if 

if 

(receivinq 
( 
[ 
( 
( 
[ 

cells are PliqhtPlanProalnothercoaputer 
IndividualUpdateProalWP 
BourlyUpdateProalWP 
lPOSGraphicsProalWP 
RailRessaqe 
AcknovledqeaentProalnothe~Coaputer 

ScenarioDirectedReplytenqth > 0 
lcquireWorkinqSpace BiqiOArea, ScenarioDirectedReplytenqth characters 
ForaatDirectResponse 
Orqanizeoutput to CorrespondinqOutputRoute 

ParallelDistributionOfllDIJinput, Prod&Die proddinq parent, 
in ParentsProcessor, WithDatalork OffsprinqDyinq 
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[ ......................................................................... . 
[ .......................................................................... . 
[ 

[ 
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[ ..........................•.......................................•........ 
[ ......................................................................... . 

[ 

, 
[IOTE the follovinq arranqe•ents 

[SbaredWorkinqspace of Scheduler has 3 sinqle ite•s: 
[ Ti•eOflextEYent (in •inutes) 
[ RecordWitb!arliestEYent (the recordt in the scheduling files) 
[ SlotWitbEarliestEYent (the slot I in that record) 

[ and 2 tables indexed by recordt: 
[ EarliestTi•e (in •inutes) 
( SlotWitbEarliest'fi•e 

(each 
( 
( 
( 

scheduling record is used 
SlotTi•e (in •inutes) 
Slotlction 
slotPara•eter 

in Recordlrea and holds 3 tables: 

••••••••••••• P l R 'I' I : P R I II ! - S 0 0 B C E ************ 
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[ ******************* C~LLS POB Tift! ftlllG~B ***************************•*** 

[Ti•e Ranaqer orqanizes the execution of scheduled actions 

cell InitializeTi•eRanaqe•ent 

91Q] prod AncestrallaturalPlov 
913] lvaitProd 

[~i•e Ranaqers are born here 

[initialization o•er 

p-3] qo to RunTi•eTi•eRanaqe•ent 

cell OnesecondRoutine 

CodeLenqth 15 CodeOnits 
OseCPO 5 CPOUnits 

cell StopDoinqScheduledlctions 

Possible"iqrationPoint 

prod AncestrallaturalPlov 

[a scheduled cell 
(technical only 

91Q] 
913] lvaitProd (which ne9er co•es 
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cell RunTiaeTiae!anageaent 

v15] 

p42] 

Localintegers Tiaelov, leztTiae, recordt, slott 

CodeLengtb 12 CodeOnits 

loop 

Suspend!e 1 second, setting Tiaelow 
OseCPO 25 CPOOnits 
OneSecondRou~ine 

loop 

PlGE 43 

v6] lccessSbaredlorkingSpace of scheduler, ReadOnlylllovingReadOnly 
set leztTiae, to ~iaeOfleztEvent 
set recordt, to RecordlitbEarliestEvent 
set slott, to SlotlithEarliestEvent 

v1] DelccessSharedlorkingSpace 

if leztTiae > Tiaelov/60, escape loop 
pll8] else, InitiateScbeduledEvent for leztTiae, in recordt, at slott 
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cell InitiateScheduledE•ent for integer ThisTiae, 
in integer recordt, 
at integer slott 

tocallntegers action, paraaeter 

IncludeTables ScheduledCell 
Codetength 45 CodeOnits 

PlG!! 1111 

* v2] ~cquirelorkingspace Wo~klreat1, TiaeftanageaentlorkLength chatacters 
p104) ReadRecord recordt, of SchedulingPile, Intolevlorkingspace Recordlrea 

if SlotTiae for (slott) = ThisTiae 

set action, to Slotlction for slott 
set paraaeter, to SlotParaaeter for slott 

OseCPO 50 CPOOnits 

•3] Releaselorkingspace Recordlrea 
Possibleftigrationltlextstateaent 

p57] 
p58] 
p58) 
p42] 

v111) 
v13) 

call cell ScheduledCell for action, DuaayPara•eter, paraaeter 

[Scheduled 
[ 
[ 
[ 

cells are TransaitPlightPlan 
DeletePligbtPlan 
StartRescueOperations 
StopDoinqScheduledlctions 

prod scheduler, lithDatalords (-action, and -ThisTiae, also paraaeter) 
lvaitReturnProd 

•3) Releaselorkingspace lorklreat1 
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[ ******************* P A R T I I : S ! R V I C ! - R l L P ********** 

[ ****************** OUTER-SIT REC!PTIOW-D!SK CELLS ********************** 

cell Schedule ActionToSchedule action, 
at integer tiae, 
lithData integer paraaeter (default 0) 

CodeLeng+h 8 CodeUnits 
UseCPO 15 CPUOnits 

Y11t] prod scheduler, lithDatalords (action, and tiae, also paraaeter) 
Y13] AvaitReturnProd 

cell Onschedule ActionToSchedule action, 
at integer tiae, 
lithData integer paraaeter (default 0) 

CodeLengt~ 1 CodeOnits 
OseCPO 10 CPUOnits 

Y11t] prod scheduler, lithDatalords (-action, and tiae, also paraaeter) 

cell Schedule~ndOfSchednling 

p42] Schedule StopDoingScbeduledlctions, 
a~ ScenarioDirectedTiaeToStop + 100*UpperRalfOfParaaeter 

Y3] ReleaselorkingSpace BigiOArea 

. 

I • 
• 
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[ ********************** CELLS POR SCHEDULER ******************************** 

(Scheduler accepts updates to the scheduling files 

cell InitializeScheduling 
(Schedulers are born here 

Localintegers recordt, slott 

v2] lcquirelorkingspace lorklreat1, SchedulinglorkLength characters 

set SchedulingSpan, to Schedulingincreaent * tSchedulingRecords 

Y6] 

Y7) 

Y2) 

Y111] 
Y13) 

p99] 

Y3] 
Y111] 

pll7] 

lccessovnSharedlorkingSpace Readlri~esolelccess 
set TiaeOflext!vent, to ~oaorrov 
with (recordt, froa 1, to tSchedulingRecords), 

set !arliestTiae for recordt, to toaorrov 
DelccessSharedlorkingSpace 

lcquirelorkingSpace Recordlrea, SchedulingRecordLength characters 
with (slott, fro• 1, to tSlotsPerSchedulingRecord), 

set SlotTiae for slott, to t oaorrov 
prod lncestrallaturalPlov 
lvaitProd (waiting for peraission to write to the data base 

with (recordt, froa 1, to tSchedulingRecords), 
lritelevRecordKeepinglorkingspace to recordt, 

of SchedulingPile, fro• Recordlrea 
ReleaselorkingSpace Recordlrea 
prod AncestrallaturalPlov 

go to RunTiaeScheduling 
[scheduling files are nov initialized 
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cell RunTi•eScheduling 

Locallntegers ProddingJaturalPlov, proddingProcessor, action, ti.e, 
para•eter, fault, recordt 

Localconditions SlotPoond, ReplyExpected 
Codetengtb 50 CodeOnits 

loop 
Y13] AvaitProdFro•Client setting (action, and tiae, also paraaeter) 

[action negated •eans •unscbedule' 
[tiae negated aeans the prod caae fro• Tiae ftanager 

clear Reply!!xpected 

if action > 0, set ReplyExpected 
if tiae < O, set ReplyExpected 
if tiae < O, negate tiae 

set recordt, to 1 + 
(ti•e - ScbedulingSpan*(tiae/ScbedolingSpan))/ Scbedulinglncreaent 
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p1 011] 

p119] 

p98] 

v3] 

v29] 

PAGE 118 

loop tSchedulingRecords ti•es 

clear Slotl'ound 
ReadRecord recordt, of SchedulingPile, 

IntolevWorkingSpace Recordlrea 
OseCPO 55 CPOOnits 

vith (slott, fro• 1, to tslotsPerschedulingRecord) 

if action > 0 (scheduling case], if Slot~i•e for slott = to•orrov · 
set SlotTiae for slott, to ti•e 
set Slotlction for slott, to action 
set SlotPara•eter for slott, to para•eter 
set SlotPound 

if action < 0 unscheduling casee, if Slot~iae for slott = ti•e, 
if SlotPara•eter for slott = para•eter, 

if Slotlction for slott + action = 0 
set SlotFound 
set SlotTi•e for slott, to toaorrov 

if SlotFound 
OpdateSharedWorkingSpace RavingOpdated slott, in recordt, 

for action, at ti•e 
WriteRecord to recordt, of Schedulingl'ile, 

OutOf&Beleasing Recordlrea 
if ReplyExpected, ProdWhoeverProddedRe 
escape loop 

step recordt 
ReleaseWorkingspace Recordlrea 
if recordt > tschedulingRecords, set recordt, to 1 

unless SlotFound 
if action > 0, set fault, to SchedulingFilesl'ull 
else, set fault, to FailedToOnschedule 
CryPault fault 
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cell Opda~eSharedWorkingSpace HavingOpdated integer slotl, 
in integer recordl, 
for integer action, 
at integer tiae 

CodeLength 25 CodeUnits 

v6] lccessovnSharedWorkingSpace BeadWriteSolelccess 

OseCPO 25 CPOOnits 

if action > 0 [scheduling case 
if tiae < Earlies+Tiae for recordl 

set EarliestTi•e for recordl, to ti•e 
set SlotWi~h!arliestTiae for recordl, to slotl 

if ti•e < Ti•eOfMextF.vent 
se~ TiaeOfMextP.ven~, to ti•e 
set RecordWitb~arliest!vent, to recordl 
set SlotWith!arliest!vent, to slotl 

else (unscheduling case 
if ~iae = !arliestTi•e for recordl 

se~ !arliestTime for recordl, to toaorrov 
vi~h (slot, fro• 1, to ISlotsPerSchedulingBecor d), 

if Slot~iae for slot < ~arliestTiae for recordl 
set !arlies~Ti•e for recordl, to SlotTiae for slot 
set Slot.With!arliestTiae for recordt, to slot 

if tiae = Ti•eOfMex~~vent 
set Ti•eOfMext!vent, to to•orrov 
vi~h (record, fro• 1, to ISchedulingRecords), 

PAGE 119 

if !arliestTiae for record < Ti•eOflext!vent 
set TimeOfMex~~vent, to !arliestTiae for record 
set BecordWitb!arliest!vent, to record 
set SlotWith!arliest!vent, to Slotlith!arliestTiae for record 

v7] DelccessSharedlorkingspace [ bot·h cases 
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cell lFOSGraphicsFroalVP 

Locallnteger recordl 
PossibleftigrationPoint receiYing BigiOlrea 

CodeLength 120 CodeOnits 

Randoaise ScenarioDirectedlPOSRecordl, 
of lPOSGraphicsPile, setting recordt 

if ovnedtength of (BigiOlrea) < RecordLength of lPOSGraphicsPile, 
v2] ExtendVorkingSpace BigiOlrea, to RecordLength of lPOSGraphicsPile 

OseCPO 115 CPOOnits 

p101] VriteRecord~eepingVorkingSpace 
to recordl, of lPOSGraphicsPile, fro• BigiOlrea 

PoraatSecondOrderResponse for GraphicsDistribution, fro• lVPLogicalPortl 

v10] for each AFSS, b~oadcast RecordLength of lPOSGraphicsPile characters, 
via lPSSPhJsicalPortiD for APSS, outOf&Keeping BigiOlrea 

for each DOATCluster, 
v10] broadcas~ RecordLength of lPOSGraphicsPile characters, 

via DOlTClusterPhJsicalPortiD for DOATCluster, 
OutOf&Keeping BigiOlrea 

v3] ReleaseVorkingSpace BigiOlrea 
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[ ......................................................................... . 
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[ ************** OUTER-SET RECEP~OI-DESK CELLS: IIITilLIZlTIOI ********** 

cell Ini~ializeRescuellerts 

Y3 1 
p55 1 

Releaselorkinqspace BiqiOlrea 
InitializeRescueller~sPtii updatinq recordl 

cell InitializePliqhtPlanDeletions 

Y3 1 
p56 1 

Releaselorkinqspace BiqiOlrea 
InitializePliqhtPlanDeletionsPtii updatinq recordl 



C-55 



(") 
I 
Vl 
0\ 

PlG!! 55 

[ •••••••••••• IIJ!!B-S!!f CELLS POB IBI~IlLIZl~IOB ********** 

cell InitializeBescuellertsPtll updating integer recordt 

v2] 

p99] 

p58] 

PossibleftigrationPoint 

lcquireWorkingspace Becordlrea, PlightPlanBecordLength characters 
CollectlnitializationParaaeters 
vitb (i, froa 1, to 10) 

step recordt 

clear RecordedDes~ina~ion 
set RecordedScbeduledlction, to startBescueoperations 
set BecordedSchedule~iae, to ScenarioDirectedlnitial~iae t i 

WriteJevBecordKeepingWorkingSpace to recordt, 
of PlightPlanPile, froa Becordlrea 

Schedule StartBescueoperations, 
WithData recordt,at BecordedSchedule~iae 

vl] BeleaseWorkingSpace Recordlrea 
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cell InitializePligbtPlanDeletionsPtii updating integer recordt 

PossibleRigrationPoint 

v2] AcquirelorkingSpace Recordlrea, PligbtPlanRecordLengtb characters 
CollectinitializationParaaeters 

vitb (i, fro• 1, to 10) 
step recordt 
clear RecordedDestination 

p58) set RecordedScbeduledAction, to DeleteFligbtPlan 
set RecordedSchedule~iae, to scenarioDirectedinitialTiae t i 

p99) WriteMevRecord~eepinglorkingSpace to recordt, 

PAG! 56 

of FligbtPlanFile, fro• Recordlrea 
p'5]p58] Schedule DeleteFlightPlan, lithData recordt, at RecordedScbeduleTiae 

v3) ReleaselorkingSpace Recordlrea 
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[ ******•****** IIIBR-SBT RECBP~IOI-DBSK CBLLS (1): SCRBDOLBD ************* 

cell TransaitPliqhtPlan record WhichPlane 

PossibleRiqrationPoint 

Y2 1 
p105 1 

Y21 

p83 1 

p581 
p991 

Y3 1 

piiS 1 
p581 

Codetenqth 110 CodeOnits 

AcquireWorkinqspace lorklreat2, WorklreaPorPliqhtPlan~iaedCheck characters 
P.eadRecordPorOpdatinq record WhichPlane, 

of PliqhtPlanPile, IntolewWorkinqSpace Recordlrea 

AcquireWorkinqSpace 
PoraatindirectOotpot 

BiqiOlrea, PliqhtPlan~ransaissionLenqth characters 
for SchedoledPliqhtPlan~ransaission, 

OseCPO 115 CPOOnits 
orqanizeoutput to RecordedDestination 

add PliqhtPlanTiaeout, to RecordedSchedule~iae 
set RecordedScheduledlction, to DeletePliqhtPlan 

lriteRecord&Onlockit. to record WbichPlane, 

outputiD WhichPlane 

of PliqhtPlanPile, OotOf&Releasinq Recordlrea 
Peleaselorkinqspace Worklreat2 

schedule DeletePliqhtPlan, at RecordedSchedule~iae, WithData WhichPlane 
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cell StartRescueoperations record lhichPlane 

Localinteqer ti•e 
PossibleRiqrationPoint 
CodeLenqth 15 CodeOnits 

•21 lcquirelorkinqspace BiqiOlrea, 

PAGZ 58 

A•eraqeOutputLenqth for Rescuellert characters 
For•atindirectOut~ut for Rescuellert, outputiD lhichPlane 
OseCPO ~5 CPOOnits 

output A•eraqeoutputtenqth for Rescuellert characters, 
OutOft~eepinq BiqiOlrea, •ia PhysicalPortPorsuper•isoryPositiont1 

output A•eraqeOutputLenqth for Rescuellert characters, 
outOf&~eepinq BiqiOlrea, •ia PhysicalPortPorSuper•isoryPositiont2 

output A•eraqeoutputLenqth for Rescuellert characters, 
outOf&Keepinq BiqiOArea, •ia PhysicalPortPorsuper•isoryPositiont3 

p83] orqani~eoutput to OtherRubs 

p105) ReddPecordPorOpdating record lhichPlane, 
of FlightPlanPile, IntolevlorkinqSpace Recordlrea 

clear RecordedScheduledlction 
p99) lriteRecord&Onlockit to record lbichPlane, 

of PliqhtPlanPile, OutOf&Releasinq Recordlrea 

cell DeletePli~~tPlan record WhichPlane 

PossibleRiqrationPoint 
CodeLength 10 CodeOnits 

OseCPO 15 CPOOnits 
p9') Raketeqal&lnalysislecordinq 
p106] DeleteRecord record lhichPlane, of FlightPlanPile 
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[ ••••••••• IllER-SET REC!PTIOJ-DESK CELLS (2) : SCEIABIO-DRIV!I (RUI-TIR!) ••• 

cell GP.tPligbtPlanReadOnly record lbicbPlightPlan 

Possible"igrationPoint Returninglitb Recordlrea 
CodeLengtb 1 CodeUni~s 
OseCPO 11 CPUUnits 

p10') ReadRecord recor d lbicbPlightPlan, 
of PligbtPlanPile, Intolewlorkingspace Recordlrea 

cell GetPlightPlanPorUpda~ing record lbicbPlightPlan 

~ossibleRigrationPoint Returninglith Recordlrea 
CodeLeng~h 1 CodeUnits 
OseCPU 11 CPUOnits 

p105) ReadRecordPorUpdating record lbicbPlightPla n , 
of PligbtPlanPile, Intolewlorkingspace 1ecordlrea 
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cell FileTbisPliqbtPla~ 

Possible!UqrationPoint rece.iYinq Recordlrea 

CodeLenq~b 20 CodeOnits 
OseCPO 100 CPOOnits 

p61] DealWithFliqbtPlan 

cell FligbtPlanFroa!notbercoaputer 

Possible"iqrationPoint receiYing BiqiOArea 

CodeLength 10 CodeOnits 

add 100 • OpperHalfOfParaaeter, to ScenarioDirectedPliqbtPlant 

if ScenarioDirectedDataBaseStatusOfPliqbtPlan = levPliqbtPlan, 

PAGE 60 

v2] AcquireWorkingSpace Recordlrea, PliqbtPlanRecordLenqtb characters 

p105] else, ReadRecordForOpdatinq scenarioDirectedFligbtPlant, 
of Pligbt~lanPile, IntolewWorkingSpace Recordlrea 

v3] 

OseCPO 25 CPOOnits 

set originalPortt, to OriginatinqPortt 
ReleaseWorkinqSpace BiqiOArea 

p61] DealWitbPligbtPlan 

[froa Worklreat1 to Recordlrea 
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[ *********************** IWI!~-S!T SOPPORTIIG CBLL •••••••••••••••••••••• 

cell DealWithFlightPlan 

tocalintegers Ac~ion~oonschedule, OnscheduleTiae, Tiaelov, OriginatingPort 

codetength 120 CodeOnits 

•2] AcqaireWorkingSpace WorkAreal2, FlightPlanWorklrea characters 

v16] AskTiae setting Tiaewov 
divide TimeBov, by 60 

unless scenarioDirectedDataBasestatusOfFlightPlan = levPlightPlan 
set ActionToOnschedule, to RecordedScheduledAction 
set Unsched~leTiae, to RecordedScheduleTiae 

set RecordedDestination, to ScenarioDirectedFlightPlanDestination 
set RecordedScheduledAction, to ScenarioDirectedFPScheduledlction 
set RecordedScheduleTiae, 

to Tiaelov + ScenarioDirectedFlightPlanScheduleTiae 

UseCPU 95 CPOUnits 

set OriginatingPort, to OriginalPortt [la~ter is in RecordArea 
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p1 06] 

Y3) 
p91') 

Y2) 

p83] 

if 

if 

if 

if 

ScenarioDirectedDataBaseStatusOfFliqhtPlan = levFliqhtPlan, 
WritelevBecord to ScenarioDirectedFliqhtPlant, 
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of FliqhtPlanFile, OutOf&Beleasinq Becordlrea 

ScenarioDirec~edDataBaseStatusOfFliqhtPlan = PreYiouslyPiledFliqhtPlan, 
WriteBecord&Unlockit to ScenarioDirectedPliqhtPlant, 

of FliqhtPlanFile, OutOf&leleasinq Becordlrea 

ScenarioDirectedDataBasestatusOfFliqhtPlan = FliqhtPlanToBeDeleted 
DeleteBecord ScenarioDirectedPliqhtPlant, 

BeleaseWorkingSpace Becordlrea 
RakeLeqal&lnalysisRecording 

ScenarioDirectedTransaitlov? 

of FliqhtPlanFile, currently locked 

lcquireworkingspace BiqiOlrea, FliqhtPlanTransaissionLenqth characters 
For•atSecondOrderResponse for IaaediateFliqhtPlanTransaission, 

froa OriqinatinqPort 
orqani%eOutput to ScenarioDirectedFliqhtPlanDestination 

unless ScenarioDirectedDataBaseStatusOfFliqhtPlan = FliqbtPlanToBeDeleted, 
p45] Schedule scenarioDirectedPPScheduledlction, 

at Tiaelov + ScenarioDirectedPliqhtPlanScheduleTiae, 
WithData ScenarioDirectedFliqhtPlant 

unless ScenarioDirectedDataBaseStatusOfFliqhtPlan = levFliqhtPlan, 
unless ActionToUnscbedule = 0, 

Unschedule lctionToUnscbedule, at UnscbeduleTiae, 
WithData ScenarioDirectedPliqhtPlaut 

•3] ReleaseWorkinqSpace Worklreat2 
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( ....•.........•.•....•...... RECEPTIOI DESK *************************** 

cell ConYertRoute 

PossibleRigrationPoint Returninglith RecordArea 
Codetengtb 2115 CodeOnits 

v2] unless ConYertingRoutesinParallel, AcquirelorkingSpace ••• 
••• lorkAreat2, lorkAreaPorRoute~onYersion characters 

with (ThisEleaent, froa 1, to ScenarioDirectedtRouteEleaents) 
if ConvertingRouteEle•entsinParallel, 

Y11]p68] SpavnTeaporarily Startinglt RouteEleaentsinParallel, 

p26] 
p66] 

litbcopyOf lorklreat1, PlusDatalord TbisEleaent 
else 

convertEleaent TbisEleaent 
OseCPO 5000 CPOOnits 

if ConYertingRou~eEleaentsinParallel, 
loop ScenarioDirectedtRouteEleaents tiaes 

v13] AvaitProd receiYing Recordlrea 
OseCPO 5000 CPOOnits 

v3] ReleaselorkingSpace RecordArea 

Y2] AcquirelorkingSpace Recordlrea, Recordtengtb of RouteRecordPile characters 
vl] unless ConvertingRouteEleaentsinParallel, ReleaselorkingSpace lorklreat2 
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cell RouteEle•entsinParallel 

Local!ntegers "yParent,ParentsProcessor, ThisEleaent 
CodeLength 30 CodeUnits 

Collectinheritance 1 Datattea, and lorklreat1 
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v2] lcquireworkingspace lorklreat2, lorklreaPorBleaentconversion characters 

p66] Convert!leaent ThisBleaent 
UseCPU 80 CPUUni+.s 

v14] Prod&Die prodding "yParent, in ParentsProcessor, with lorklreat2 .... .. . • 
·~· 
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cell Con~ert!lement integer This!le•ent 

Localintegers PirstLeg, lirvays&FixesRecord 

CodeLeng+b 30 CodeUni~s 

Rando•ise ScenarioDirectedlirvays&FixesRecord, of lirvays&FixesPile, 
by ScenarioDirectedlirvays&FixesOffset, instance ThisEle•ent, 

setting lirvays&FixesRecord 
p10-] ReadRecord lirvays&PixesRecord, of lirvays&PixesFile, 

IntolevlorkingSpace Recordlrea 
v3] Releaselorkingspace Recordlrea 

set Pir.stLeg, ~o ScenarioDirectedtLegsPerEle•ent * (Tbis!le•ent - 1) + 1 

vi~h (legt, fro• FirstLeg, 
to FirstLeg + ScenarioDirectedtLegsPer!le•ent - 1) 

if ConvertingLegsinParallel, 
~11]p67) SpavnTe•porarily Startinglt LegsinParallel, litbCopyOf lorklreat1, 

p68] 

~13] 

~3] 

else 
Conver~Leg legt, of This!le•ent 
UseCPU 315 CPUUnits 

PlusDatalords (legt, and This!leaent) 

if ConvertingLegsinParallel, loop ScenerioDirectedtLegsPer!le•ent tiaes 
lvaitProd recei~ing Recordlrea ' 
UseCPU 315 CPUUnits 
Releaselorkingspace Recordlrea 
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cell LegsinParallel 

tocalintegers RyParent, ParentsProcessor, ThisLeg, ThisEle•ent 
Codeteng~h 30 CodeOni~s 

2 Da~alte•s, and WorkAreat1 
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v2] 
Collec~Inheritance 
AcquireWorkingSpace WorkAreat2, WorklreaPortegConversion characters 

p68] conver~J.eg "'histeg, of 'l'hisEle•ent 
OseCPO 80 CPOOni~s 

v1'] Prod&Die prodding RyParent, in ParentsProcessor, with Worklreat2 
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cell Convertteq inteqer Tbisteq, 
of in~eqer TbisEleaent 

Locallnteqers LocationsRecord, Tbisinstance 

Codetenqtb 320 CodeOni~s 

vitb (RouteRecord, froa 1, to scenarioDirectedtRecordsPerteq) 
set Thisinstance, to scenarioDirectedtRecordsPerLeq * (~bisLeq + 

scenarioDirectedtLeqsPer!leaent * This!leaent) 
add RouteRecord, to Thislnstance 

rando•ise ScenarioDirectedFirstLocationsReco~d, 
of RerortinqLocationsPile, by scenarioDirectedLocationsOffset, 

instance Thislns~ance, settinq LocationsRecord 

if RequestinqRouteRecordsSiaultaneously, 
v1 1 ]p69] 3pavnTe•porarily Startinqlt RequestRouteRecordSiaultaneously, 

lithDatalord LocationsRecord 

p69] 

vJ] 

else 
RequestRouteRecordSerially qettinq LocationsRecord 
OseCPO 1000 • ScenarioDirectedtLocationsPerRecord CPOOnits 
ReleaseWorkinqspace Recordlrea 

if RequestinqRouteRecQrdsSi•ul~aneously, 
loop ScenarioDirectedtRecordsPerLeq tiaes 

v13] lvaitProd receivinq Recordlrea 
OseCPO 1000 * ScenarioDirectedtLocationsPerRecord CPOOnits 

vJ] Rele~selorkinqspace Recordlrea 
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cell ~equestRou~eRecordSi•ultaneously 

•2] 
p 1 0"] 

Localinteqers ftyParent, ParentsProcessor, Locationslecord 

CodeLenqth 30 CodeOnits 

Collectinberitance 1 Dataite• 
AcquirelorkinqSpace lorklreat1, ftini•u•LenqtbPorWorklreat1 words 
ReadRecord LocationsRecord, 

of Repor~inqLocationsPile, IntolewWorkinqSpace Becordlrea 
UseCPO l5 CPOOnits 

•1"] Prod&Die proddinq ftyParent, in ParentsProcessor, with Recordlrea 

cell RequestRouteRecordSerially qettinq inteqer LocationsBecord 

CodeLenqtb 30 CodeOnits 

p10"] ReadRecord LocationsBecord, 
of ReportinqLocationsPile, IntolewWor~inqSpace Becordlrea 

OseCPO 25 CPOOnits 
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cell StartleatberBetrieYal of leatberRenu lhicbReau 

tocalinteqers fileiD, countDovnstart 

Codetenqtb '5 CodeUnits 

clear leatherBecordCountDova 

vitb (Positionln~eau, froa 1, to 10), 
add ScenarioDirectedtBecords for PositioninRenu, 

to leatberBecordCountDovn 
set CountDovnstart, to leatberBecordCountDovn 

vitb (PositioninRenu, fro• 1, to 10) 
unless ScenarioDirectedtBecords for PositioainRenu = 0 

UseCPU 8 CPUUnits 

if WhicbRenu = SpecialistleatberRenu, set fileiD, 
to SpecialistleatherFile CorrespondinqTo PositioninRenu 

else, set fileiD, to DUlTieatberFile CorrespondinqTo PositioninReau 

if ParallelWea~berRetrieYal 
Y11)p7q] SpavnTeaporarily Startinqlt GetindiYidualleatberinParallel, 

litbCopyOf lorklreat1, 
PlusDatalords (CountDovnstart, and FileiD, 

also ScenarioDirectedtBecords for Positioniaftenu) 
subtract ScenarioDirectedtBecords for Positioninftenu, 

fro• CountDovnstart 
p7q] else, GetindiYidualleatberinSeries froa FileiD, 

ScenarioDirectedtBecords for PositioninRenu 



cell EnsureEnoughWeatherToDisplay 

CodeLength 20 CodeOnits 
OseCPO 10 CPOOnits 

loop 
if Wea~herP.ecordCoun~dovn = O, return 
unless ovnedLength of (BigiOlrea) < lextPageS~art 

PIG! 12 

••• + ScenarioDirectedReplyLength- 1, return 
v13] lvaitProdWith~ey Withftessage~ey WeatherRecordCountoovn, 

~xtending BigiOlrea, replying IfLastProd 
subtract 1, fro• Wea~herRecordCountOovn 

n 
I 
~ cell StopTheRe~rieval 

Localinteger LastcountifEndOfBatch 
CodeLength 25 CodeOnits 
OseCPO QO CPOOnits 

loop 
v13) lvaitProdWith~ey&Data Withftessage~ey WeatherRecordCountOovn, 

loop 

Extending BigiOlrea, BeceivingDataWord LastcountifEndOfBatch, 
replying DropDead 

subtract 1, fro• WeatherRecordCountDown 
if LastCountifEndOfBatch > 0, escape loop 

v13] else, AwaitProdlith~ey&Oata lithftessage~ey leatherRecordCountDown, 
Extending BigiOlrea, ReceivingoataWord Lastcountif!ndOfBatch 

set ~eatberRecordcountDovn, to Lastcountif!ndOfBatch - 1 
if WeatherRecordCountDown = 0, escape loop 



cell HourlyOpdateProa~WP 

Locallntegers filet, Pirstlecordt, LastRecordt 

~ossible"igrationPoint receiYing BigiOlrea 

CodeLengt.b 25 CodeUnits 
OseCPU 25 CPOOnits 
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[technical only 

if ovnedLength of (BigiOlrea) < BecordLengtb of scenarioDirectedPileiD, 
v2] !xtendlorkingSpace BigiOlrea, 

to BecordLengtb of ScenarioDirectedPileiD 

set filet, to ScenarioDirectedPileiD 
set PirstRecordt, to 100 * ThirdOpperHalf + ScenarioDirectedStartBecordt 
set LastRe~ordt, to PirstRecordt + (100 * SecondUpperBal~ + 

ScenarioDirectedtBulkOpdat eBecords - 1 
? p107] BulkOpdate of filet, froa Pirstlecordt, to LastBecordt 
~ 
~ 

cell IndividualUpdateProaAWP 

Locallnteger recordt 
Possible"igrationPoint receiving BigiOArea (technical only 

Codetength 120 CodeUnits 

if OvnedLength of (BigiOArea) < Recor4Length of ScenarioDirectedPileiD, 
v2] !xtendWorkingSpace BigiOAr ea, 

to RecordLe~gth of ScenarioDirectedPileiD 

randoaise ScenarioDirectedWeatherRecordt, 
of file ScenarioDirectedPileiD, setting recordt 

OseCPO 115 CPOOnits 

p98] lriteRecord to record r€cordt, of ScenarioDirectedPileiD, 
outOf&Beleasing BigiOlrea 



? ...., 
1.1'1 

PAGE 1 4 

[ ************************ INNER-SET SOPPORTIHG CELLS *********************** 

cell GetindividaalWeatherinParallel 

p15] 

Localintegers ftyParent, ParentsP~ocessor, CoantDovnStart, filet, trecords 

CodeLength 25 CodeUni~s 

Collec~Inberi~ance 3 Datai~e•s, and lorklreat1 

UseCPU 20 CPUOnits 

Getlndividaallea~her trecords, fro• filet, Startinglt countDovnStart, 
OnBehalfOf ftyParent, ParentBeingin ParentsProcessor 

cell GetindividaalWeatberinSeries integer trecords, 
fro• file filet 

PossibleftigrationPoint Returningli~h BigiOArea 
CodeLengtb 25 CodeUnits 
UseCPO 20 CPOOnits 

p15] Getlndividuallea~ her trecords, fro• filet 



n 
I 

~ cell GetindividualWeatber OnBebalfOf integer ftyParent (default 0), 
integer tRecords~oRead, 
fro• file filet, 
StartingAt integer CountDown (default 0), 
ParentBeingin integer processort (default 0) 

Localintegers recordt, Lastcount, CountDovnProd~ey 
LocalConditions ToldToDie? 

CodeLength 270 CodeOnits 

clear ToldToDie? 
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p109] if ItsBulkOpdate InThecaseOf filet, StartBatcbRead updating WbicbPile 
set Lastcount, to , + countDown - tRecordsToRead 
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vith (RecordCount, fro• 1, to tlecords~oRead) 
Rando•ise ScenarioDirectedweatherRecordStarter, of file filet, 

by scenarioDirectedweatherRecordincreaent, 
instance RecordCount, setting recordt 

if RequestingweatherRecordsSiaultaneously 
set countDownProdKey, to countDown - RecordCount + 1 

v11]p77] SpawnTeaporarily Sta~~inglt RequestweatherlecordSiaulataneously, 

p78] 

p77] 

p1, 0] 
p1 10] 

v1"] 

v1") 

., .. ) 

WitbDataWords (recordt, and filet, also countDownProdKey) 
else 

RequestweatherRecordSerially getting recordt, OutOf filet 
OseCPO 3500 CPOOnits 
DigestweatherRecord OutOf filet 
if ItsBulkOpdate InTheCaseOf filet 

if ToldToDie?, EndOfBatcbRead for filet 
else, if RecordCount = tRecordsToRead, EndOfBatchRead for filet 

.if ParallelWeatberRetrie•al 
if ToldToDie?, Prod&Die prodding ftyParent, in processort, 

with Recordlrea, PlusDatawords (CountDown, and LastCount) 
if RecordCount = tRecords~oRead, ProdThenDieWben~oldTo ••• 

••• prodding ftyParent, in Processort, with Recordlrea, 
PlusDatawords (CountDown, and Lastcount) 

Prod&CollectReply prodding ftyParent, in processort, 
with Recordlrea, PlusDatawords (CountDown, 

and IaStilllli•e), setting Told~oDie? 
subtract 1, fro• CountDown 

v'-) else, ftoveworkingspace Recordlrea ToBigiOlrea 

if RequestingWeatherRecordsSi•ultaneously, 
with (RecordCount, fro• 1, to tRecordsToRead) 

v13) lwaitProdWithKey WithftessageKey CountDown, recei•ing Recordlrea 
OseCPO 3500 CPOOnits 

p77] DigestWeatherRecord outof filet 
if P.ecordcoant < tRecordsToRead 

v1'-] Prod ftyParent, in processort, with Recordlrea, 
PlasDatawords (CountDown, and IaStillllive) 

subtract 1, froa CountDown 
else 

if ItsBulkOpdate InTheCaseOf filet, EndOfBatchRea~ for filet 
v1'-) ProdThenDieWben~oldTo prodding ftyParent, in processort, 

with Recordlrea, PlusDataWords (CountDown, and Lastcount) 
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cell Diges~WeatberRecord outof file WhichPile 

CodeLength 20 codeOnits 

p78] 
p78] 

v7] 

if WhicbFile = PGFile, WindRetrieval 
if WhicbFile = PGllternatePile, lindRetrieval 

OseCPO 50 CPOOnits 
DelccessWorkingSpace Recordlrea 

cell ~equestWeatberRecordSiaultaneously 

•2] 
p10CI] 

., Cl] 

Localintegers ~yParent, ParentsProcessor, recordt, 
Whicbl'i le, CountDovnProdKey 

CodeLength 20 CodeOnits 

collectinheritance 3 Dataite•s 
AcquireWorkingSpace lorklreat1, !ini•u•Lengtbl'orWorklreal1 words 
ReadRecord recordt, of Whichl'ile, Intolevworkinqspace Recordlrea 
OseCPU 50 CPOOnits 

Prod&Die prodding ~yParent, in ParentsProcessor, 

PlG! 11 

vith Recordlrea, PlusDatalord CoantDovnProdKey 



cell Requestle~tberRecordSerially getting integer recordt, 
outof file lbicbPile 

CodeLengtb 20 CodeUnits 
p104] ReadRecord recordl, of lbicbPile, IntolevlorkingSpace Recordlrea 

UseCPU 50 CPUUnits 

? cell WindRetrieval 
-....! 
\0 

CodeLeng~b 205 CodeUnits 
UseCPU 160 CPUUnits 

p18] go to lindCoaputa~ions 

cell lindCoaputations 

CodeLength 275 CodeUnits 
UseCPU 6500 CPUUnits 
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cell ~essageToScreen froa integer Selectedftanager 

Locallntegers RessageRecordl, ldainBecordt, PaailyOffset 

Possible~igrationPoint BeturningWith BigiOlrea 
Codeteng~b 20 CodeOnits · 

set PaailyOffset, to Selectedftanager - 1 
Rando•ise ScenarioDirectedRessageListBecordt, 

PAGE 80 

of file TerainalRessageListPile, setting ldainRecordl 

p10~] Read~ecord ld•inRecordt, of file TerainalRessageListPile + PaailyOffset, 
IntolevWorklngSpace Becordlrea 

UseCPO 15 CPOOnits 
v3] ReleaseWorkingSpace Recordlrea 

Rando•ise ScenarioDirectedftessageRecordt, of file RessagePile, 
setting RessageRecordt 

p10~] ReadRecord ~essageRecordt, of file RessagePile + Pa•ilyOffset, 
IntoMevworkingSpace BigiOlrea 

v6] AccessSbaredWorkingSpace of ~essageftanager + PaailyOffset, 
ReadWriteSolelccess 

UseCPO 15 CPOOnits 
v7] DelccessSbaredWorkingSpace 

p105] ReadRecordPorOpdating 

UseCPO 15 CPUOni~s 
p99] WriteRecord&Unlockit 

AdainRecordt, 
of file TerainalRessageListPile + PaailyOffset, 

IntolevVorkingspace Recordlrea 

to ldainBecordt, 
of file Ter•inal~essageListPile + PaailyOffset, 

OutOf&Releasing Becordlrea 

p106] if ScenarioDirectedTi•eToDelete?, DeleteRecord RessageRecordt, 
of file RessagePile + Paail~Offset 
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( **************** OUTER-SET R!CEPTIOI-D!SI CELL *********************** 

cell ftailftessage 

PossibleftigrationPoint receiYing BigiOlrea 

CodeLeng~h 10 CodeUnits 
UseCPU 20 CPUUnits 

for each IndiYidualftessageftanager, 

(technical only 

•1~] prod Ra~uralFlovtOfftessageftanager for IndiYidualftessageftanager, 
lithCopyOf lorklreat1 

Y3] ReleaselorkingSpace BigiOlrea 

Y13] for each IndiYidualftessageftanager, lvaitReturnProd 
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[ ************* CELLS FOR ftESSAGE-ftlMIGER ********** 

cell tnitializeftessaqeftanaqe•ent 
[ftessaqe ftanaqers are born here. At run-ti•e their 
( job is to accept •essaqes into the pool 

set ~his8anaqer, to OvnMaturalPlovt - ftessaqeftanaqer + 1 
set ftessaqePileiD, to 8essaqePile + Thisftanaqe~ - 1 
set Ter•inalftessaqeListPileiD, 

to Ter•inalftessaqeListPile + Thisftanaqer - 1 

v1Q] prod AncestralMaturalPlov 

p83] go to RunTi•eRessageftanage•ent 

cell RunTi•eRessaqeftanage•ent 

Localin~eqers ProddinqMaturalPlow, ProddersProcessor, Recordinstance, 
recordt, specialistt 

CodeLength 215 CodeUnits 
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loop 
•13] AvaitProdProaClient recei•ing lorklreat1 

Y2) 

p98] 

p105] 

Acquirelorkingspace Recordlrea, RecordLength of BessagePile characters 
Randoaise ScenarioDirectedBessageRecordt, of file BessagePileiD, 

setting recordt 
WriteRecord to recordt, ~f BessagePileiD, outOf&Releasing Recordlrea 

with (Recordlnstance, froa 1, to scenarioDirectedtOfListUpdates) 
Randoaise ScenarioDirectedBessageListStarter, 

of file TerainalBessageListPileiD, instance Recordinstance, 
by ScenarioDirectedBessaqeListincreaent, setting recordt 

ReadRecordPorUpdating recordt, of TerainalBessageListPileiD, 
IntolevlorkingSpace Recordlrea 

UseCPU 25 CPUUnits 
p99] lriteRecord&Unlocklt to recordt, of TerainalBessageListPileiD, 

("} •6] I 
00 
U1 

y1] 

Y14] 

Y2) 

Y10) 

•3] 

•3] 

OutOf&Releasing Recordlrea 

AccessOvnSharedlorkingSpace ReadlriteSolelccess 
UseCPU 30 CPUUnits 
DelccessSharedlorkingSpace 

ProdWhoe•erProddedBe 

set Specialistt, to ScenarioDirectedPirst!essageRecei•er 
••• + laturalPlovtOffsetPorSpecialists 

AcquireWorkingSpace BigiOlrea, BessagelaitingllertLength characters 
PoraatSecondOrderResponse for Bessagelaitingllert, 

froa OriqinatinqPortt 
loop 

if Specialistt > LastSpecialistt, escape loop 
if This!anager = Selected!essage!anaqer for specialistt, 

broadcast !essagelaitinqllertLenqth characters, 
•ia lssociatedPhysicalPortiD for specialistt, 

OutOf&Keeping BigiOlrea 
add ScenarioDirectedBessaqeRecei•erincreaent, to Specialistl 
Releaselorkingspace BigiOArea 

ReleaselorkingSpace Worklreal1 
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[ 
[ 
[ 
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{ 

SharedWorkingSpace of OutputDrivers holds the following iteas: 
lex~EaptyBecord 
ttextoutput'l'oGo 
IODri verisBusy 
PileBeinglrittenTo 
BenchaarkOver 
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[ ************************** RECEP~IOJ-DESK CELLS ******************** 

cell lcknovledqe•entPro•AnotherCo•puter 

Localinteqers PileiD, recordl, OutputDri•er 

Possible!Uqratio,nPoint receiYinq BiqiOlrea 

CodeLenqth 15 CodeOnits 
OseCPO 25 CPOOnits 

[an unlikely one 

set PileiD, to outputPileiD for correspondinqOutputRoute 
set outputDriYer, 

to JaturalPloviOfOutputDri•er for CorrespondinqOutputRoute 

Y3] Releaselorkinqspace BigiOlrea 

Y6] AccessSharedVorkingspace of OutputDriYer, ReadOnlylllovinqReadOnly 
set recordl, to leztE•ptyRecord (to get rando• recordl 

Yl] DelccessSbaredlorkinqSpace 

p1~6] DeleteRecord recordt, of FileiD 



cell OrganizeOutput to Co••onserYiceiORoute OutputRoute 

tocalinteger OutputRecordt 
LocalConditions ftustTryAgain, DriYerToBeProdded 

PossibleftigrationPoint receiYing 8igiOArea 

CodeLengt h 35 CodeUnits 
UseCPU 60 CPUUnits 

p94) ftakeLegal&AnalysisRecording 

PAGE 87 

? v2] 
OJ 
OJ 

if ovnedtength of (BigiOArea) < RecordLengtb of ·outputPiles, 
Ex~endWorkingSpace BigiOArea, to RecordLengtb of outputPiles 

loop 
v6] AccessSbaredWorkingSpace of RaturalPlowtOfOutputDriYer for outputRoute, 

if FileBeingVrit t enTo, set ftustTrylgain 
else 

sP.t PileBeingVrittenTo 
clear ftustTryAgain 
set OutputRecordt, to RextE•ptyRecord 

v7] DeAccesssbare dVorkingSpace 

if ftust TryAgain, 

ReadVriteSoleAccess 

v15] SuspendfteRo•entarily VitbSuspensionKey 512 ~ OutputRoute 
else, escape loop 

p101] VriteRecordKeepingVorkingspace to record OutputRecordt, 
of outputPileiD for outputRoute, fro• BigiOArea 
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v6] lccessSbaredVorkinqspace of RaturalPlovtOfOutputDriver for OutputRoute, 
ReadvriteSolelccess 

step RextE•p~yRecord 
if Rext!•p~yRecord > tRecords in outputPiles, set JextE•ptyRecord, to 1 

v29] if Rextr.•ptyRecord = BextoutputToGo, cryPault outputSpoolOverflov 

vl] 

clear PileBeinqVrittenTo 

if IODriverisBusy 
ReleaseVorkinqSpace BiqiOlrea 
clear DriverToBeProdded 

else 
set IODriverisBusy 
set OriverToBeProdded 

vl] DeAccessSbaredVorkinqspace 

v14] if DriverToBeProdded, prod RaturalPlovtOfOutputDriver for OutpatBoute, 
with BiqiOlrea 

• 



? 

cell DrainSpool for coaaonserYiceiORoute TbisOutputloute 

Localinteger driYer 

PossibleRigrationPoint 

set driYer, to Ja~ural~lovtofoutputDriYer for ~bisOutputloute 

~ Y6] lccessSbaredWorkingSpace of driYer, ReadWriteSolelccess 
set BencbaarkOYer 

Y1] DelccessSbaredWorkingspace 

Y2] lcquirelortingSp~ce BigiOlrea, 20 characters 

Poraatindirectoutput for ZndOfSpooledoutput 
p83] organizeoutput to TbisOutputRoute 

PlGZ 89 



? 
\0 
...... 

• 

PlGB 90 

[ ••••••••••••• C~ttS POl OO~PU~-DRilBRS ******************************** 

cell InitializeoutputDriYing 
[output dri•ers are born here 

tocalinteger RouteiD 

Y2] lcquirelorkingspace ldainlrea, ldainlreatengtb words 

Y6] 

Y7] 

Y2] 

.,,] 
p91] 

set RouteiD, to lbicbCoaaonSerYiceiOBoute Correspond~o OvnlaturalPlovl 
set PileiPor~hisSpool, to outputPileiD for BouteiD 

lccessOvnSbaredlorkingSpace ReadlriteSolelccess 
set leztBaptyRecord 
set leztoutput~oGo 
clear BencbaarkOYer 
clear IODri•erisBusy 
clear PileBeinglritten~o 
DelccessSbaredlorkingSpace 

lcquirelorkingspace lorklreal1, outputDriYerlorktengtb cbaracters 

prod lncestrallaturalPlov 
[initialization is oYer 

go to Run~iaeoutputDri•ing 
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cell RanTiaeoatpatDri~ing 

Localintegers Oatpattenqth, type, lextoatpat 
LocalConditions BoreToOatpat, lllO~er 

Codetength •s CodeOnits 

clear AllO~er 
se~ lextoatpat 

PA~E 91 
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loop 
v13] AvaitProd receiving BigiOArea 

OseCPO 75 CPOOnits 

V2] 
v10] 

p98] 

V6] 

V7] 

p1 011] 

v1' 1 
v13] 

set RoreToOutput 

loop 
!stablisbOutputType setting type 
if type = DirectBesponse, Establisboutputtengtb setting Outputtength 
else, set outputtengtb, to AverageOutputLength for type 

if outputtength > Ovnedtengtb of ~igiOArea, 
zxtendWorkingSpace BigiOArea, to outputtengtb 

Output outputtength characters, outOfSKeeping BigiOlrea 

WriteBecord to record lextoutput, . 
of PiletPorTbisSpool, outOf&leleasing BigiOlrea 

AccessOvnSharedWorkingSpace BeadWriteSolelccess 
step lextOutputToGo 
if lextoutputToGo > tBecords in OutputPiles, 

set lextoutput, to lertOatpattoGo 
if lextOutputToGo = lext!aptyBecord 

clear IODriverisBusy 
clear RoreToOutput 
if BencbaarkOver, set AllOver 

DeAccesssbaredWorkingspace 

set lextoutpatToGo, to 1 

if RoreToOutput, Bea4Becor4 record lextoutput, 
of PiletPorTbisSpool, IntolewWortiagSpace BigiOlrea 

else, escape loop 

if lllOver 
prod lncestrallaturalPlow 
lvaitProd · [which never coaes 
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[ IO'f!: 
[ 
[ 
[ 

SbaredWorkingSpace of Legal&lnalysisDriYers holds tbe following: 
l!essagesinBaffer 
Bufferis~ull 
the buffer itself 

[ ************************* I!CEP'fiOI-DBSK CILL *********************** 
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cell ftakeLegalSlnalysisRecording 

Localintegers VhichProcessor, dri•er 
LocalConditions DriYer~oBePro44e4, DriYerBusy 
PossibleftigrationPoint 
CodeLength 30 CodeOnits 

•121 lskVhichProcessori•On setting VhichProcessor 
set driYer, to Reco••endedLegalSlnaly•isDriYer for VhichProcessor 

loop 
•61 lccessSharedVorkingSpace of dri•er, ReadVriteSoleaccess 

if BufferisPull, set DriYerBusy 
else 

OseCPO 55 CPOOnits 
clear DriYerBusy 
step tftessagesinBuffer 
if tftessagesinBuffer = RaxtftessagesinLegalSlnalysisBuffer 

set BufferisPull 
set DriYer~oBeProdded 

else, clear Dri•erToBeProdded 

DelccessShare4VorkingSpace 

PlGB 9' 

yl 1 

y15 1 

., .. 1 

if DriwerBusy, suspendfteRo•entarily VithSuspensionKey 256 + driYer 
else 

• 

if DriYerToBeProdded, prod driYer, VithDataVord KeepGoing 
escape loop 
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cell ftakeLegalSlnalysisRecording 

Localintegers VhichProcessor, dri•er 
LocalConditions DriYer~oBePro44e4, DriYerBusy 
PossibleftigrationPoint 
CodeLength 30 CodeOnits 

•121 lskVhichProcessori•On setting VhichProcessor 
set driYer, to Reco••endedLegalSlnaly•isDriYer for VhichProcessor 

loop 
•61 lccessSharedVorkingSpace of dri•er, ReadVriteSoleaccess 

if BufferisPull, set DriYerBusy 
else 

OseCPO 55 CPOOnits 
clear DriYerBusy 
step tftessagesinBuffer 
if tftessagesinBuffer = RaxtftessagesinLegalSlnalysisBuffer 

set BufferisPull 
set DriYer~oBeProdded 

else, clear Dri•erToBeProdded 

DelccessShare4VorkingSpace 

PlGB 9' 

yl 1 

y15 1 

., .. 1 

if DriwerBusy, suspendfteRo•entarily VithSuspensionKey 256 + driYer 
else 

• 

if DriYerToBeProdded, prod driYer, VithDataVord KeepGoing 
escape loop 
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[ .............. . C!LLS POR L!GlL-S-lllLYSIS DBIY!RS ••••••••••••••••• 

cell InitializeLeqalSlnalysisDriYinq 
(LeqalSlnalysis dri•ers are born bare 

• 

)l Y6] AccessovnSbaredWorkinqSpace ReadWriteSolelccess 
clear BafferisPall \0 

0\ 

•1 1 
clear t!essaqesinBaffer 
DelccessSbaredWorkinqSpace 

•1'1 prod lncestralJataralPlov 

p96] qo to LeqalSlnalysisDriYinq 
[ initialisation is oYer 

• 



(') 
I 
\0 
...... 

cell tegal&lnalysisDriYing 

tocalCondition lllOYer? 
Codetength 25 CodeOnits 

clear lllOYer? 

loop 
Y13] lvaitProdlithData ReceiYingDatalord lllOYer? 
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Y2] 

Y6] 

lequirelorkingSpace BigiOlrea, Legal&lnalysisBufferSize characters 

lccessOvnSbaredlorkingSpace ReadlriteSolelccess 
Por•atindirectOutput for Legal&lnalysisRecording 

Y10] 
UseCPU 35 CPUUnits 
Output Legal&lnalysisBuffersize characters, outOf&Releasing BigiOlrea 

clear BufferisPull 
clear tRessagesinBuffer 

Y1] DelccessSbaredlorkingspace 

., .. ] 
Y13] 

if lllOYer? 
prod lncestrallaturalPlow 
lvaitProd [which ne•er coaes 
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( ................................•....•................•...•......••.... 
( ......................................................................... . 

(note the following arrangeaents: 

(SharedlorkingSpace is used for the BasterDirectory. 
(It holds 2 arrays indesed by PileiD: 
( DirectorySpaceiD (negated aeans 'file directory locked') 
( llternateDirectoryspaceiD 
( (zero aeans 'Pixed Inforaation Directory') 
( (negated .. ans •other copy is current') 

(and ' arrays indexed by aeabership nuaber in faaily of 
(bulk-update files: 
( PileOsercount 
( llternatePileOsercoun~ 
( llternatePileisCurrent? 
( IBulkQpdatelecordslead 

(Directorylrea is used for accessing Pile Directories, which hawe 
{one array indexed by recordl (>O): 
( RecordspaceiD 
( (zero aeans •record deleted') 
( (negated aeans •record locked') 

(lorklreal2 holds 2 arrays indexed by aeabership nuaber in faaily 
(of Bulk-update files: 
{ countDown 
( IRepliesBxpected 
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( ************ OU7BR-SB7 IBCBP~OI-DBS! CILL: III7IlLIZl~IOI •••••• 

cell Standardinitiali~ationOfPiles 
{driYen froa scenario initialisation aessaqes 

Localinteqer recordt 

for each file, if S~andardiDitiali~ation for file 
if file = RadarPile, lcqaireWorkinqSpace lecordlrea, 

ReccrdLenqtb of ladarPile characters, Delccessed 
Y2] else, lcqairelorkiaqspace Recordlrea, 

leeordLenqtb of file characters, leadlrite 
vitb recordt, froa 1, to trecords in file, 

p99] WritelevRecord!eepinqlorkinqSpace to recordt, 
of file, froa lecordlrea 

Y3] Rel4aselorkinqSpace Recordlrea 

Yl] ReleaseWorkinqSpace BiqiOlrea 



n 
I 

...... 
0 
0 

PlGZ 99 

[ ************ IIIZB-S!T B!CP.PTIOI-DRSK CELLS (1): IOBRlL 101-TIR! ******* 

cell lritelevBecordKeepinglorkingSpace to record recordt, 
of file filet, 
fro• lorkingspace lbicbiS 

PossibleRigrationPoint ReceiYingCopyOf DesignatedlortingSpace 

CodeLength 15 CodeOnits 
osecPo 20 CPOOnits 

set ThisBeeord, to recordt 
set TbisPile, to filet 
set SpecifiedlorkingSpace, to lbicbiS 
set BequiredlccessCode, to Sa•eCodelsBefore 
set ExpectedlecordState, to Zaptylecord 
set BequiredlecordState, to unlocked 

p11'1 CollectPileStatistics 

p101] 
p109] 
p109] 
p109] 

go to cell zxtensionTolritelewlecord for TbisPileType 

[DirectorylotRodelled: to lritelecordDirect 
[Pixedinfor•ationDirectory: to lritelecord&Directory 
[Pixedlddresslecords: to lritelecord&Directory 
[Yariablelddresslecords: to lriteYariablelddresslecord 
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cell WritelevP.ecord to record recordt, 
of file filet, 
OutOf&Releasing Workingspace WhichWS 

PossibleftigrationPoint recei•ing DesignatedWorkingSpace 

Codetength 15 CodeOnits 
OseCPO 20 CPOUnits 

set ~hisRecord, to recordt 
set ~hisPile, to filet 
set SpecifiedWorkinqSpace, to WhichWS 
set RequiredlccessCode, to eapty 
set ~xpectedRecordState, to ~•ptyRecord 
set RequiredRecordState, to unlocked 

p114) CollectFileStatistics 

p107] 
p109J 
p109] 
p109 1 

qo to cell ~xtensionToWritelewaecord for ~bisPile~ype 

(Di~ectorylotftodelled: to WriteRecordDirect 
[PixedlnforaationDirectory: to WriteRecord&Directory 
(Fi%edlddressRecords: to WriteRecord&Directory 
(Yariablelddressaecords: to WriteYariablelddressRecord 
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cell WriteRecordKeepingworkingSpace to record recordt, 
of file filet, 
froa lorkingSpace lhichiS 

PossibleRigrationPoin~ Recei•ingCopyOf DesignatedWorkingSpace 

Codetength 15 CodeOnits 
OseCPO 20 CPOOnits 

set ThisRecord, to recordt 
set Tbis~ile, ta filet 
set Specifiedlorkingspace, to lhichiS 
set RequiredlccessCode, to SaaeCodelsBefore 
set Expec~edRecordState, to Raybetocked 
set BequiredRecordState, to lsitlas 

p11q] CollectPileStatistics 

p107 J 
p109] 
p107 J 

go to cell Extc~sionTolriteRecord for ThisPileType 

[DirectorylotRodelled: to lriteRecordDirect 
[VariablelddressRecords: to Write•ariablelddresslecord 
(else: to lriteRecordSiapleCase 
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cell WriteRecord to record recordt, 
of file filet, 
ou~Of&Beleasinq WorkinqSpace WhichWS 

PossibleftiqrationPoint recei•inq DesiqnatedWorkinqSpace 

CodeLenqth 15 CodeOnits 
OseCPO 20 CPUUnits 

set ThisRecord, to recordt 
se~ ThisPile, to filet 
set SpecifiedWorkinqSpace, to WhichWS 
set BequiredlccessCode, to eapty 
set ZzpectedBecordS~ate, to &aybeLocked 
set BequiredBecordState, to lsitWas 

p11'1 CollectPileStatistics 

p107] 
p109] 
p107] 

qo to cell BztensionToWriteRecord for ThisPileType 

[Directorylot&odelled: to WriteBecordDirect 
[VariablelddressBecords: to WriteYariablelddressBecord 
[else: to WriteBecordSiapleCase 
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cell lriteRecordSUnlockit to record recordt, 
of file filet, 
OutOf&Releasinq lorkinqSpace lhichiS 

Possible!iqrationPoint 

CodeLenqtb 15 CodeUnits 
UseCPO 20 CPUOnits 

receiving Desiqnatedlorkinqspace 

set ThisRecord, to recordt 
set ThisFile, to filet 
set SpecifiedlorkinqSpace, to lhichiS 
set RequiredlccessCode, to eapty 
set ExpectedRecordS~ate, to locked 
set RequiredRecordstate, to unlocked 

p11'1 CollectFileStatistics 

p109 1 
p109] 

qo to cell ExtensionTolriteRecord&Unlockit for ThisFileType 

[FixedlddressRecords: to lriteRecord&Directory 
[YariablelddressRecords: to lriteYariablelddressBecord 
[else: disallowed 
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cell ·ReadBecord record recordt, 
of file filet, 
AccessCode Rovlccessit default ReadWrite, 
IntolevWorkinqSpace Workingspace WbichWS 

PossibleftigrationPoint RetarningWitb DesignatedWorkingSpace 

codeLengtb 15 CodeOnits 
OseCPO 20 CPOOnits 

set TbisRecord, to recordt 
set Tbis¥ile, to filet 
set SpecifiedWorkingSpace, to WbicbWS 
set Beqairedlccesscode, to Rovlccessit 
set ExpectedRecordState, to !aybeLocked 
set Required!ecordState, to AsitWas 

p1111] CollectPileStatistics 

go to cell ExtensionToleadRecord for TbisPileType 

PAGE 1011 

p113] 
p113] 
p1 ,,. ] 

[Directorylot!odelled: to ReadlecordDirect 
[PixedinforaationDirectory: to ReadRecordSiaplecase 
[else: to ReadRecordBoldingDirectory 
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cell BeadRecord~orOpdatinq record recordt, 
of file filet, 
lccessCode Hovlccessit default (Readlrite), 
Intolevlorkinqspace lorkinqSpace lbicbiS 

PossibleRiqrationPoint Returninqlitb Desiqnatedlorkinqspace 
Codetenqtb 15 CodeOnits 

set ~bisBecord, to recordt 
set ~bis~ile, to filet 
set Specifiedlorkinqspace, to lbicbiS 
set RequiredlccessCode, to Hovlccessit 
set lxpectedRecordState, to unlocked 
set Required~ecordState, to locked 

p11'] CollectPileStatistics 

p116] 

p1116] 
Y20] 

GettockedDirectoryOpdate!ntry&GetSpaceiD 
OseCPO 100 CPOOnits 
lriteDirectory&Onlockit 
ReadProaPeraanentReaory BecordtenqtbPorTbisPile characters, 

fro• ~bisBecord, of TbisPile, at SpaceiDPor~bisRecord, 
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to SpecifiedlorkinqSpace, lccesscode Hov~olccessit 
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cell DeleteRecord record recordt, 
of file filet 
currently LockState state (default unlocked) 

Possibleftigra~ionPoint 

CodeLengtb 20 CodeOnits 

set TbisRecord, to recordt 
set Tbis~ile, to filet 
set lxpectedRecordState, to sta~e 

PlGI 106 

if PretendDeletion for TbisPile, set lequiredlecordState, to Pretendl•pty 
else, set RequiredRecordState, to l•ptyRecord 

~ p11'] CollectPileStatistics 
• 

p116] ' anless TbisPileType = Directorylotftodeled, 
GetLockedDirectoryOpdatelntrySGetSpaceiD· 

OseCPO 100 CPOOnits 
p11'1 unless TbisPileType = Directorylotftodeled, lriteDirectorySOnlockit 

unless PretendDeletion for TbisPile, 
•19] ReleasePer•anentfte•ory lecordLengtbPorTbisPile characters, 

for TbisRecord, of TbisPile, at SpaceiDPorTbisRecord 

TraceDeletion of recordt, in filet (only co•piled into debugging •ersion 
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( ********** III!R-SrT R!C!P~IOI-D!S~ C!LLS (2): BOL~-OPDl~! ROI-~IR! **** 

cell BulkOpdate fro• integer FirstRecordl, 
of file filet, 
to integer LastRecordl 

• 

tocalintegers Index~oPa•ily, controller, DirectoryiD 
LocalCondition Co•plete~rainlrriYed? 

PossibleRigrationPoint receiYing BigiOlrea 
CodeLength 100 CodeOnits 



n 
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set IndexToPaaily, to BulkOpdateindex for filet 
set controller, to ControllinqBulkOpdateRanaqer for IndexToPaaily 

•6] lccessSbaredlorkinqSpace of controller, ReadlriteSolelccess 
if llternatePileisCurrent? for IndexToPaaily, set ~hisPile, to filet 
else, set TbisPile, to llternatePileiD for IndexToPaaily 

OpdateRessaqe~rainCount for IndexToPaaily, Setting Coaplete~rainlrri•ed?, 

•1] DelccessSbaredlorkinqSpace 

clear TbisRecord 
p11'l CollectPileStatistics 

Ra•inqReadProa PirstRecordt, to LastRecordt 

~ if ThisPileType = DirectorylotRodelled, clear DirectoryiD 
~ else 

set DirectoryiD, to Directorylrea 
p116] GetLockedDirectoryOpdateEntrySGetspaceiD 

[just qets directory if TbisRecord= 0 

OseCPO 55 CPOOnits 

•23] Bulklrite RecordLenqtbPor~bisPile characters, froa BiqiOlrea, 
to PirstRecordt, OpTo Lastlecordt, of ~bisPile, SpaceiDs~o DirectoryiD 

p11'] unless !hisPile~ype = DirectorylotRodelled, lriteDirectorySOnloctit 

•3] ReleaselorkinqSpace BiqiOlrea 
•1'] if CoapleteTrainlrri•ed?, prod controller, 

litbDatalords (BndOfBulkOpdate, and ~~isPile) 



cell StartBatcbRead integer .processort (default 0)., 
updating file filet 

Localinteger IndexToPaaily 

PossibleRigrationPoint 

CodeLengtb 20 CodeOnits 
OseCPB 20 CPUOnits 

Y12] lskWhichProcessoriaon setting processort 
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n set IndexToPaaily, to BulkOpdateindex for filet 
~ Y6] lccessSbaredWorkingSpace of LocalBulkUpdateRanager for (InderroPaaily + 
b tBulkOpdatePiles • (processort- 1)), leadWriteSolelccess 

if llternatePileiscurrent? for IndexToPaaily 
set filet, to llternatePileiD for IndexToPaaily 
step llternatePileOserCount for IndexToPaaily 

else, step PileOsercount for IndexToPaaily 

Y7] Del~cessSbaredWorkingSpace 
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cell !ndOfBatcbRead integer processort (default 0), 
for file filet, 
integer Indes~oraaily (default 0), 

tocalCondition PileisObsolete 

PossibleRigrationPoint 

Codeten9tb 15 CodeUnits 
User.PU 20 CPUUnits 

clea~ ?ileisObsolete 
Y12] lsklbicbProcessoriaOn setting processor.t 

Y6] 

yl] 

Y1'] 

set Indes~o?aaily, to BulkUpdateindes for filet 

lccesssbaredWorkingSpace of LocalBulkOpdateRanaqer for (Indes~oraaily + 
tBulkUpdatePiles • (processort ·• 1)), ReadlriteSolelccess 

if TbisisTbellterna~ePile? InTbecaseOf filet 
subtract 1, froa llternatePileUsercount for IndezToPaaily 
unless llternatePileisCurrent? for Indes~oraaily, set PileisObsolete 

else 
subtract 1, fro• FileOsereount for Indes~oraaily 
if llternate~ileisCurrent? for IndezToPaaily, set PileiSObsolete 

DelccessSbaredWorkingSpace 

if PileisObsolete, prod Co~trallinqBulkOpdateRanaqer for Indes!OPaaily, 
litbDatalords (!ndOfRead, and filet) 
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[ **************** !I~ZISIOIS ~0 IIIBI-SZ~ IBCZP~IOI-DZSKS ***************** 

cell WriteRecordDirect 

Go~oType~xtensionOfRiqration 

CodeLenqth 10 CodeOnits 
Os.CPO 20 CPOOnits 

lriteToPer•anentRe•ory RecordLenqthPor~hisPile characters, 
Y21 or •22] fro• SpecifiedlorkinqSpace, at SpaceiDPorT~islecord, 

with leqairedlccessCode, to ~hislecord, of ThisPile 

cell lritelecordSiaplecase 

Go~oTypeBxtensionOfRiqra~ion 

Codetenqth 10 CodeOnits 

p115] GetSpaceiDPorlecord 
OseCPO 30 CPOOnits 
lriteToPeraanentReaory Recordtenqt~PorTbisPile cbaracters, 

Y21 or Y22] froa SpecifiedlorkinqSpace, with leqairedlccessCode, 
to Thislecord, of ThisPile, at SpaceiDPorThislecord 
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cell lriteBecord&Direc~ory 

GoToType!ztensionOfftiqra~ion 
Codetenqth 20 CodeUnits 

p116] GetLockedDirectoryUpdate!ntry&GetSpaceiD 
UseCPU 80 CPUUnits 

lriteToPer•anentfte•ory RecordLenqthPorThisPile characters, 
•21 or •22] fro• SpecifiedlorkinqSpace, with BequiredlccessCode, 
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to ThisB~cord, of ThisPile, at SpaceiDPorThisBecord 
p11'1 lriteDirectorySUnlockit 

cell lriteYariablelddressBecord 

Locallnteqer levSpaceiD 
GoToType!zt~nsionOfftiqra~ion 
CodeLenqth 12 CodeUni~s 

•18] lcquirePer•anentfte•ory BecordLenqthPorThisPile characters, 
for ThisBecord, of ThisPile, settinq levspaceiD 

lriteToPer•anentfte•ory BecordLenqthPorThisPile characters, 
•21 or •22] fro• SpecifiedlorkinqSpace, with lequiredlccessCode, 

to Thislecord, of ThisPile, at levSpaceiD 

DirectorylotReallyBeinqOpdated 
p116] Ge~LockedDirectoryOpdate!ntry&GetSpaceiD 

OseCPU 80 CPUOnits 

set BecordSpac~ID for ThisBecord, to levspaceiD 
p11'] lriteDirectory&Onlockit 

unless EzpectedBecordState c E•ptyBecord, 
Y19] BeleasePer•anentfte•ory BecordLenqthPorThisPile characters, 

for Thislecord, of ThisPile, at SpaceiDPorThislecord 



? 
~ 

cell Bea4BecordDirect 

Go~o~ypeZxtensionOfRigration 
Co4etengtb 10 Co4e0nits 
OseCPO 20 CPOOnits 
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Y20] Rea4Pro•Per•anentRe•ory Becor4LengtbPor~bisPile cbaracters, Bea40aly, 
fro• ~bisRecor4, of ~bisPile, to Specifie4VortingSpace, 

lccesSCo4e Beqaire4lccessCo4e 

~ cell Rea4Recor4Si•pleCase 

Go~o~ypeZxtensionOfRigration 
Co4etengtb 10 CodeOnits 

p115] GetSpaceiDPorRecord 
OseCPO 30 CPOOnits 

Y201 ReadProaPeraanentRe•ory RecordtengtbPor~bisPile characters, 
fro• ~hisRecor4, of ~bisPile, at SpaceiDPor~'bisBecord, 

to SpecifiedlortingSpace, lccesSCo4e Beqaire4lccessCode 
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cell ReadRecordHoldinqDirectory 

p116] 
Y3] 

Y20] 

Y6] 

GoToType!xtensionOfftiqration 
CodeLength 15 CodeOnits 
DirectorylotReallyBeingOpdated 

GetLoctedDirectoryOpdate!ntry&GetSpaceiD 
Releaselorkinqspace Directorylrea 

ReadFroaPer•anentfte•ory RecordLengthPorThis!ile characters, 
fro• TbisRecord, of TbisPile, at SpaceiDPorTbisRecord, 

to Specifiedlortinqspace, lccesscode Requiredlccesscode 
OseCPO QO CPOOnits 

lccesssbaredlorkinqspace of DataBaseRanaqerPorTbisPile, 
ReadlriteSolelccess 

neqa~e DirectoryspaceiD for ~bisPile 
Y7] DelccessSbaredlorkingSpace 
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[ *************************** SOPPORTIIG CELLS *********************** 

cell GetspaceiDPorRecord 

96] 

CodeLength 15 CodeOnits 

AccessSharedlorkingspace of DataBaseftanagerPorThisPile, 
ReadOnlylllovingReadOnly, 

DirectorySizePorThisPile Charactersleededsoon 
set SpaceiDPorThisDirectory, to llternateDirectorySpaceiD for ThisPile 

if SpaceiDPorThisDirectory <= o, 
set SpaceiDPorThisDirectory, to DirectorySpaceiD for ThisPile 

920] ReadDirectoryPro•Per•anentfte•oryToDirectorylrea for ThisPile, ReadOnly 
DirectorySizePorThisPile characters, fro• SpaceiDPorThisDirectory 

97] DelccessSharedlorkingSpace 

OseCPO -0 CPOOnits 
p117] Pind&OpdateRecord!ntry 
93] ReleaselorkinqSpace Directorylrea 
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cell GettockedDirectoryOpdateEntry&GetSpaceiD 

Codetength 15 CodeUnits 

loop 
•6] lccessSharedWorkingspace of DataBaseBanagerPorTbisPile, 
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ReadVriteSolelccess, DirectorySizePorThisPile + 
RecordtengtbPorTbisPile CharactersWeededsoon 

set SpaceiDFor~hisDirectory, to DirectorySpaceiD for ThisPile 
set SpaceiDForllternateDirectory, 

to llternateDirectoryspaceiD for TbisFile 
if SpaceiDFor~hisDirectory > o, 

unless ~hisPileType = Pi%edinforaationDirectory, 
negate DirectoryspaceiD for ThisFile 

v~] DelccessSharedWorkingSpace 

if SpaceiDFor~hisDirectory > o, escape loop 
•15] else, SuspendBeBoaentarily WitbSuspensionKey TbisPile 

if ThisPile~pe = Fi%edinforaationDirectory, 
set SpaceiDPorllternateDirectory, to SpaceiDPorThisDirectory 

if SpaceiDForllternateDirectory < 0 
negate SpaceiDForllternateDirectory 
exchange SpaceiDPorllternateDirectory, witb SpaceiDPorTbisDirectory 

UseCPO •o CPOUnits 

v20] ReadDirectoryFroa~eraanent!eaory~oDirectorylrea for ~hisPile, 
DirectorysizePorTbisPile characters, fro• SpaceiDPorllternateDirectory 

p111] unless ~hisRecord = o, Pind&OpdateRecordEntry 



cell lriteDirectory&Unlockit 

CodeLength 20 CodeUnits 
UseCPU 100 CPUUnits 
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•22] lriteDirectoryToPeraanentfteaorySLoseDirectorylrea for ThisPile, 
DirectorySizePorThisPile characters, to SpaceiDPorThisDirectory 

unless ThisPileType = Pi~edinforaatiQnDirectory 
•6] lccessSharedlorkingSpace of DataBaseftanagetPorThisPile, 

BeadlriteSolelccess 
negate DirectoryspaceiD for ThisPile 

? •1] 
negate llternateDirectoryspaceiD for ThisPile 
DelccessSharedlorkingSpace 

..... ..... 
\D 

cell CollectPileStatistics 

CodeLength 35 CodeUnits 
Us8CPU 115 CPUUnits 

set ThisPileType, to PileType for ThisPile 
set DirectorySizePorThisPile, to SizeOflord • tlecords for ThisPile 
set RecordLengthPorThisPile, to RecordLength for Thi sPile 
set DataBaseftanagerPorThisPile, 

to laturalPlowtOfDataBasa!anager for ~bisPile 
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[ ******************* CELLS POR DlTl-BlSE !lllGERS ********************* 

cell Initiali~eDataBase!anaqe•ent 

Locallnteqers recordt, SizeOfDirectory 

[data base •anaqers are born here 

Y2] lcquireVorkinqSpace Ad•inlrea, ld•inlreaLenqth words 
•6] lccessovnSbaredVorkinqSpace BeadVriteSolelccess 
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•2] 

y18] 

•21] 

Y18) 

•21] 

y)] 
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for each file, if laturalPlovtOfDataBaseRanager for file = OvnlaturalPlovt 
set SizeOfDirectory, to SizeOfWord • trecords in file 

lcquirelorkingspace Director,area, SizeOfDirectory characters 
with (recordt, froa 1, to trecords in file), 

clear RecordSpaceiD for recordt 

lcquirePeraanentReaorT SizeOfDirectory characters, for directory, 
' of file, setting Direc~orySpaceiD of file 

lriteToPeraanentReaory&KeeplorkingSpace froa Directorylrea, 
SizeOfDirectory characters, to directory, of file, 

at DirectorySpaceiD of file 

if PileT,pe of file = PixedinforaationDirectory, 
clear llternateDirectorySpaceiD of file 

else 
lcquirePeraanentReaory SizeOfDirectory characters, for directory, 

of file, setting llternateDirectorySpaceiD of file 
lriteToPer•anentReaory&KeeplortingSpace froa Directorylrea, 

SizeOfDirectory characters, to directory, of file, 
at llternateDirectoryspaceiD for file 

negate llternateDirectorySpaceiD of file 

Releaselortingspace Directorylrea 

•2] lcquirelortingSpace lortlreat2, 2 • tBaltUpdatePiles words 
with (i, froa 1, to tBalkUpdatePiles) 

clear PileUsercount slot i 
clear llternate~ileUsercount slot i 
clear llternatePileisCarrent? for i 
clear Coun~Dovn for i 
clear IBalkUpdateRecordsRead for i 
clear tReplies~xpected for i 

•~l DelccessSharedWorkingSpace 
•2] lcquirelortingSpace Wortlreat1, BiniauaLengthPorWortlreat1 words 

Y1Q] prod lncestral•aturalPlov 
p121] go to DataBaseRanTiae 

[announcing data base ready to use 
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cell DataBaseRanTi•e 

Loca1Integers IndexToPaaily, ReasonPorProd, filet, 
ProdData, laturalPlowt,countDownincreaent 

Localcondition Its&BulkUpdateRanaqer? 

[at run ti•e the •anaqer looks after bulk-index files 

Codetenqth 25 CodeUnits 
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loop 
y13] lwaitProdli~b3Datalords setting (BeasonrorProd, and filet, 

., .. ] 

p123] 

Y111] 

p123] 

p123] 

OseCPO 15 CPOOnits 

set IndezToPa•ily, to BulkOpdateindez for filet 

if ReasonrorProd = lndOfBulkOpdate 
clear countDown for IndezTora•ily 
clear tReplieslzpected for IndezTora•ily 
for each IndiYidualDataBaseRanager 

set WaturalPlowt, 

also ProdData) 

to DataBaselaturalPlowt of IndiYidualDataBaseBanager 
lstablisbBulkOpdatestatus of laturalPlowt, 

setting ItslBulkOp4ateBanager 

if I~slBulkOpdateBanager 
prod laturalPlowt, 

litbDatalords (lskingrorcountDown, and filet) 
step tReplieslzpected for IndezToPa•ily 

if ReasonrorProd = AskingrorcountDown 
ReYerseBulkOpdateSwitcb for IndezToPa•ily, 

setting countDownincre•ent 
prod ControllingBulkOpdateBanager for IndezToPa•ily, 

litbDatalords (BeturninglCountDown, and filet, 
also CountDownincre•ent) 

if ReasonPorProd = ReturningACountDown 
add ProdData, to CountDown for IndezToPa•ily 
subtract 1, fro• tReplieslzpected for IndezToPa•ily 
TestifReadyToDelete filet, lithPa•ilyBe•bership IndezToPa•ily 

if ReasoaPorProd = EndOfRead 
subtract 1, fro• CountDown for IndezToPa•ily 
TestifReadyToDelete filet, lithPa•ilyRe•be~sbip IndezToPa•ily 



n 
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cell ReverseBulkOpdatesvitch for integer Index~oPa•ily, 
returning integer countDown 

v6] 

v7] 

CodeLength 8 CodeOni~s 
OseCPO 15 CPOOnits 

lccessOvnSharedlorkingspace ReadlriteSolelccess 
if llternatePileiscurrent? for Index~oPa•ily . 

set countDown, to llternatePileOsercount for Inde~oPa•ily 
clear llternatePileisCorrent? for Index~oPa•ily 

else 
set CountDown, to PileOsereount for tndex~oPa•ily 
set llternatePileisCurrent? for Index~oPa•ily 

DelccessSharedlorkingSpace 

cell TestifReady~oDelete file filet, 
lithPa•ilyBe•bership integer Inder!oPa•ily 

Locallnteger DirectoryiD 

CodeLength 20 CodeOnits 
UseCPO 35 CPOUnits 
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if countDown for Index~oPa•ily = O, 
if tleplies!xpecte4 for In4ex~oPa•ily = 0 

Y6] lccessovnSbaredlorkingSpace Rea40nlylllovinglea40Dly 
if llternatePileisCurrent? for In4ex~oPa•ily, 

y1] 

p1111] 

p116 1 
Y2111 

p1111 1 

set ~bisPile, to In4ex~oPa•ily 
else, set ~bisPile, to llter•atePileiD for In4e~oPa•ily 
DelccessShare41orkingSpace 

clear ~bislecord 
CollectPileStatistics 

if ~bisPile~ype = Directorylotllo4elled, clear DirectoryiD 
else 

set DirectoryiC : ~o Directorylrea 
GetLoc kedDi rectoryUpdate!ntrySGetSpaceiD 

DeletePile ThisPile, trecords in ~hisPile InPile, 
RecordLengthPor~bisPile CharactersPerRecor4, 

SpaceiDsin DirectoryiD 
unless TbisPileType = Directorylotllo4elled 

vitb (recordt, fro• 1, to trecor4s in ~bisPile), 
clear Recor4SpaceiD for recor41 

lriteDirec~ory&~nlocki~ 

!n40fllodel 



lPP!IDIX D 

ftOD!L ClLIBRlTIOI 

~1 G!l!llt 

The benchaark deaonstration run has three phases; 
initialization, aeasured and teraination. Those 
cells which are ezecuted during the aeasured phase 
will be calibrated to use the proper aaount of 
storage and CPO tiae on each •endor•s proposed PSDPS 
configuration. References to cell(s) below are 
directed only toward those which are ezecuted during 
the aeasured period of the benchaark deaonstration 
run. 

The calibration will be accoaplished as described 
below under ~wo separate but related topics using two 
independent sets of aeasureaents on the •endor•s 
proposed PSDPS configuration. The first topic is 
description of the approach used in deteraination of 
c~ll target sizes for each proposed PSDPS. These are 
called target sizes since these sizes are to be 
approziaated on the proposed PSDPS. The second topic 
is a description of the techniques used and 
aeasureaents aade in aeasuring the aodel aachinery 
and padding out the cells to the target size. 

!acb aodel cell contains a Codetength and one or aore 
UseCPtr stateaents. The target sizes of these 
stateaents are abstractly identified as CodeUnits and 
CPUOnits, respecti•ely. fteasureaents of the Saaple 
Prograa (pro•ided with the Processor Bencbaark) 
ezecutable size and ezecution tiae are used to 
translate these abstract units to real, aeasurable 
units on each •endor•s proposed PSDPS. !zplained in 
this se~tion is the aethodoloqy used by the 
Go•ernaent, and inputs required of the •endors, in 
deteraining cell target size (i.e., stor· and 
processing tiae) on each •endors propose PSDPS 
configuration. 

The translation of code units to bytes is largely 
dependent upon the code ezpansion efficiency of the 
proposed coapiler. Rowe•er, it is iapleaentation 
dependent to a liaited eztent. The iapleaentation 
dependen~ portion of ~be translati~n depends on 
whether the library and its data space are to be 
peraanently •ain aeaory resident with the operating 
systea or wbe~her it is t o be included as part of the 



applications code in the •endor•s proposed design. 
~be translation algoritb• specified below allows the 
•endor the opportunity to select the appropriate 
•aln9 for P. ~be Yendor shall chose P as that 
percentage of the library instruction and data space 
which is to be per•anently •ain •••ory resident. If 
P is chosen as ~ero, tbe code si~e of the •odel will 
assu•e that the library is included with the 
applications code. If P is chosen as greater than 
zero, then that portion of the library instruction 
and data space shall be per•anently resident in •ain 
•e•ory during the bench•ark de•onstration. ~he 
selected •alae of P and the resulting •alae of R1 
shall be proYided to the GoYern•ent within 30 days 
after date of design •erification contract award. 

~he translation of code size first requires the 
co•putation of a na•ber (R1) as follows; 

s 
R 

R = ------ and 
1R 2112.96 

s 
I 

R = ------ , 
11 11011.118 

then if B < R 

B 

else R 

where: 

s 

1R 11 

p . R ( 100 - P) . R 
1R 1lf 

= ------- + ---------------1 100 100 

= R . • 
1 1R 

R is the Sa•ple Progra• executable proqra• 
size in bytes including instructions, local 
da~a and •ariables, and co••on for ftlii, 
ATAR~, l~AII, TERP, COPY, lfREC, JDl~!, 

IIIT, PftSIO, lTllf*, and SORT* in bytes. 

*Library subroutine probable na•es. 
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s 
1 is the sa•ple Progra• executable progra• 

size in bJtes defined as the •ini•al 
storage allocated at run ti•e ~o enable 
correct execution of the Sa•ple Progra• on 
the offeror's proposed ••chine under the 
proposed co•piler and operating SJste• and 
shall include all instruc~ion and data 
space resulting fro• co•pilation, fro• 
linking, all librarJ routines, and 
buffer (s) · reserYed for I/O data transfer 
and file record handling. 

P is the percentage of librarJ instruction 
and librarJ data space intended bJ the 
offeror to be per•anentlT •ain •e•orJ 
resident during execution of PSlS 
applications software in the Rodel 2 PSDPS. 
(~his portion of the librarJ instruction 
and data space shall be per•anentlT 
resident in •ain •e•orJ during the 
bench•art de•onstration.) 

The nu•ber of CodeOnits, i~ the CodeLengtb state•ent 
of each cell is •ultiplied bJ the factor R1 to obtain 
the target code size in bytes for that cell. 

The translation of CPOOnits first requires the 
coaputation of a nu•ber, R2, equal to the Sa•ple 
Prograa execution ti•e in seconds diYided bJ 1.,,5. 
Then, CPOOnits when •ultiplied bJ R2, Jield execution 
ti•es in •icroseconds for the OseCPO state•ents. 

ln adjust•ent for CPU's baYing large high-speed cache 
•e•ories is further required. ~he sa•ple Prograa vas 
deYel oped as representatiYe of the PSlS application; 
boveYer, looping was used to increase the •easured 
nu•ber of executed instructions. ls a result the 
Sa•ple Progra• has a higher cache hi~ rate in general 
than t~e PSlS application; hence, the Saaple Progra• 
execution ti•e and R2 as defined aboYe are biased in 
faYor of cac~e •eaories. While the substantial 
benefit of large ( ~I + bytes) high-speed cache 
•e•ories to ~he PSIS application •ust not be 
discounted; the bias will be eli•inated. ~he 
functions represen~ed by the cells haYe cache bit 
rates which Yary fro• 0~ to greater than 901 of the 
executed ins~ruc~ions. Due ~o ~he Yariation in cache 
bit ra~es across the functions represented by the 
cells, a different adjust•ent factor will be used by 
~he GoYernaent as a •ultiplier of the target CPO tiae 
required for each cell. Those cells which represent 
func~ions haYing cache hit rates in excess of 90' 
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require no adjast•ent, hence a factor of 1.0, and 
~hose representing functions vith cache bit rates of 
%ero percen~ require the greatest adjust•ent. 
Because of the large nu•ber of factors and •ariables 
charac~eri~ing the CPU design, the Go•ernaent vill 
calculate a differen~ set of factors for each 
different CPU proposed vith cache •eaory. 

As an exa•ple, the Go•ern•ent bas deriYed the 
adjustaent factors which would be used for a PDP 
11/10 if it were proposed for the PSDPS •• ~~ese are 
shown in Table D-1. The cache •e•ory assuaed for 
this exa•ple is 2~ bytes and the effecti•e aeaory 
cycle tiae for a read fro• aain •e•ory is 
approxi•ately '·' ti•es that of a read froa cache 
•e•ory. . In this exa•ple, as in the general 
description abo•e, the Go•ern•ent would deteraine the 
processing tiae in aicroseconds for any UseCPU 
state•ent as the product of the CPUUnits tiaes 12 
ti•es the factor associated with the cell containing 
the UseCPU state•ent. 

0.3 CELL ClLIBRATIOI 

RaYing found cell target sizes, it is the intent of 
the calibration process to approxiaate the storage 
and processing ti•e resource consuaption requireaents 
represented by the target si~es. Storage and 
processing ti•e is consu•ed in each cell by •odeling 
aachinery and by padding, if padding is found to be 
necessary. Padding vill be required in •ost cells. 

The calibration process inYOlYes at least two sets of 
aeasure•ents (not counting the Saaple Progra• 
•easureaents), plus analysis and tabulation of the 
•easureaents and auto•ated production of the 
calibrated cells. The calibration aeasureaents shall 
be aade by the •endor using the proposed CPU and 
coapiler (A "SECNDS" routine as specified for the 
Sa•ple progra• is also required). The calibration 
prograas to be run will be supplied by the Go•ernaent 
along with instructions. ~he first set of 
calibration aeasureaents will be used by the 
Go•ernaent in assessing aachinery sizes on the 
proposed FSDPS. The second set of calibration 
a€asureaents shall also be •ade by the Yendor using 
Go•ernaent supplied proqra•s and instructions. These 
vill be aeasureaents of fully and partially 
calibrated cells. The GoYern•ent vill use ~hese 
aeasureaents in assessing and adjusting the precision 
of the autoaated production of calibrated cells. 
Addi~ional sets of •€asureaents of calibrated cells 
aay be necessary to obtain the calibrati~n ~recision 
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TABLE D-1 

CACH~ HIT RATE ADJUSTMENT FACTOR EXAMPLE 

CELL NAME FACTOR CELL NAME FACTOR 

2 GetFlightPlanReadOnly 1.5 34 HailMessage 2 . 0 
3 GetFlightPlanForUpdating 1.5 39 Simplelnput 1.5 
4 FileThisFligh tPlan 1.2 40 PageForward 1.5 
7 Convert Route 1.0 41 PageBackward 1.5 
8 GetlndividualWeatherinSeries 2.6 42 DirectionFinding 1.5 
9 HessageToScreen 2.6 43 RequestSendFormat 2.6 

10 OrganizeOutput 1.3 44 FlightLog 1.0 
12 HakeLegal&AnalysisRecording 1.3 45 ExecuteLinkSend 1.3 
13 Wri teNewRecord 1.4 46 DisplayMessage 1.3 
14 WriteNewRecordKeepingworkingSpace 1.4 47 PrintScreen 1.3 
15 WriteRecord 1.4 48 StartConversationWithNewFlightPlan 1.6 

? 16 WriteRecordKeepingworkingSpace 1.4 49 StartConversationWithFiledFlightPlan 1.3 • 
VI 17 WriteRecord&Unlockit 1.4 50 ResumeConveraationWithCurrentFlightPlan 1.5 

18 Read Record 1.4 51 RouteDataForFlightP1an 2. 0 • 19 ReadRecordForUpdating 1.4 52 NonRouteDataForFlightP1an 2. 3 • 20 De1eteRecord 1.4 53 FileFlightPlanFromConveraation 2 . 0 
21 Bulk Update 1.6 54 Requea tWeather 2.6 
22 S tartBa tchRead 2.0 56 DUATSimpleinput 1.5 
23 EndOfBatchRead 2.0 57 DUATPageFotward 1.5 
24 StartRescueOperationa 2.6 58 DUATPageBackward 1.5 
25 DeleteF1ightPlan 2.0 59 RequeatDUATSendFormart 2.6 
26 TransmitF1ightPlan 1.5 60 DUATFlightLog 1.0 
29 FlightPlanFromAnotherComputer 2.0 61 ExecuteDUATLinkSend 1.3 
30 IndividualUpdateFromAWP 1.5 62 StartDUATConversationWithNewFlightPlan 1.6 
31 HourlyUpdateFromAWP 1.5 63 StartDUATConveraationWithFiledFlightPlan 1.3 
32 AFOSGraphicsFromAWP 1.5 64 ReaumeDUATConveraationWithCurrentFlightPlan 1.5 
33 AcknowledgementFroaAnotherComputer 2.0 65 RouteDataForDUATFlightPlan 2.0 



TABLE D-1 

(CONT'D) 

CELL NAME FACTOR CELL ~ FACTOR 

66 NonRouteDataForDUATFlightPlan 2.3 108 InitiateScheduled!vent 1.6 
67 FileFlightPlanFromDUATConversation 2.0 110 RunTimeScheduling 1.6 
68 RequestDUATWeather 2.6 111 UpdateSharedWorkingSpace 1.6 
73 Specialistlnput 1.7 112 Schedule 2 .6 
74 SpecialistForaattedOutput 1.3 113 Unschedule 2. 0 
75 SpecialistFreeTextOutput 1.3 114 OneSecondRoutine 1.8 
76 SpecialistWeatherDisplay 1.3 116 Legal&AnalysisDriving 1.3 
77 OrganizeFlightPlanFormat 2.6 118 WriteRecordDirect 2.6 
78 UpdateTer.inalRecord 2.0 119 WriteRecordSimpleCase 1.6 
80 DUATinput 1.7 120 WriteRecord&Directory 1.6 
81 DUATNormalOutput 1.3 121 WriteVariableAddressRecord 1.6 
82 DUATWeathe rDisplay 1.3 122 ReadRecordDi rect 2. 6 

'i' 83 OrganizeDUATFlightPlanFormat 2.6 123 ReadRecordSimpleCaae 2.0 
Q\ 84 UpdateDUATTerminalRecord 2.0 124 ReadRecordHoldingDirectory 2.0 

86 RunTimeRadarHanagement 1.0 125 DataBaseRunTime 2.0 
87 DealWithFlightPlan 1.5 126 ReverseBu1kUpdateSvitch 2.0 
88 RouteElementalnParallel 1.0 127 GetSpaceiDForRecord 2.6 
89 ConvertElement 1.0 128 GetLockedDirectoryUpdateEntry&GetSpaceiD 2.6 
90 LegslnPara11el 1.0 129 WriteDirectory&Unlocklt 1.3 
91 Convert Leg 1.0 130 Find~UpdateRecord!ntry 2.6 
92 StartWeatherRetrieva1 2. 6 131 Co1lectFileStatistics 1.3 
93 EnsureEnoughWeatherToDisplay 2 . 6 132 TestinglfReadyToBeDelete 2.0 
94 StopTheRetrieval 1.5 133 WindRetrieval 1.8 
95 GetlndividualWeatherlnParallel 2.6 134 WindComputations 1.0 
96 GetlndividualWeather 1.0 135 RequestRouteRecordSimu1taneous1y 1.0 
98 RunTi.eHessageManagement 1.6 136 RequestRouteRecordSerially 1.0 

100 RunTimeJnputDriving 1.6 137 DigestWeatherRecord 1.0 
102 RunTimelnputDistribution 2.6 138 RequestWeatherRecordSimultaneous1y 1.0 
103 Ca11Recipient 1.5 139 RequestWeatherRecordSerial1y 1.0 
105 RunTimeOutputDriving 1.3 
107 RunTimeTimeHanagement 2. 6 



required by the Go•ernaent. The Go•ernaent reser•es 
the right to ha•e its representati•es aake any or all 
of these sets of aeasureaents. If anr run is aade by 
the •endor, the Go•ernaent reser•es the right to 
•erifr the results by haYing Go•ernaent 
representati•es aake the saae run on the •endor•s 
equipaent or on other identical equipaent. 

In a saall nuaber of cases, the aachinery in a cell 
aar consuae aore storage and/or processing tiae than 
allowed by the target size. This can happen for 
exaaple, when a cell aust perfora the functions it is 
aodeling in addi~ion to aodel control functions. In 
these cases, the Go•ernaent will reduce resource 
consuaption elsewhere in the aodel to balance out to 
the proper resource consuaption le•el. 
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APP!IDII ! 

RODBL VI!SIOIS 

!.1 G!l!!lL 

ls has been s~ated at points in the text of Parts II 
and IV, ~here ezist several versions of ~he ~SlS 
bench•art •odel. So•e of these Yersions haYe proYen to 
be of Yalue to the Govern•ent in develop•ent and 
testing and •ay be of equiYalent value to the Yendor. 
In particular, the Test ftodel, s•all Scale Rodel and 
~all Scale Debugging ftodel are useful in integration 
and test of the VIP interfaces. The basic 
characteristics of fhe Yarious •odel versions are 
indicated in Table !-1. 

The Test ftodel will be distributed, discussed and 
de•onstrated at the workshop. The full scale •odels 
all have the characteristics outlined in Part IV except 
for their unique properties outlined in Table !-1. 

!.2 SftlLL SClL! RODBL 

The S•all Scale Rodel (SS!) contains a subset of the 
func~ional areas, ~he cells and the natural flows of 
the full sized •odels described in Part IV. It is 
intended for use in a firs~ dyna•ic test of ~he VIP. 
It should readily fit into a single CPU syste•, thus 
allowing the vendor to avoid the added co•plezity of a 
•altiprocessor configuration in early testing of the 
VIP. The SS! contains 68 cells of which 12 are used 
during initialization, 52 during the •easured phase and 
' during the ter•ination phase of a bench•ark 
de•onstration run. The details of this infor•ation as 
well as the association of cells with functional area 
and the identification of cell type are provided in 
Table !-2. 

The input transactions used with the SSft are listed in 
Table !-3 as well as the logical ports over which they 
are to be input. ¥ourteen latural ~lows are used, as 
listed in Table !-4. The SSft requires ~he use of 
logical ports 1, 2, 132, 133, 13' and 138. The Hatural 
Plows which are associated with each of these logical 
ports are shown in Table !-5. The association of 
logical port with physical port re•ains as required for 
the full scale •odel, except that printer output will 
be on logical port 13' for the SSft which is directed to 
physical port 14. 

E-1 
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~s E-< ~C/) ~ ~~ ~Eo< IQ ~ ~ ~~ 
MODEL VERSION ~ 

!&IE-< 

~~ 
:z: 

Test Model NAl NA NA 

Small Scale ~del No v2 Yes 

Medium Scale Mode14 No v Yes 

Full Scale Debug Model No v Yes 

Trial Models Yes v v 

Demonstration Model Yes NoS NoS 

- - c___ --

NOTES: 1. NA • Not applicable. 
2. V • Vendor selectable. 

TABLE E-1 

MODEL VERSIONS 

C/) 

Ill:~ ...:11&1 
(.:!~ 

fSE-< 
0~ 

§~ 
;I:E-< 

NA Yes 

v v6 

v No 

v No 

v No 

v No 

-

M 
•C 

U:;:l 
CI)IQ 

~~ 

NA 

Yes 

Yes 

Yes 

No 

No 

--

REMARKS 

Contains five cells, used for 
static VIP testing. 

Subset of the cells, two spe-
· cialist and two NADIN Natural 
Flows. 

C~ntains all of the cells and all 
Natural Flows except reduced to 
five specialist and two DUAT. 

Uncalibrated full scale model 
with debug switches set. 

Two trial versions are allowed 
for vendor's optimization efforts. 

Official model to be used in the 
demonstration. 
-- -

3. Miscellaneous Debug • Stack overflow test and Simulate CPU. 
4. The medium scale model will be made available if the Government has sufficient time 

and resources to do so. To be announced at the workshop. _ 
5. These options will be set in fixed alphanumeric form in the HOL. 
6. Will be discussed at the ~orkshop. 
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TABLE E-2 

SMALL SCALE HODEL - CELLS BY FUNCTIONAL AREA 

FUNCTIONAL AREA CELL NAME 

Top Level InitializeBenchmark 
BenchmarkRunTime 
WrapUpBenchmark 

Specialist lnitializeSpecialist 
Specialistlnput 
SpecialistFormattedOutput 
SpecialistWeatherDisplay 
Simpleinput 
PageBackward 
PageFotward 
Req ues tWeathe r 
StopBenchmark 

Common-Service InitializelnputDriving 
Input EndOflnitialization 

RunTimelnputDriving 
lnitializelnputDistributi on 
RunTimelnputDistribution 
CallRecipient 

NOTES: * 1. Input Message Processor 
2. Outet'-Set 
3. Innet'-Set 
4. Reception Desk 
5. Contains BigGoTo 

** Phase A • Model Initialization Phase 
Phase B • Measured Period 
Phase C • Model Termination Phase 

ACTIVE PHASE** 

A 
B 
c 

A 
B 
B 
B 
B. 
B 
B 
B 
c 

A 
A 
B 
A 
B 
B 

CELL TYPE* 

3. 
3. 
3. 

3. 
3. 
3. 
3. 

1., 3. 
1. ,3. 
1.,3. 
1. ,3. 
1. ,3. 

3. 
3. 
3. 
3. 
3. 

3. ,5. 



FUNCnONAL AREA 

Time Management 

TABLE E-2 

(CONT'D) 

CELL NAME 

InitializeTimeManagement 
OneSecondRoutine 
StopDoingScheduledActions 
RunTimeTimeManagement 
InitiateScheduledEvent 
Schedule 
ScheduleEndOfScheduling 
InitializeScheduling 
RunTimeScheduling 
UpdateSharedWorkingSpace 

tWJ Weather Management 
• 

StartWeatherRetrieval 
EnsureEnoughWeatherToDisplay 
StopTheRetrieval 
HourlyUpdateFromAWP 
GetindividualWeatherinParallel 
GetindividualWeatherinSeries 
GetindividualWeather 
WindRetrieval 

~ 

NOTES: 

WindComputations 

* 1. Input Message Processor 
2. Outer-Set 
3. Inner-Set 
4. Reception Desk 
5. Contains BigGoTo 

** Phase A • Model Initialization Phase 
Phase B • Measured Period 
Phase C • Model Termination Phase 

ACTIVE PHASE** 

A 
B 
c 
B 
B 
B 
A 
A 
B 
B 

B 
B 
B 
B 
B 
B 
B 
B 
B 

' • 
CELL TYPE* 

3. 
3. 

3.,5. 
3. 

3. ,5. 
2. ,4. 
2.,4. 

3. 
3. 
3. 

2. ,4 • 
2. ,4. 
2. ,4. 
2.,4.,5. 
2. t 4. 
2. ,4.,5. 
2.,4. 
2.,4. 
2. ,4. 
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TABLE E-2 

(CONT'D) 

FUNCTIOOAL AREA CELL NAME 

Common-Service 
Output 

Legal&Analysis 
Recording 

Data-Base 
Management 

OrganizeOutput 
DrainS pool 
InitializeOutputDriving 
RunTimeOutputDriving 

MakeLegal&AnalysisRecording 
InitializeLegal&AnalysisDriving 
Legal&AnalysisDriving 

StandardlnitializationOfFiles 
WriteNewRecordKeepingWorkingSpace 
WriteNewRecord 
WriteRecordKeepingWorkingSpace 
WriteRecord 
WriteRecord&Unlocklt 
ReadRecord 
BulkUpd3te 
StartBatchRead 
EndOfBatchRead 
WriteRecordSimpleCase 
WriteRecord&Directory 
WriteVariableAddressRecord 
ReadRecordSimpleCase 
ReadRecordHoldingDirectory 
GetSpaceiDForRecord 

NOTES: * 1. Input Message Processor 
2. Outer-Set 
3. Inner-Set 
4. Reception Desk 
5. Contains BigGoTo 

** Phase A • Model Initialization Phase 
Phase 8 • Measured Period 
Phase C • Model Termination Phase 

ACTIVE PHASE** 

8 
c 
A 
8 

8 
A 
8 

A 
8 
8 
8 
8 
8 
8 
8 
8 
8 
8 
8 
8 
8 
8 
8 

CELL TYPE* 

3. ,4. ,5. 
3 •• 4. ,5. 

3. 
3. 

3. ,4. ,5. 
3. 
3. 

2. ,4. 
3 •• 4. ,5. 
3. ,4. ,5. 
3. ,4. ,5. 
3.,4.,5. 
3. ,4. ,5. 
3. ,4. ,5. 
3. ,4 •• s. 
3.,4 •• s. 
3.,4.,5. 
3.,5. 
3. ,5. 
3. ,5. 
3.,5. 
3. ,5. 

3. 

.. • '· • 
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FUNCTIONAL AREA 

Data-Base 
Management 

TABLE E-2 

(CONC) 

CELL NAME 

GetLockedDirectoryUpdate 
Entry&GetSpaceiD 

Find&UpdateRecordEntry 
WriteDirectory&Unlocklt 
CollectFileStatistics 
InitializeDataBaseManagement 
DataBaseRunTime 
ReverseBulkUpdateSwitch 
TestlfReadyToDelete 

ACTIVE PHASE** 

8 

8 
8 
8 
A 
8 
8 
8 

CELL TYPE* 

3. 

3. 
3. 
3. 
3. 
3. 
3. 
3. 



TABLE E-3 

SMALL SCALE K>DEL - INPUT TRANSACTICifS 

USER CLASS TRANSACTION TYPE LOGICAL 

ID NAME ID NAME PORTS 

01 Specialist 01 Simple Input 1. 2 
02 Page Forward 1. 2 
03 Page Backward 1. 2 
16 Request Weather 1 . 2 

17 
Specialist Stop 

1. 2 Benchmark 

03 NADIN 04 Hourly Update 132.133 

09 
Schedule End Of 132 

Scheduling 

10 Standard Initia1i- 132 
zation Of Files 

11 End Of Inia1ization 132 
12 End Of Benchmark 132.133 

E-7 



TABLE E-4 

SMALL SCALE K>DEL NATURAL FlmS 

NA.rURAL FLOW 

Ancestral 

Legal&AnalyaiaDriver 

DataBaaeManager 

Scheduler 
OutputDriver (AWP Link) 
OutputDriver (AWP Hourly) 
OutputDriver (Printer) 
InputDriver (AWP Link) 
InputDriver (AWP Hourly) 
InputDistributor (AWP Link) 
Input Distributor (AWP Hourly) 
TimeManager 

Specialists 

E-8 

ID 

1 

2 

3 

4 
5 
6 
7 
8 
9 

10 
11 
12 

13,14 



TAIL! !-S 

SSM MAPPING OF NATURAL FLOWS TO LOGICAL PORTS 

NATURAL FLOW 

ID RAM! 

02 Legal&AnalysiaDriver 
OS OutputDriver (AWP I.ink) 
06 OutputDriver (AWP Hourly) 
07 OutputDriver (Printer) 
08 InputDriver (NIP Link) 
09 InputDriver (AWP Hourly) 
10 InputDistributor (AWP Link) 
11 InputDistributor (AWP Hourly) 
13 Specialist 
14 Specialist 

E-9 

LOGICAL 
PORT RO. 

138 
132 
133 
134 
132 
133 
132 
133 
1 
2 



Table E-6 lists the shared vor~ing space sizes for the 
SS!. The other working spaces used in the full scale 
•odel are also used in the SS!. RoveYer. the six 
largest areas are reduced in size. 

See Table B-~ for file sizes in the SS!. 
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TABLE E-6 

SMALL SCALE MODEL SHARED WORKING SPACE (SWS) SIZES 

NATURAL FLOW NUMBER OF SWSs SIZE - GENERAL l 

OutputDrivers 3 8 * SizeOfWord 

Scheduler 1 SizeOfWord*(3+2* 
#SchedulingRecords) 

Legal&AnalysisDriver 1 2 * SizeOfWord + 
Legal&Analysis 
BufferSize 

DataBaseManager 1 Size0fWord*(2*#Files+ 
3*#BulkUpdateFilePairs) 

Note: 1. In characters size of word is number of bytes per word. 
* Equals multiply 

SIZE FOR TWO BYTE WORD1 

16 

806 

44 

76 
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ID 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 

Note: 

TABLE E-7 

SMALL SCALE MODEL FILES 

FILE 

NAME 

Hour1yWeatherObservationsFi1e 
FGFile 
FAFi1eUnexpanded 
PIREPFileUnexpanded 
HourlyWeatherObservationsAlternateFile 
FGAlternateFile 
Airways&FixesFile 
ReportingLocationsFile 
FlightPlanFile 
SchedulingFile3,4 
Output File 
OutputFile 
Output File 
TerminalRecordFile 
CurrentFlightPlanFile 
RouteRecordFile 

1. In characters 
2. Plus directory 

#REOORDS2 

5 
5 
5 
5 
5 
5 
5 
5 

10 
200 

20 
20 
20 

2 
2 
2 

3. Directory size • SizeOfWord * #OfRecords 
4. See also paragraph 3.5.2 of Part IV for discussion of directories 

:-"11 

RECORD LENGTH 1 

20 
20 
20 
20 
20 
20 
20 
20 
30 
24 
30 
30 
30 
20 
30 
·20 
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