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ABSTRACT

In support of the FAA procurement of the Flight Service Automation
System (FSAS), MITRE has developed a new system benchmarking technology
to meet the requirements of an interactive, dedicated application. This
methodolegy is applicable to procurements in which the hardware/operating
system configurations are off-the-shelf and the applications software has
not yet been implemented in its eventual form. In this methodology, a
model of the application is interfaced with the operating system and is
executed, while being driven by a specified load, and performance of the
proposed configuration is measured. This report documents the require-
ments of the FSAS application of this system benchmark methodology and

is published in the present form to record and make available the con-
cepts and techniques of the methodology. A previous version of this
report had been invoked in the FAA's procurement process. The entire
report consists of eight parts, published in four volumes. This volume
contains Part IV, Model. This part describes the model of the applica-
tion and provides requirements and guidelines for mapping the model to

the proposed configurations and for selection of options in the model.
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PART 1V: THE MODEL OF THE APPLICATION

1. INTRODUCTION

Part IV assumes the reader has already read Parts II and
III. It is addressed to three persomns:

(1) To the person responsible for mapping the model to
the vendor's configuration (referred +to as the model
mapper).

(2) To the Vendor Interface Package (VIP) writer who
finds a need to understand the model (referred to as
the VIP writer).

(3) To the person who is responsible for integration and
vho finds a need to understand the model (referred to
as the benchmark integrator).

Part IV is not directed towards the person responsible for
compiling the model as delivered by the Government.
Directions for this task will be found in Part VIII, section
a.

The model can be approached in either a top-down or a
bottom-up direction. Those vho prefer the bottom-up
direction are referred to the Modeling Language 1listings
(see Appendix C) because the HOL version is not designed to
be readable. However, the HNodeling Language 1listings are
only designed to be reacable at <the level of the individual
cell. They do not attempt ¢to describe <the higher 1level
structure into which the cells fit. Those vho are able to
take the top-down approach are well advised to do so. This
document describes the model in such a manner. For the
top-down reader, the MNodeling Language 1listings merely
provide additional detail. Whatever the reason for reading
+*+he Modeling lLanguage 1listing, read Part VIII section 2
first.

Part IV is organized so that if one reads forward through
sections 2 to 6 one will s+*art from the simplest overview
and descend steadily through increasing detail. The VIP
writer, or the benchmark integrator, vwho wvishes +to
understand the model and vho prefers the top-down approach,
should read forwvard auntil satisfied that enough is
understood. If the bottom-up approach is preferred, Part IV
will not be as helpful.

The model mappers *ask is “o address a set of questions.
The answers to some of the questions are provided to the

-1-



Government, and they are reflected in the HOL version of the
model that the vendor receives; for example, the settings of
vendor options are provided. The answers to the remaining
questions are passed to the VIP writer, vho arranges to
implement them; for example, which processor a particular
Natural Plow is to operate in. A summary guide to the model
mapper's task is provided in Appendix B. The majority of
this document is aimed at giving the model mapper an
understanding of the model, so that the answvers arrived at
do justice to the vendor's configuration.

The model mapper can approach this document in any of three
vays:

(1) The nodel mapper can read forvard to gain, in a
top-down manner, an understanding of the nmodel.
Appendix B can then be used as a check 1list during
the mapping process.

(2) Alternatively, one can start from Appendix B, and
read the main sections of this part as the need
arises.

(3) As a compromise, the model nmapper can read forwvard
part wvay, first, until comfortable with the major
structure of the model and the more important
concepts involved. Then the model mapper cam proceed
as in alternative (2).

The reader wvho cannot understand or absorb everything on a
first reading need not feel discouraged. It is anticipated
that generally, several passes wvill be required. In
particular, some readers may find it helpful to make a first
pass of section 6 before making a serious study of section
5. To help the reader absorb the material quickly, special
syabology has been developed for the figures. To avoid
clutter, the legends are not repeated, so the reader should
take note of each new symbol as it is introduced. Note that
the figures shoving the model as a whole have a standard
arrangement.

References are made at various points in Part IV to the VIP
and services it mnmust provide. Bach reference ¢to VIP
services is to the VIP and the underlying system (operating
systen).



2. OVERVIEW OF THE MODEL

Pigure 1 shows the interrelationships of various terms that
are introduced in the following sections. Some readers may
find it helpful to relate each term, as it is introduced, to
the chart. I* will be seen ¢that at the highest level, there
are tvo alternative ways in vhich the model can be regarded
as divided; timewise into Execution Phases, or fumctionally
into Functional Areas.

2.1 EXECUTION PHASES

The model executes in three consecutive phases:

(1) The Hodel Initialization Phase
(2) The HMeasured Period
(3) The Hodel Termination Phase

Only during the middle phase is the vendor's performance
being measured, so naturally this is the phase vwhich
attracts the wmost interest. The division of the ¢total run
into three phases is only of interest wvhem describing the
overall structure, and wvhen considering starting and
stopping. All other discussion applies by default to the
Measured Period.

«2 FPUNCTIONAL AREAS

Bach Functional Area consists of a set of model components
(cells, NWatural FPlows, Working Space, Permanent HNemory)
vhich together perform tasks related to that PFunctional
Area. Bach Functional Area is 1like a smaller model, within
the model, that performs a specific set of tasks. The model
is divided into 14 Functional Areas. The Functional Areas
and their basic functions are identified in the following
subparagraphs.

2.2.1_ _Top_Level

The Top Level Functional Area controls the Nodel
Initialization Phase, then initiates the Measured Period. At
the end of the benchmark run it takes over control again for
the Nodel Termination Phase.

2.2.2_ Specialist Interface
The Specialist Interface Punctional Area provides the
interface between +*he human user (specialist) and the

various functions provided by the application; that is, it
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interprets the user's requests and it initiates the regquired
functions in response to thea.

2.2.3 DUAT Interface

The DUAT Interface Punctional Area provides an interface
similar to the Specialist Interface for the users of the
Dirsct User Access Terminals. It serves both the stand
alone terminals and those that are colocated in groups. The
groups are referred to in the model as DUAT clusters.

2.2.4%__Radar HNanagement

The Radar HManagement Punctional Area provides the function
of interrogating the local weather radar sites, and updating
the local radar data bases at the AFSSs.

2.2.5 Common_Service Input

Though the input from NADIN arrives on omne physical port, it
originates from several sources, so it is wmodeled as
arriving on several 1logical ports. This Punctional Area
administers the arrival of each input and forwards it
appropriately.

2.2.6 Time Nanagement

The Time Nanagement PFunctional Area administers the
scheduling of events, such as the 1issuing of aircraft
overdue alerts, for the cases where the schedule of events
aust not be lost as a result of a system restart.

2.2.7 Graphics_Hanagement

The Graphics Management Functional Area administers the
arrival of graphic data from AFOS and its distribution to
each APSS and to each DUAT cluster.

2.2.8_Fligh* Plan Management

The FPlight Plan Management Punctional Area administers the
Flight Plan Data Base, that is, the central record of flight
plans, as opposed to copies being held for updating by
individeal specialists.



2.2.9__Route Conversion

The Route Conversion Punctional Area translates a pilot's
description of a route of flight into a 1list of weather
reporting points.

.10 Weather Hanagement

The Weather HNanagement Punctional Area administers the
veather files and the file of NOTAN reports.

2.2.11 HMessage Hanagement

The Message Hanagement Functional Area administers the pool
of messages to be displayed at individual specialist
terminals, and arranges their delivery.

2.2.12 Common_Service tput
The Common Service Output Functional Area administers

spooled output. This includes output to NADIN and ¢to the
local printer.

2.2.13 Leqal & Analysis Recording

The Legal & Analysis Recording Functional Area administers
the output of all audit trails that are required for legal
and analysis purposes.

2.2.14 Data Base Nanagement

The Data Base Nanagement Punctional Area provides the basic
administration of all uses of Permanent Nemory.

3. _CONPONENTS OF_ THE MODEL

3.1 GENERAL

Part IITI introduced the four main components out of which
the model is constructed, that is:

Cells

Natural Flows
Working Space
Permanent Memory



To summarize:

e The unit of code is, for modeling purposes, the cell,
and for compiling purposes the module. Any number of
cells can be contained (at vendor option) in each
module, and each cell can be contained (at vendor
option) in any number of modules.

e The model is executed in terms of Natural Flows. Bach
Natural Plow is a succession of cell executions on data
from a specific source; external input, hardware timed
interrupt, or another Natural PFlow. The basic model
uses Permanent Natural Plows omnly, but to increase
parallelism the vendor has options at several points to
have Temporary Natural Flows spawned.

e Data is held in Working Space, and in Permanent Nemory
records, both of which are allocated by the VIP, on
demand from the model. Whenever a Natural PFlow that is
executing requires a particular Working Space to be
accessible, that Working Space nmust be directly
accessible to ¢the instructions executed by the model.
The Working Space need not survive system failures.
Permanent Memory on the other hand must survive system
failures (and so nust the means of identifying its
contents), but it need not be directly accessible to
executing code, since each record is brought into a
Working Space whenever it is used.

Thus, the model is composed of Natural Flows, vhich execute
in cells, and use Working Spaces both for variables and for
holding copies of Permanent Memory records.

Bach Natural FPlow, each cell, each Working Space, and each
Permanent HMemory Record, 1is associated with a particular
FPunctional Area, so (vith two important exceptions) one can
regard the model as divided into 14 mini models operating
concurrently, each having its own set of Natural Plows,
cells, Working Space, and Permanent MNemory records. The two
exceptions are:

(1) The Natural Plows of one Functional Area can operate
for short periods in the cells of another Functional
Area.

(2) Some of *he Punctional Areas do not have a full
complement of components. For example, the Functional
Area called Flight Plan Management does not have its
own Natural PFlovs. Its «cells are exercised by
visiting Natural Plows from another Punctional Area.
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3.2 CELLS

The model contains 139 cells, 115 of which are used in the
Neasured Period. Table 1 shows the distribution of cells
among the 18 Punctional Areas. Since the cells differ
considerably in size, one from another, the actual number of
cells is of limited significance. Numbers are given in the
table only to provide a first overview.

In the Modeling Language listing of the model, the cells are
presented by Punctional Area, the Punctional Areas
themselves being presented in the same order as in Table 1.

For much of the wvork, the model mapper will not need to
descend to the level of the individual cell.

3.3 NATORAL PLOWS

3.3.1 General

The PSIS application is modeled by the parallel execution of
Natural Flows. Natural Plows are either Permanent or
Temporary. The Temporary Natural Flows are optional and are
discussed in paragraph 3.3.6. Of the Permanent Natural
Flows, there are 4 single Natural Flows and 8 families of
Natural Flows. Since the size of three of the families is a
vendor option, the total number of Permanent Natural Flows
will vary from vendor to vendor. The minimum is 151, see
Table 2.

Bach Permanent Natural FPlov is associated with a Functional
Area, in that:
e It is born in a cell belonging to that Punctional Area.
e Either it never leaves the cells of that area

or, it returns to the cells of that area after
performing each task¥.

*= Note: In Par* IV the word "task"™ is used in a general
sense, for a "unit" of work.

-



e It perforas tasks that are fuanctionally relevant to
that Punctional Area.

Table 2 shows the distribution of Permanent Natural Plows
betveen Punctional Areas. WNote that throughout the model
the term "...Hanagement™ is used for Punctional Areas, and
the term "...Hanager™ (among others) for Natural Flows.

3.3 | | n 1 v

Aside from being grouped by Functional Area, the Permanent
Natural Plovws of the model can also be classified according
to vhether they are:

e The Ancestral Natural PFlow.
e Prime Source Natural Plows.
e Service Natural Plovs.

A Natural Plov is defined as a sequence of actions driven by
data from a specific source. The Ancestral Natural Plow is
best regarded as in a class by itself. Prime Source Natural
Plows are those that are driven by data from some external
source (hardwvare timer or external 1/0). Service Natural
Plovs are those that are driven by data from other Natural
Flows.

Bach Puctional Area can be considered as Prime Source or
Service, corresponding ¢to its Natural Plowvs. The Time
Nanagement Functional Area is associated with both, having
both a Prime Source and a Service Natural Plow.

3.3.3 Ancestral Natural Plow

The Ancestral Natural PFlow is associated with the Top Level
Functional Area and is spawned by the VIP to start the HNodel
Initialization Phase. During the Hodel Initializatiom Phase
it spawns the other Permanent Natural Plows and coordinates
their initialization. It plays no part in the HNeasured
Period.

The Ancestral Natural PFlowv is again activated at the start
of the HNodel Termination Phase. The running of the model
terminates as follows. Bach of the Prime Source WNatural
FPlovs receives a Stop Benchmark directive. PFor the input
driven Natural Plows this directive is a message on the
scenario load tape. The form of the directive for *the Time
Nanager Natural Plov is described in paragraph 3.3.8.8,
Bach Prime Source Natural Plov waits for the death of any
Teaporary Natural PFlows that it has spawned, and for the



completion of any tasks that it has requested from Service
Natural Plows. Then it sends a signal to the Ancestral
Natural Plowvw and stops.

The HNeasured Period ends vhen the first Stop Benchmark
directive arrives at the nmodel. When all Prime Source
Natural PFlows have signaled "end of benchmark®, <the
Ancestral Natural Flowv makes procedure calls to ¢the Common
Service Output Punctional Area. This procedure call is made
once for each of the logical output ports, to signal that no
more output will be generated. When each of the ouatput
drivers has emptied its spool, it sends a signal to the
Ancestral Natural PFlov, then stops. The same happens for
Legal & Analysis Recording.

Pinally, the Ancestral Natural Plov issues a VIP Service
Request (VSR) to inform ¢the VIP that ¢the model rum is
complete.

3.3.8 Prime Source Natural Flows

The Prime Source Natural Plows are:

The family of Specialists.

The family of DOUATs.

The Radar HManager.

The ¢two families for Common Service Input PFunctional
Area (the Input Drivers and the Input Distributors).

The Time Manager.

3.3.48.1 Specialists

There are 91 Specialist Natural Flows, one per specialist
terminal. EBach is born and initializes itself among the
cells of the Specialist Interface PFunctional Area, then
cycles endlessly. The basic loop, vwvwhich is contained imn the
cells of the Specialist 1Interface Punctional Area, is
depicted in Pigure 2. The functions of the loop are;

Read from terminal,
Interpret request,
"Do it", and

Output to terminal.

The Specialist Natural Flows respond to 17 input types that
are listed in Table 3. Por some of the input types, "Do it"
involves only the execution of Specialist 1Interface cells.

-9-




Yor others, it involves procedure calls to cells of other
Functional Areas. Thus, the Specialist Interface Natural
Plows execute both in their "“home" Punctional Area and in
other Functional Areas.

Pigure 2 also introduces some of the standard sysbology that
is used in many of the benchmark diagraass:

e Shaded area representing the code of a PFunctional Area.

e Single 1line arrow representing a one-vay path of
control.

e Double line arrow representing a two-way path of control
(go and return).

Pigure 3 shows the pattern of flov in response to one of the
input types, FilePlightPlanPromConversation. Figures 1like
this one are intended to show ¢the reader, at a glance, what
areas of the nmodel the Natural Flow goes to in response to
each input type. This particular figure shows that vhen a
Specialist Natural Plowv reads a message of input ¢type
PilePlightPlanProaConversation, the Natural Plovw leaves its
"home™ loop within the cells of the Specialist Interface
Punctional Area, and makes procedure calls to Plight Plan
Nanagement. From there it may (depending on parameters in
the scenario messages) make further procedure calls ¢to
Common Service Output and to TimeNanagement. From several
places, it makes procedure calls to the Punctional Areas
LegalfinalysisRecording and DataBaseNangement. Calls to
these two are made from so many places ¢that special
syambology is dedicated ¢to them. Note the 1legend im Pigure

The remaining Prime Source Natural Plows have patterns of
flow that are broadly similar to this; namely, a basic loop
looking for vork to do, plus excursioms into other
Punctional Areas to perform the requested actioms.

The vendor may not necessarily need to understand each cell;
hovever, looking at selected detail may help ¢to establish
the overall picture. This may be accomplished by reading
some of *he Modeling Language 1listing at a fairly cursory
level. The vendor could start, for example, from the cell
InitializeSpecialist and trace a path of a Natural Plov that
is born in that¢ cell.



3.3.8.2 DUATs

The 40 DUAT Natural Flows follow a pattern of behavior which
is similar to a subset of that for the Specialists Watural
Plovs. They respond to 18 input types ¢that are 1listed in
Table 3.

3.3.4.3 Radar Management

The Radar Manager Natural Plow follows the same kind of
pattern of behavior as ¢the Specialist and DUAT Natural
Flows, except +that, since there are only two input types,
the pattern is simpler.

3.3.4.8 cCommon_Service Input

The Common Service Input Functional Area responds to 12
input types (listed in Table 3) on & logical ports:

NAS
Other PSDPSs
AWP
AWP (Hourly)

Onlike ¢the Specialist and DUAT PFunctional Areas, this
Punctional Area has two families of Natural PFlows.
Corresponding to the 4 1logical ports is a family of &
InputDriver Natural Plows, and a fanmily of 8
InputDistributor Natural PFlows.

During the HNeasured Period, the WNatural Flows act as
follows. Por each logical port, separately, an InputDriver
Natural Flowv and an InputDistributor Natural Plow act as a
pair. Taken as a pair, they can be regarded as Prime Source
Natural Plows. The InputDriver receives data from an
external source, and the InputDistributer executes whatever
has ¢t0o be done in response to the message. A different
arrangement is used during Model 1Initialization, when
initialization messages belonging to 5 of the input types
are read in on the logical port for AWP. See paragraph 6.6.

3.3.4.5 Time Manager

The Time HNanager Na*ural PFlov performs actions that have
been previously scheduled by the Scheduler WNatural Flow
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(described in paragraph 3.3.5.1). 1Its pattern of flow |is
similar to that of Specialist and DUAT Natural Plows. It
responds to 8 types of requests (listed in Table 3) for
scheduled action. The Time Manager is driven once a second
by the system ¢timer. 1Its function is determined by the
contents of a file of scheduled events in Permanent Hemory.

3.3.5 Servi t Plows

The remaining Permanent Natural PFlows perform a "service"
role. Bach of them initializes itself, then cycles
endlessly. Bach time around the loop it waits for a signal
from a Natural Plowv that requires its services. The form of
this signal is described in paragraph 4.3.1. Pigure 4
depicts the pattern of flow of a typical Service Natural
Flow.

The Service Natural Flows are:

e The Scheduler

The family of Message Nanagers

The family of S Common Service Output Drivers
The family of Legal&Analysis Drivers

The family of Data Base Nanagers.

3.3.5.1 The Scheduler

The Scheduler Natural Plowv is responsible for updating the
schedule of future actions. It accepts new items for
insertion into the schedule, and deletes items no longer
required (for example, InitiateRescuellert is no 1lomnger
required as a scheduled action when a plane is reported as
landed) .

3.3.5.2 The HMessage Managers

Bach member of the family of Message Managers is respomnsible
for a copy of the HNessage Pool. It accepts and files
messages, and it alerts the addressees at +their terminals.
The number of MNessage Hanagers is a vendor option, see
paragraph 7.1.3.

3.3.5.3_Common_Service Outpu*

The Common Service Output Punctional Area handles spooled
output for 5 1logical ports; the 4 NADIN 1logical ports, and
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the printer. Pach member of the family of S5 Common Service
Output Drivers is responsible for driving one of the ports.

3.3.5.8_Llegal & Analysis Drivers

Bach member of the LegalfAnalysisDriver Natural Plov family
drives one of the audit trail output ports. The number of
such ports, and the number of drivers, is a vendor option,
see paragraph 7.1.8.

3.3.5.5 Data Base Managers

BEach member of the family of DataBaseManager Natural Plows
is responsible for part of the total data base:

e FPor initializing the directories during ¢the Model
Initialization Phase.

e Por the administration of those files that are updated
by bulk replacement at regular intervals (referred to as
Bulk Update PFiles, see paragraph 3.5) during the
Measured Period.

The number of DataBaseManager Natural Flows is a vendor
option, see paragraph 7.1.5.

3.3.6__Temporary Natural Flows

There are six locations in the model where the vendor has
the option of having Temporary Natural Plows born (spawned).
Three locations are in Route Conversion, tvwo are in Weather
HNanagement, and one is in Common Service Input. The first
five of ¢the six cases of Temporary Natural Flows are
internal to +he Punctional Area concerned (except for the
fact that the Temporary Natural FPlows leave <the Functional
Area vhen they make calls +*o Data Base Management). It is
expected that most vendors will find options for these three
cases of Temporary WNatural Flows are advantageous to their
configuration, because the options allov the model to make
better use of the parallelisam that is possible with most
disk access softwvare.

The last location where Temporary Natural Flows are spawned
is in the Common Service Input Punctional Area. This allows
each Inpu+ Distributor Natural Flov to spawn a Temporary
Natural Flow to deal with each message from NADIN. It is
expected that, for most vendors, enough parallelism already
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exists for dealing with NADIN input, without recourse to
this last option. A fuller description of <the option is
given in paragraph 6.6.

3.4 WORKING SPACE

The third type of component in the model is Working Space.
Bach allocated Working Space is used as Private Working
Space or as Shared Working Space, either, but not as both.

3.8.1 Private Working_ Space

A Private Working Space is used only by the Natural Flow
that acquires it; and it belongs exclusively to this Natural
Plov until ¢the Natural PFlow releases it. When it is
released, its contents are expendable, and the space is
available for reallocation.

When a Natural Flow acquires a Private Working Space, this
Working Space becomes attached to it in one of 3 states:

e ReadWrite (vhich means that the model may write to it).

e ReadOnly (which means that the model may read its
" contents, but will not write to it until further
notice).

e DelAccessed (vhich means that the model will not
reference the contents until further notice).

The Working Space remains attached to the Natural Flow as
the FNatural Flow proceeds from cell ¢to cell. While it
remains attached, it has a unique (to that Natural Flow)
name by which the Natural Flow can refer to it. There are 8
names available, sc a Natural Plow can have up to 8 Private
Working Spaces attached simultaneously. The 8 names are:

DedicatedWorkingSpace
AdminArea
SmallInputirea
WorkArea#1

WorkArea#2

RecordArea
DirectoryArea
BigIOArea |,
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Details will be found in Table &.

Bach Natural Flow 1s spawned owning DedicatedWorkingSpace,
vhich it never releases except vhen it dies, and AdminArea,
vhich is only released during 1long periods of inactivity.
Only the Temporary Natural PFlows die before the end of the
benchmark run. For the duration of a particular task, a
typical Natural Plow vill acquire WorkArea#1, and release it
vhen the task is completed. PFor shorter periods, it »may
acquire and release WorkArea#2. It will use RecordiArea or
BigIOArea wvhenever it is reading from or writing to the Data
Base. While it is in the Data Base Management cells, it
vill also wuse DirectoryArea. For external input, it uses

SmallInputArea or BigIOArea. PFor external output, it uses
Big IOArea.

Whenever the model reads from an external source or from
Permanent Memory, it expects the VIP to acquire a Working
Space of suitable size in which to deliver the input. 1In
all other cases, the model specifies how much Working Space
to acquire. One use of BigIOArea is for accumulating weather
reports for a specialist or a DUAT terminal. In this case,
BigIOArea grows dynamically as fresh weather records are
added to it. BigIOArea is the only Working Space that
changes in size once it is acquired.

3.8.2 Shared Working Space

The model uses a limited number of Shared Working Spaces.
The ninimdm is 9, but this can increase as 2a result of
vendor options. EBach Shared Working Space is of fixed
length, is allocated during model initialization, and exists
permanently.

Bach Natural Flow can access any Shared Working Space, but
only one at a time. The one that is currently being accessed
(if any) is referred to, by that Natural PFlow, as
"SharedWorkingSpace". The access can be either:

e ReadWriteSoleAccess.

e ReadOmlyAllovingReadOnly (implying <that any number of
Natural Plows can access the same Shared Working
Space if they are only reading the contents).

Since they can be accessed by any Natural PFlow, the Shared
Working Spaces need permanent global names of their own. It
is convenient to name each Shared Working Space after a
patron Natural Plow; that is, to give it the same run time
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IntegerID as a patrom Natural Flow. Apart from the fact
that its patron is one of its users, this is as far as the
association goes. Table 5 shows the Natural Flows that have
Shared Working Space named after theam. All but one of the
patron Natural Flows is a member of a family, so the total
nuaber of Shared Working Spaces depends on the various
family sizes. For example, there are five OutputDrivers,
hence there are five Shared Working Spaces, each named after
one of the drivers. If a vendor opts for three
DataBaseManagers, there will be three Shared Workimg Spaces,
each named after one of the DataBaseNanagers.

It would be misleading to regard the Shared Working Space as
owvned by the Natural Plow it is named after. On the other
hand, the reader is urged to regard the Shared Working Space
as associated with the Punctional Area that is already
associated with the Natural Flow.

3.5 _PERHMANENT MENORY

The last of the four types of components in the nmodel is
Permanent Hemory.

3.5.1 Introduction

The sum of all the modeled uses of Permanent Nemory is
referred to as the Data Base. The Data Base is modeled as a
fixed number of files. The minimum number of files is &5,
but the number can increase as a result of vendor optionms.

Bach file is mo0deled as a fixed number of fixed 1length
records. Records are given integer IDs allocated
consecutively either from zero or from one. All the records
in any one file are of equal 1length, except record zero,
which wvhen allocated, is usually of a different length.

The request to the VIP, to read or vwrite Permanent Nemory,
is only issued by Data Base Management cells. For each
file, the requests to Data Base Management only come froa
particular cells, so a correspondence exists naturally
between celis and files. The model has been arranged so
that each file is only used from the cells of one Functional
Area. Tables 6 and 7 list the files by Punctional Area.

-16-



Nine of the wveather files are updated at regular intervals
by bulk replacement from the AWP. These files are referred
to as the Bulk Update Piles. Bach is modeled as a pair of
files that alternate as the current file.

The Data Base Management in the model assumes only primitive
facilities from the vendor's system, and models <the strain
that an adegquate data base management would impose on any
underlying systes.

3.5.2 Pile Types

Bach file is modeled, mainly at vendor optiomn, as one of
four types:

e PixedInformationDirectory
e FixedAddressRecords

e VariableAddressRecords

e DirectoryNotHodeled

In the first 3 types, the VIP allocates space for each
record individually, on demand from the wmodel. The VIP
returns to the model an identifier (referred to as SpacelD)
that identifies the allocated space. The model quotes this
identifier wvhen it uses the space. Record zero, wvhen used,
holds a directory of SpacelIDs for the file.

Por FixedInformationDirectory files, record zero is written
to only during Model 1Initialization, or (if it is a Bulk
Opdate file) during a Bulk Update.

For FPixedAddressRecords and VariableAddressRecords, two
copies of the Directory are used. Both are referred to as
record zero, but are distinguished by different SpacelDs.
Bach successive update of the directory goes to <the other
SpaceID. With ¢these files, a user 1lock on a record can
survive system failures.

VariableAddressRecords files have the additional feature
that each successive update of any one record goes to a
nevly acquired allocation of space. These files model the
case wvhere the 0ld copy of a record must be available if a
system failure occurs during an update.

FPor some files, *he vendor is permitted to handle the record
searching entirely within the VIP. If ¢he option is taken,
the file is then of type DirectoryNotModeled. 1In this case,
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no SpaceID is returned to the wmodel, or given back to the
VIP. The VIP locates the record based on file ID and record
nueber. There is no record zero.

Table 8 shows the potential Permanent Memory transfers for
each type of data base operation, for the first three file
types. In general, it vould seen that
PixedInformationDirectoy imposes the least strain, and
VariableAddressRecords the most strain, on the systen.
However, this observation has ¢to be gqualified by ¢two
factors:

(1) Only the writes to Permanent Memory are obligatory.
Reads are unnecessary if an up to date copy of the
record is available in main store (this applies
equally to record zero). The vendor can hold copies
in main store of as many records and directories as
desired (space permitting).

(2) Not all operations are applied to all files during the
Measured Period. Table 9 lists the operations used on
each file.

Table 10 shows the restrictions on the vendor's choice of
file type.

3.5.3__Bulk Update Files

Por Bulk Update FPiles, a pair of VSRs has been defined that
allows the vendor to make <the bulk replacement hovever
desired. As explained in paragraph 3.5.2, each file is
modeled as a pair of files. To the VIP, the bulk update is
a bulk write to one of the pair. When it receives the
DeleteFPile VSR, it can either delete the copy, or save the
space for the next update.

The model records vwhich of the pair is current, directs
veather retrieval to the correct one, and ¢tells the VIP
vhich one to bulk write to and delete. I+ also handles the
following two complications:

(1) Bach retrieval is a batch of reads from the same file.
This batch of reads may be interrupted by a bualk
update, but *he batch of reads must be completed on
the original data and in the correct sequence.

(2) The vendor may wish %o repeat the files in several
processors.
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4. _STRUCTURE OF A_SERVICE FUNCTIONAL_AREA

8.1 _INTRODUCTION

So far, the model has been discussed in relation to 14
Functional Areas. This breakdown is useful for understanding
the model, but it is not sufficient for model mapping. The
demarcations betveen Functional Areas are not the best
demarcations between processors. PFor a good distribution,
ve need to descend to one more level of detail. Knowledge of
how the Natural Plows of one Functional Area use the
services provided by another Punctional Area is required.

This section describes the structure of those Functional
Areas that provide a service ¢to other Puncticnal Areas.
Thus, it applies to:

Time Nanagement (one half of)
Graphics Management

Flight Plan Management

Route Conversion

Weather Management

Nessage Management

Common Service Output

Legal & Analysis Management
Data Base Nanagement

It is necessary to introduce 2 new terms.

(1) A "client™ of a Service Punctional Area is a Natural
Flow (usually from another Functional Area) that
requests the services of this Service Functional Area.

(2) A "Reception Desk Cell" is a cell that acts as an
entry point for procedure calls to a Service
Functional Area.

4.2 RECEPTION DESK CELLS

- The term Reception Desk Cell has been adopted because of the
following analogy, vhich illustrates the role of this class
of cell. In the real world, a person visiting an
organization, to obtain a service, may go first to a
reception desk. Here, one of several things can happen:
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(1) The visitor (client) does the work and;

(a) Transacts the business on hand, on the spot, and
leaves, or

(b) Is directed further into the building to tramsact
the business, and then leaves.

or

(2) An internal employee does the vork. The client
leaves a message at the desk, for people within the
organization to act upon, and;

(a) Leaves immediately, or

(b) Waits at the desk until the request has been
honored.

In the wmodel, a client Natural Flowv that requires the
services of another Functional Area always enters, by
procedure call, one of the Reception Desk Cells provided
vith that Punctional Area. One of several things can happen:

(3) The client Natural Plovw does the work, and;

(a) Obeys code in the cell, then exits, having itself
done wvhat had to be done, or

(b) HMakes procedure calls to further cells within the
Punctional Area.

or

() The vork is performed by a Service Natural Flow. The
client Natural Plow, wvwhile obeying code in the
Reception Desk Cell, signals one of the Natural Plows
associated with that Functional Area. The Service
Natural Flow will do whatever is required to be done.
The client;

(a) Exits immediately, or

(b) Waits for a return signal, to indicate that the
job has been dome.

Pigure 5 shows how the simple case of 3(a) and 3(b) can be
depicted in the standard symbology of this document.

To show cases #(a) and 4(b), knowledge of the mechanism of
communication between client and Service Natural Plov is
needed.
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8.3 CONHMUNICATION MECHANISHS

To communicate its requests to a Service Natural Plow, the
client uses either the "Prod®™ or Shared Working Space
mechanisas, or both.

8.3.1 rods

In case 8 (a) of paragraph 4.2, the client signals the
Service Natural Plow with a VSR known as a Prod. 1In its
simplest form, a Prod 1is merely a signal to restart a
Natural Plow that is waiting for such a signal. The Service
Natural Plov loops endlessly. Each time around the loop it
uses a VSR known as AwvaitProd to wait for and accept the
next Prod. This is shown symbolically in Pigure 6(a).

The Prod is specified in such a way as to facilitate
communication betveen processors. A Natural Plow in one
processor can Prod a Natural Plowv in another processor. In
the general case the Prod signal does more than merely
avaken the target. The Prod can carry information in
various forms. MNore details are givemn in paragraph 6.11.
Pull details are in Part V.

The case 84 (b) of paragraph #%4.2 is implemented by having two
Prod-AwvaitProd pairs, see Figure 6(b). The client Prods the
Service WNatural Flow, then waits for a return Prod ¢to
indicate the task is completed.

During the Measured Period, the following Prods occur:

e Clients Prod;
MessagefManager (Prod pair),
Scheduler (Prod pair),
OutputDrivers,
LegaltAnalysisDrivers, and
DataBaseNManagers.
e DataBaseManagers Prod each other.
TimeManager Prods Scheduler (Prod pair).
e CommonServiceInputDrivers Prod corresponding
InputDistributors.
e Temporary Natural Plows Prod the Natural Flows that
spawned then.
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4.3.2 Shared Working Space

In addition to the Prod mechanism, Shared Working Space is
also used. A Shared Working Space is named after the
Service Natural Flow. The Service Natural PFlow and the
client Natural Plows access the Shared Working Space. 1In
some cases, Shared Working Space is the more suitable
vehicle for communicating between client and Service Natural
Flow. For example, in Legal & Analysis Recording, the Shared
Working Space models the buffer. Clients add to it while
they are executing in the Reception Desk Cell (as in the
case of 3(a) of paragraph 4.2). When the buffer becomes
full they Prod the Service Natural Flow to deal with it (as
in the case & (a) of paragraph 8.2). The use of Shared
Working Space is shown symbolically in Pigure 7.

See Table 5 for a list of the Shared Working Spaces.

4.4 INNER SET AND OUTER SET CELLS

Some of the Service Functional Areas are divided into innmer
set cells and outer set cells.

Por the remaining Service Functional Areas, and for the
Prime Source Functional Areas, it is useful to regard the
vhole complement of cells as inner set cells.

Inner set cells are those that use the files and the Shared
Working Space associated with the Punctional Area. Host
vendors will get a better mapping if they place all the
inner set cells of a particular PFunctional Area in the same
processor. The demarcation line between inner and outer sets
of cells represents the most suitable place to do the
interprocessor transfer of control, if a client Natural Flow
in another processor needs to use the inner set cells of the
Functional Area.

Service Natural Flows executing in their home PFunctional
Area only use the inner set cells. Reception Desk Cells of
a Service Punctional Area can be either inner set or outer
set. All outer set cells are either Reception Desk Cells, or

. extensions thereof.

For those who find analogies helpful, an outer set cell can
be likened to +the office that an organization sets up in a
foreign country vith whose inhabitants it does business: for
the purpose of providing an interface locally, and
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particularly for taking orders. In <the case of the model,
the model mapper will want to keep the inner set cells of a

Service Punctional Area together on the home processor, but

will duplicate <the outer set cells on each processor that
hosts clients of that Punctional Area.

4.5 _HNIGRATION POINTS

When a Natural Flov tramsfers control to amother processor,
it is said to migrate. 1In some cases the VIP is allowed to
implement the nmigration in an alternative vay, in which a
message to the VIP in the target processor instructs it to
set up a Temporary Natural Flow there. The term migrate is
used to cover both kinds of implementation.

If the outer set cells of a Service Punctional Area are
placed in the client's processor, then they can be reached
vithout an interprocessor transfer. On the other hand, the
inner set Reception Desk Cells may only be reachable by
migrating to the Service Functional Area's processor. Thus,
the entry points ¢to the inner set Reception Desk Cells are
possible Migration Points. These points represent places in
the real application vhere a separation betwveen processors
vould be sensible. They have been encapsulated in the model
as a set of PossibleMigrationPoints.

It is not suggested that the vendor introduce a separation
betveen processors at every migration point. Hovever, the
separation - between processors should be restricted to a
subset of these points. By basing the mapping on inner set
and outer set cells one should be able to achieve a sensible
mapping with all migration occuring at such HNigratiom
Points. If this is done, then the model can help the VIP in
its administrative task.

The use of a NMigration Point can be stated as follows.
Suppose A and B are two Functional Areas and that a Natural
Plow which is executing in the cells of A is about to
transfer control to B. Other things being equal, the model
mapper vill arrange +o have A and B in the same processor,
so that there is no ac%tual migration. If, however, some

_other comsideration forces the model mapper *to place them in

different Processors, then the Nigration Point is
reconnended as *he best place to make the migrationm.
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The Nigration Points that have been placed explicitly in the
model serve 2 purposes:

(1) As documentation, in the HNodeling Language 1listing,
they suggest to the model wpapper vhere processor
divisions should be made.

(2) In the corresponding HOL code, they are reflected in
the following manner. The normal transfer from cell to
cell (vhether it be a GoTo or a procedure call at
Hodeling Language level) becomes, in the HOL code, the
VSR GoToCell. A transfer to a HNigration Point,
however, becomes the VSR BigGoTo, and the
corresponding return becomes the VSR
ReturnFromBigGoTo. The implications of this concern
the VIP writer, but the model mapper should be aware
that:

(a) If the VIP cooperates at the BigGoTo, them the
model can tell the VIP vhere to go back to on the
corresponding return.

(b) The alternative form of =migration mentioned above
is alloved at a BigGoTo.

In a few cases, a cell contains the HNodeling Language
statement PossibleNigrationPoint followed by the comment
"technical only". The statement is present for code
generation purposes, and should be ignored by the nmodel
mapper.

Pigure 8 showv how Migration Points and the inner amd outer
sets are depicted in the diagrams of this document. Tables
11 and 12 1list the cells of each Punctional Area according
to vhether they are inner set or outer set.
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5.9 T P TASK
5.9-1 What To e

As wvas explained in the Introduction (1.), the model mapper
has to address a set of questions. These questions divide
into:

o Distribution questions related to mapping the model
across processors.

° A set of nmiscellaneous questions related to vendor
options, see sectiom 7.

The distribution guestions are discussed in this section.
Decisions need to be made for the following:

(1) Vhere each component of the model should be placed at
the start of the benchmark run.

(2) Por each component, should it move from processor to
processor during the run and, if so, on vhat basis
should the decisions to move be made.

S.1 The Rules
The model mapper must wvork within the following rules:

(1) PRach Natural Plow shall be unique (that is, there
shall not be two simultaneouns instances of the same
Natural Plowv). There are vendor options for having
some of the Natural Plows duplicated explicitly in the
model, as members of the same family, but each meaber
shall be implemented uniquely.

(2) The authoritative copy of each Permanent Nemory record
shall be unique, and shall alvays be in Permanent
Bemory.

(3) At no time shall there be 2 or more copies of the same
Working Space having different contents (in other
vords, wvhen the model accesses one copy in ReadWrite
status, other copies immediately become invalid).
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(3) When a Natural Flowv is executing, the Working Spaces
vhich are attached to it as ReadWrite or ReadOnly must
be present in the main store of the same processor.

There are additional rules that are elaborated in Part V.
These limit +he extent to vhich two Natural Flows can use
the same module simultaneously, and vhich module can be
selected vhen a Natural Plov returns to a cell after an
interruption (as opposed to a returm from VIP servicing).
The model mapper is unlikely however, to be concerned with
these restrictions.

5.1.3 Considerations

It will be seen that these rules allow the model mapper
considerable freedom. Por example:

e PFor each record, separately, in the Data Base, the
authoritative copy can be held in the Permanent Hemory
of any processor; and any number of copies of it cam be
kept anyvhere (provided of course that they are no
longer used vhen they become out-of-date).

e PBach Working Space, separately, can be held anyvhere
vhen it is not being accessed by a Natural Flow.

e Bach cell can be repeated in any number of modules.
Bach module can be repeated any number of times. Each
copy of each module can be anyvhere at any time. When
a Natural Plov returns to a cell from a VSR it can
return to any copy of any module that contains that
cell (except, in some cases, if another Natural Flow is
using it, see Part V).

e Pach Natural Flow can execute in any processor.

However, the benchmark may not fairly reflect the vendor's
proposal unless the model mapper has taken some care over
the mapping. The aspects that ¢the nmodel mapper should
consider are resources, and VIP administration.

Clearly, each processor must have the memory and processing
capability for t*he tasks that are assigned to it.
Interprocessor channel capacity should also be considered

carefully.

The VIP frequently has to 1locate components of <the model.
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The question can take either or both of 2 foras:

e Which instance of the component shall be selected (for
example, wvhich copy of a cell, or vhich member of a
family of Service Natural Plows)?

e Where is it?

The model mapper can place an unnecessary burden on the VIP
(VIP designer, run time resource requirements, or both), if
the mapping is not done properly.

5.2 _GENERAL APPROACH

5.2.1 Procedure

Por all vendors, the model mapper's general approach should
be as follows:

(1) Decide, tentatively at first, on vhich processor each
component of the model should start, and the policy on
migration of components from processor to processor.

(2) Assess the resource utilization of each component of
the configuration, and identify both over utilizatiom
and excess redundancy.

(3) Iterate steps (1) and (2) until a satisfactory
arrangemasnt has been found.

(8) oOptionally, refine the arrangement as described in
paragraph 5.6.

FPor calculating resource utilization in step 2, the model
mapper can use the data presented in Appendix A. If the only
concern is to optimize the resource match between model and
configuration, then no further advice can be given, except
to point out that i+ may be easier to work at the level of
Punctional Areas, rather than at the more detailed level of
the individual cell. ¥orking with FPunctional Areas may bring
the added benefit of reducing interprocessor traffic.

The rest of section 5 is addressed to the wmodel mapper vho
is concerned also about the VIP's task.
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5.2.2 The VIP's Task

The VIP has to know which instance of each component ¢to
select and vhere this instance is to be found. The model is
designed to help, in connection vith Prod pairs and
Temporary Natural Flows. )

5.2.3 Prod Pairs

It was mentioned in paragraph 4.3.1, that there are cases
vhere a client Natural Flow Prods a Service Natural Flow and
then waits for a return Prod. In order to save VIP table
space, the model keeps and quotes ¢to the VIP a two-part
return 1link:; the client's VNatural Flov ID and a return
Processor ID. The former 1is automatically kept by the
model. The la*tter requires the cooperation of the VIP on the
occasion of the first of the tvo Prods.

5.2.4 Temporary Natural Flows

When one Natural Flow spawns a second Natural Flow, the two
are referred to as "parent" and "offspring™ respectively.
Temporary Natural Flows Prod their parents, but parents
never Prod their temporary offspring (they do not need to,
because each offspring is spawned holding sufficient data to
define its task). Thus, neither an offspring's 1ID nor its
vhereabouts need be known in the processor of the parent,
but a return link to the parent has to be held with the
offspring.

To save VIP table space, the model keeps and gquotes to the
VIP the parent's 1ID and processor. The former is automatic
in the model, but the latter requires the cooperation of the
VIP wvhen the offspring is spawned. Clearly, this assistance
by ¢the model 1is of less use if the parent's wherabouts
cannot be known in advance, but the model is coded such that
the parent is unlikely ¢to await Prods from offspring
anyvhere but on the processor from which it spawned then.

-28-



S5.2.5 N ation

Three reasons for migrating a Natural Flow are:

e To balance CPU utilization.
e To access files.
e To access Shared Working Space.

5.2.5.1 CPU Balancing

The model mapper nmust work out the policy omn balancing the
CPU load across processors. If aigrations are arranged at
the Higration Points introduced in paragraph 4.8, <then the
interprocessor traffic will probably be less. In additionm,
the BigGoTo VSR generated by a transfer to a Migration Point
can be used to alert the VIP that a decision is required.

5.2.5.2 Access to Files

Where a Natural Plov in one processor needs to access a
Permanent HNemory record in another processor, three
approaches are possible:

(1) The VIP can avoid a migration by bringing a copy of
the record to the processor of the Natural Flowv. The
simplicity of this approach is attractive, but the
interprocessor traffic that would result should be
carefully considered. The vendor with very fast
interprocessor channels may prefer this approach.

(2) 1 Natural Flow can be nmigrated whem it first refers
(iu a VSR) *o the record. With this approach it may
be difficult to know when, or even where, to return;
othervise i+ could be a useful approach.

(3) The Natural Plow is migrated at a NMigration Point
before it first refers to the record. This is the
approach that has been assumed in the suggested scheme
that is developed in paragraphs 5.3 through 5.5.
Instructions +o the VIP writer on hov to detect where
to migrate are in Part V.

5.2.5.3 Access_to_Shared Working Space

The same *three basic approaches apply to accessing Shared
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Working Space as have just been described for accessing
files. However, the first of the three alternatives is less
attractive in the case of Shared Working Space. With
Permanent MNHemory, the model administers the policing of
simultaneous access to the same record; with Shared Working
Space the VIP does ¢the policing. This might be difficult
aCross processors.

As with files, the suggested approach developed in
paragraphs 5.3 through 5.5 follows the poiicy of migrating
at Nigration Points before the firgi request for access.

5.3 A PARTICULAR APPROACH

Higration Points are designed to help the model mapper and
the VIP writer in simplification of the administrative task
of distributing across processors. However, they cam only be
helpful: if the model mapper stays within the particular
approach developed here. This is illustrated by a simple
example in paragraph 5.4, and is refined in paragraph 5.5.
The general procedure being followed is that described in
paragraph 5.2.1. The details of distributing functional
areas across processors is discussed throughout ¢this
particular approach.

The model mapper is not obliged to follow this approach
since it may not lead to ¢the best solution for the proposed
configuration: Note ¢that if the vendor has interprocessor
channels of very large capacity, then the mapping problesm is
more straight-forvard since accessing of files and working
space on another CPU may have minimal impact on performaace.

5.3.1 Procedure

The general procedure described in paragraph 5.2.1 is used
in the particular approach but with a change to Step (1).
In the general approach, each component of <the model (that
is, each cell, each Natural Flow, each Working Space, and
each record) is considered separately, unless the vendor
finds a suitable way to comnsider them in groups. In the
particular approach, they are considered in groups based on
FPunctional Areas. The procedure for the particular approach
can therefore be stated thus:

(1) Decide (tentatively at first) on vhich processor (s)
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(2)

3)

()

Assess the resource utilization of each component of
the configuration, and identify both over utilization
and excess redundancy.

Iterate steps (1) and (2) until a satisfactory
arrangement has been found.

Optionally, refine the arrangement as described in
paragraph 5.6.

In step (1), two topics remain to be discussed:

The precise meaning of the statement "Place the
Punctional Area in processor n" (definmed in paragraph
5.3.2)

The possibility of having a Punctional Area on more
than one processor (developed in paragraph 5.5).

The procedure to be followed here is that defined inm this
paragraph, as further devloped and refined from here through
the end of paragraph 5.5. If the model mapper follows this
procedure, and if the following are observed:

then

The VIP never migrates a Natural PFlow except at a
BigGoTo or at the corresponding ReturnPromBigGoTo. See
paragraph 5.5.

At a BigGoTo the VIP always returns, to the model, the
processor # of the processor on vwvhich the VSR was
issued (this VSR is specified to return a processor #
of the vendor®'s choice).

On each ReturnPromBigGoTo, the VIP alwvays migrates the
Natural Flow to the processor quoted by the model if
the processor quoted is different from the current
Processor.

the following will alwvays be true:

Whenever files are wvanted, they will always be
available on the processor on which the request was
made.

Vhenever Shared Working Space is required to be
accessed, i+ will be found in the processor on which it
is requested.

During the Measured Period, the VIP need record in each
processor only *he following ProcessorlIDs:
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a. That of the Top Level Functional Area.
b. That of each copy of each Service PFPunctional Area.

c. Anything else required for the VIP to make
intelligent decisions as discussed in paragraph 5.5.

5.3.2 _Terminology

Before describing the particular mapping scheme, two basic
operations are defined.

The statement, "Place the Functional Area A in processor PV,
means:

(1) Load the inner set cells of A in P (or all the cells,
if there are no outer set cells); and 1load the outer
set cells, if any, in every processor from vwhich
clients of this PFunctional Area call the outer set
Reception Desk Cells.

(2) Have the VIP arrange for the Natural PFlows(s)
associated with A to be spawned in P.

(3) Have the VIP arrange for the Shared Working Space(s)
associated with A to reside in P.

(4) For the files associated with A:
(a) Make a note that they are to reside in P.
(b) Have the VIP arrange that Permanent Memory in P is
allocated to then.

The statement, "Place a copy of the Functional Area A in
processor P", means:

(1) Load copies of the inner set cells of A, in P (or all
the cells, if there are no outer set cells); and load
the outer set cells, if any, in every processor fronm
wvhich clients of ¢this Functional Area call <the outer
set Reception Desk Cells.

(2) Have the VIP arrange for one member of each Natural
Flov family that is associated with A to be spawned in
P.

(3) Have the VIP arrange to place, in P, ¢the Shared
Working Spaces named after the Natural Flows of A that
are spawned in P.
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(4)

The files associated with A should be distributed as
explained in paragraphs 5.8 and 5.5.

A_SIHPLE EXAHPLE

5.8

The

mapping scheme is introduced with a simple example

depicted in Pigure 9. The simplified model has & Functional
Areas:

This

A Top Level Punctional Area (vhich we can ignore for
the moment because it is inactive during <the Heasured
Period).

A Prime Source Functional Area that has several Natural
Flows and several files associated wvwith it, but no
Shared Working Space.

A Service Functional Area that has one Natural Flow, a
Shared Working Space, and files.

A DataBaseNManagement Functional Area with one optional

size family of Natural Flows, one Shared Working Space
associated with each Natural Flow, and no files.

model is to be mapped onto two processors. Proceed as

follows (see Pigure 10):

)

(2)

(3)

(4

Place the Prime Source Functional Area in Processor 1.
This will associate the files of that area with
Processor 1.

Place the Service Functional Area in Processor 2.
This will associate the remaining files with Processor
2. PNext, place its outer set cells in Processor 1,
because that is where its clients are located.

Request from the Government a version of the HNodel
wvith 2 Data Base Management Natural Flows, because
Data Base MNanagement is to administer files on both
processors.

Place a copy of the Data Base HNanagement Functional
Area in each processor. This gives a correspondence
between files and Data Base Management Natural Flows.
Tell +the Government vwhich files go with Data Base
Hanagement Natural Flowv #1, and which go with Data
Base Management Natural PFlow #2. The HOL model
received will reflect this allocation of files. This
is a simple case of a more general subject,
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distributing Functional Areas, that is dealt with in
paragraph 5.5.

If, in this simple example, the VIP observes the following:

(1) Never migrate a Natural Flow except at a BigGoTo to
the Service Punctional Area, and at the corresponding
ReturnFromBigGoTo. The VIP can recognize the relevent
BigGoTo's by imspecting the required target cell ID.

(2) At the BigGoTo's, returm to . the model the processor #
of the processor on vhich the VSR was issued. This
VSR 1is specified to return a processor # of the
vendor's choice.

(3) At each ReturnPromBigGoTo, make the Natural Plow
n!grnte to the processor wvwhich the model guotes at
this point. In all cases, it will be the original
processor from which the corresponding BigGoTo came.

then the following will alwvays be true:

(1) Whenever files are wvanted, they are available in the
processor on which the request is made.

(2) Whenever Shared Working Space is required to be
accessed, it will be found in the processor on which
the request is made.

(3) The VIP needs only the following information about
vhat is in vhich processor:

e In both processors, it needs the ProcessorlID of the
Top Level Functional Area, for end-of-benchmark
purposes.

e In processor #1, it needs the ProcessorlID of the
Service Functional Area, because clients are in
processor #1.

Several useful points have been illustrated that cam be
applied later to the more complicated real case. The major
points are:

(1) Mapping is based on Punctional Areas.

(2) In general, an n:m correspondence between processors
and Punctional Areas can be expected:
(a) There can be several Functional Areas on a
processor.
(b) A copy of a Functional Area can be present on each
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of several processors.

(3) The outer set cells of a Service Functional Area
reside in the processor of the client. Thus, in a more
complicated case, one might want to repeat them in
each processor that hosts clients of that Punctional
Area.

(4) Data Base Management is repeated in every processor
that contains files.

S.5 _DISTRIBUTING FURCTIONAL AREAS

The example just described would give the vendor 1little
choice in mapping. Except at the cost of greatly increasing
interprocessor traffic, the simplified model only allows
mapping to 1 or ¢to 2 processors. In the case of 2
processors, there is no flexibility in the distribution. If
the 1load is distributed unevenly, then the configuration
will be unbalanced.

In reality, the vendor's problem is more complicated than in
this simple example, but greater flexibility exists for
achieving a balanced distribution. This is because there
are more PFunctional Areas (14, not 4) and the real model
contains more options for distributing Functional Areas
across processors (in the simple example, omnly Data Base
Management ' could be repeated in each processor). The
distribution of Functional Areas is explained in paragraphs
5.5.1 and 5.5.2 by building on the example of Figures 9 and
10.

5.5.1 Distributing Prime_Source Punctional Areas

5.5.1.1 Introduction

If the Prime Source Functional Area of the example in PFigure
9 has no files and no Shared Working Spaces, +then there is
no problem in dis*ributing it across processors. Repeat the
. code on each processor. Distribute the Natural Flows, some
on each processor; for example, if there are 10 PNatural
Flows and 3 processors, Natural PFlows 1 to 4 could be
spawned in processor i, S to 7 in processor j, and 8 to 10
in processor k.

None of the Prime Source Functional Areas in the PSIS model
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have Shared Working Spaces. Three of them have files; the
distribution of files is made easier by vendor options in
the model.

5.5.1.2 The Specialist Interface Punctional Area

Three files are associated wvwith the Specialist Functional
Area:

e TerminalRecordPFile
e RouteRecordPile
e CurrentFlightPlanFile

BEach of these files has 91 records in the default case, one
record per terminal. To make distribution possible, <the
model is written so that each of the three files is actually
a family of files, that degenerates to a one-member family
vhen the Punctional Area is to be confined to one processor.

Suppose the vendor opts to distribute this Functional Area
across 2 processors. For example:

e Specialists 1 to 85 on processor i
e Specialists 46 to 91 on processor jJj

Then the vendor would proceed as follows:

(1) Repeat the code of the Specialist Punctional Area on
both processors.

(2) Tell the Government how many pProcessors the
specialists are to be spread over, and which terminals
go with which processor. The Government will send a
HOL tape that reflects the required arrangement. In
the case of ¢this example, the model would have three
families of two files each:

TerminalRecordfFile NWumber 1
RouteRecordFile Number 1
CurrentPlgh+PlanPile Number 1

having 85 records each, for specialists 1 through 45,
and

TerminalRecordPile Number 2
RouteRecord¥File Number 2
CurrentFlightPlanFile Number 2

having 46 records each, for specialists 46 through 91.
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If the Prime Source Functional Area of Pigure 9 vwere the
Specialist Punctional Area just discussed, then Pigure 11
would depict the resulting distribution. Note howv the outer
set cells of the Service Punctional Area are nov repeated
wvith each of its 2 client Punctional Areas and that 3 copies
of Data Base Nanagement are now required.

If ¢the vendor cannot place the files on the processors

assigned to the Specialist Functional Area, then there is no

advantage in splitting them into multimember families. See

paragraph 5.5.2.8 for what to do when files cannot be where
«they are used.

5.5.1.3 DUAT Interface Functional Area

The case of distributing the DUAT Functional Area is similar
to that of distributing the Specialist PFunctional Area. The
three files, in this case, are;

e DUATTerminalRecordFile,
e DUATRouteRecordFile, and
e DOATCurrentFlightPlanFile.

Bach file has 80 records each in the default case.

5.5.1.84 Radar Management Functional Area

There are no provisions in the model for distributing this
Functional Area across processors.

5.5.1.5 Common_ Service Input Functional Area

Whether the vendor would gain by distributing the Common
Service Input Functional Area across processors has to be a
vendor dependent decision. This Functional Area has no
files and no Shared Working Spaces, so it would be easy to
distribute. The logic of the model is unaffected by the
vhereabouts of the 8 Natural Flowvs.

5.5.1.6 Time Management Functional Area
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There are no provisions in the model for distributing this
Punctional Area across processors. Presumably, the wmodel
mapper will place it on the same processor as the Flight
Plan Nanagement Punctional Area.

5.5.2 Distributing Service Punctional Areas

A Service Punctional Area can be distributed across
processors by repeating its inner set cells on each of those
processors, and by repeating its outer set cells on every
processor from vhich calls are made to then. The
complications arise vhen the PFunctional Area has files,
Natural Flows, or Shared Working Space. If the files can be
of the ¢type DirectoryNotModeled, ¢then they can be spread
across processors, or there can be copies of them on other
processors, provided that the vendor's softwvare can do this
in a satisfactory manner. The vendor is cautioned against
the complication of interprocessor access to Shared Working
Space.

5.5.2.1 Graphics Management Punctional Area

The Graphics HNanagement Punctional Area has one file, the
APOS Graphics File, but no Natural Flows. There is no option
to have the file as a multimember family. It is not
expected that vendors will vant ¢to distribute this
Punctional ‘Area across processors.

5.5.2.2 Fliqht Plan Management Functional Area

The Flight Plan Management Punctional Area has one file, the
Flight Plan Pile, but no Natural PFlows. There is no option
to have the file as a nmultimember family. It is not
expected that vendors will distribute this Functional Area
ACrOSS Processors.

5.5.2.3 Route Conversion Functional Area

The Route Conversion Functional Area has two files:
e The Airwvays & Pixes File.
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e The Reporting Locations Pile.

and options for Teamporary Natural Plcws, but no Permanent
Natural Plows. The vendor is permitted to have the files of
type DirectoryNotHodeled. Since the files are only written
to during initialization, it should be simple to have +hen
of this ¢type and ¢to have up-to-date copies on several
processors.

To distribute the Punctional Area across processors:
e Ask for the files to be of type DirectoryNotHodeled.

e Arrange for the VIP to handle this type of file, with
copies on several processors.

e Arrange for the VIP to select a copy of the Punctional
Area, at each BigGoTo to the Functional Area. The
choice can be dynamic, based on current loads; or it
can be static, based for example on client ID.

e If any of the options for temporary spawning are taken,
then the VIP can place each Temporary Natural Plow,
separately, on any of the processors.

If the Service PFunctional Area in the example of paragraph
5.8 wvere Route Conversion, then Figure 12 would depict the
resulting distribution.

5.5.2.4 Weather HManagement Punctional Area

The Weather Management Functional Area has a large number of
files, some outer set cells, no Permanent Natural Flows, but
options for Temporary Natural FPlows. The vendor is permitted
to have the files of type DirectoryNotModeled, but in this
case many of the files are written to during the Measured
Period. Whether it is easy to have them of <the type
DirectoryNotModeled, and to have up-to-date copies on
several processors, wvill depend on the vendor's own
softwvare. To distribute the Fanctional Area across
processors:

e Place the outer set cells vherever there are calls %o
then.

e Ask for the files to be of the type
DirectoryNotModeled.
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e Arrange for the VIP to handle this type of file, with
up-to-date copies on several processors.

e See paragraph 5.5.2.8 for the Bulk Update files.

e Arrange for the VIP to select a copy of the Punctional
Area at each BigGoTo to the Punctional Area. The choice
can be dynamic, based on current load; or it can be
static, based for example om client ID.

e If any of the options for temporary spawning is taken,
then the VIP can place each Temporary Natural Plow on
any of the processors.

Pigures 13 and 14 show the Weather Nanagement FPFunctional
Area distributed on 2 processors, for the cases with and
vithout temporary spawning, respectively.

5.5.2.5_ HMessage Management Punctional Area

The HMessage Management PFunctional Area has:

e One optional size family of Natural Flows, each meamber
having a Shared Working Space named after it.

e Two families of files, of the same family size as the
Natural Plows.

e One inner set and one outer set Reception Desk Cell.

Thus, if the model mapper elects to have twvo-member
families, a HOL model with 2 Message Management Functional
Areas will be provided, each having a RNatural Flow, and one
member of each of the two file families.

The model is coded so that vwhen a message is delivered to
+the Message Management Functional Area, it is filed with
each copy of ¢the Punctional Area. When it is retrieved by
an individual specialist it is retrieved from only one of
those copies. The default arrangement, vhich is
recommended, is ¢that a copy of <the HNessage Hanagement
Functional Area be placed on every processor that contains a
copy of the Specialis® Functional Area. In ¢this way, there
may be interprocessor transfers vhen the message is filed,
but there wvwill be none each time it is viewed by a
specialist, nor will ¢there be any nmigratioms. In the
example used in paragraph 5.5.1.2, this would mean:
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e HMessage Management inner set cells on processors i and
j.

e A family of 2 HNessage Management Natural Flows, one
spavned on processor i, and one on processor j.

e Tvo Shared Working Spaces, one on processor i and omne
on processor jJj.

e Two families of two files each:

e HMessagePFile Number 1
e TerminalMessageListPile Number 1

on processor i, and

e HNessagePile Number 2
e TerminalMessagelistPile Number 2

on processor j.

The HOL model will reflect ¢this, based on the options
selected for specialists unless the vender opts otherwvise.
Figure 15 illustrates this exanmple.

If the model mapper does not take the default arrangement
suggested, then the VIP will have to detect BigGoTo's to the
inner set Reception Desk Cell, and direct ¢the client's
migration appropriately. There is a vendor option (which is
taken care of automatically in the default case) that
associates a member of the MNessage Management family with
each specialist. The VIP should migrate the client (vwho is a
specialist, in this case) to the processor on which the
associated copy of HNessage Management has been placed.
Othervise the model will request interprocessor access to
files and to Shared Working Space.

5.5.2.6 Common_Service Output Functional Area

The Common Service Output Punctional Area has:
e A family of 5 Na*ural FPlows (one per logical port).

e 1A family of 5 spool files (one per logical port).

Five Shared Working Spaces (one per logical port).

No outer set cells.
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If this PFunctional Area is distributed across processors,
the model mapper should ensure that, for each logical port
separately, the Natural Flow, the spool file, the Shared
Working Space and a copy of the code are on the same
processor. Otherwise, the model will request interprocessor
access to Shared Working Space and to files.

The model mapper has a separate choice for each 1logical
port. A copy of the Functional Area can be placed either
vhere the physical port is, or where its most frequent
clients are. Either wvay, unless client and port are on the
same processor, there has to be interprocessor traffic. The
first way, a Natural Flov migrates to am inner set Reception
Desk Cell. The second way, the VIP has ¢to deliver the
output via another processor.

It is important that the client use a Reception Desk Cell on
the same processor as the Natural Flow that is associated
vith the logical port for which it vants output. Otherwvise,
the model will request interprocessor access to files and to
Shared Working Space. Unless the model mapper has been very
careful with mapping, the VIP will have to recognize
BigGoTo's to Common Service Output, deduce the logical port
(see paragraph 7.3.4 of Part V) and migrate the Natural Flow
appropriately.

5.5.2.7_ Leqal & Analysis Recording Functional Area

The Legal & Analysis Recording Functional Area has:

e One optional size family of Natural Flovs. Each
Natural Flow has a Shared Working Space named after it.

e No outer set cells.

e No files.

It is recommended that the vendor repeat the Functional Area
or each processor that has a Legal & Analysis Recording
outlet. Tell the Government +he family size needed and vhich
_ member will be on which processor. The HOL version of the
model will reflect this choice. It is important +to place
each copy of the Functional Area on the processor quoted,
othervise the model will request access to a Shared Working
Space on another processor.
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It would probably be advantageous to have a recording outlet
on each processor from which calls to this Punctional Area
are made. If this is not possible:

(1) There will be an increase in interprocessor traffic.

(2) The VIP will have to make run time decisions. It must
recognize BigGoTo's to this Punctional Area, and
decide to vwhich copy each client will be directed.
Instructions for this are in paragraph 7.3.4 of Part
v.

Calls to this Functional Area are made from:

The Specialist Interface Functional Area.
The DUAT Interface Functional Area.

The Common Service Input Functional Area.
The Flight Plan Management Punctiomnal Area.
The Common Service Output Functional Area.

To summarize from a different point of view:

e On any processor which has clients of Legal & Analysis
Hanagement, but no copy of the Legal € Analysis
Recording Functional Area, the VIP will have ¢to
recognize BigGoTo's to the Functiomal Area, and migrate
+o a processor that has a copy.

e Prom any processor on which there is a copy of the
Legal & Analysis Recording Functional Area, but no
recording outlet, the VIP will have to send each output
to a processor that does have an outlet.

e If the family size is greater than 1, then each member
must be placed on the processor gquoted to the

Government or interprocessor access to Shared Working
Space will result.

$5.5.2.8 Data Base Management Functional Area

The Data Base Management Functional Area contains:

e One optional size family of Natural Flows. Each
Natural Plow has a Shared Working Space named af*er it.

e No files of its own.
e HNo outer set cells used during the Measured Period.
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Bach reference to a file of a type other than
DirectoryNotHodeled involves an access to the Shared Working
Space. The vendor is advised to:

(1) Place a copy of the Data Base MNManagement Punctional
Area on each processor in which files, other than the
type DirectoryNotNodeled, reside.

(2) Have each file, other than the type
DirectoryNotModeled, administered by the local copy of
the PFunctional Area.

Tell the Government how many copies are needed (in other
vords, the family size for the Natural Plows), and vhich
files are to be administered by vhich member.

Files of type DirectoryNotHodeled do not need Data Base
Hanagement except as described for Bulk Update files.
However, they do need two small DataBaseManagement cells for
reading and ¢two for writing. These should be on the same
processor as the client. They are not shown on Figures 11
to 14.

During model initialization, there will be a BigGoTo to the
cell StandardInitializationOfFiles. This cell can be
anyvhere. Prom this cell there will be many BigGoTo's to
the cell VWriteNewRecordKeepingWorkingSpace. The VIP should
recognize these calls and direct the client (the Input
Driver for <the AWPLink) to the processor holding the Data
Base Management Natural Flov responsible for each file.

If the configuration does not allow a file to be placed
wvhere it is to be used, then there are two approaches:

(1) Place a copy of Data Base Management Functional Area
in the processor where that file is to be used, and
let the VIP fetch and deliver records.

(2) Place a copy of Data Base Management Functional Area
on the same proc=ssor as the file. Have the VIP
detect each BigGoTo call to Data Base Management
Functional Area. If the BigGoTo refers to that file,
migrate the client to the processor holding that copy
of Data Base Management Functional Area. Directioms
for the VIP are in Part V, paragraph 7.3.4.

The second method would involve fever interprocessor
+transfers in all but the simplest cases.

-g4-



For each Bulk Update file <that is repeated on several
processors, there is more to consider:

(1) Identify the Bulk Opdate file as the type
DirectoryNotHNodeled (othervise, there vill be
interprocessor accesses to the Shared Working Space of
the Data Base Management Natural Flow).

(2) Place a copy of the Data Base Management Punctional
Area on each of the processors, and identify to the
Government the Natural Plowv of each as a Local Bulk
Update Manager for that file.

(3) Identify a DataBaseManager to the Government as the
"Controlling Bulk Update Manager™ for that file. It
need not be one of the Local Bulk Tpdate Managers for
the file.

(4) Have the VIP detect BigGoTo's to the cell BulkUpdate,
and direct the client (The Input Distributor for the
AWPHourly logical port) as follows. If the file is of
type DirectoryNotModeled, then the client should be
directed a* the convenience of the VIP; otherwise, the
client should be directed +to the processor containing
the Data Base Manager that administers this file.

If there are no constraints on where files reside, then it
should be possible to map the model so that the only
migrations to the Data Base Managers are during the HNModel
Initialization Phase, and possibly also wvhen Bulk Updates
arrive from the AWP.

To summarize for each file that is not of type
DirectoryNotNodeled:

e If the file and the associated Data Base Manager are
not on the same processor, themn the VIP will have to
fetch and return the records.

e The VIP must detect BigGoTo's as follows, and migrate
clients to the processor containing the associated Data
Base Manager; otherwise, there will be interprocessor
access to Shared Working Space:

(a) If *he associated Data Base Manager is not placed
on <the client's processor, BigGoTo's to the
reception desks for normal operations should be
detected, and migration arranged.

(b) If, for Bulk Update files, the associated Data Base
Manager is not placed on the same processor as the
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Input Distributor for AWPHourly, BigGoTo's ¢to the
cell BulkUpdate should be detected, and migration
arranged.

(c) During initialization, BigGoTo's to the cell
WriteNevwRecordKeepingWorkingSpace should be
detected, and migration arranged.

To summarize, for each Bulk Update file that is repeated on
more than one processor:

e Type DirectoryNotModeled is recommended.

e The simple approach is to have a Data Base Nanager on
each processor that holds veather files, and to
nominate it as ¢the appropriate Local Bulk Update
Hanager. Otherwvise, consider each processor on vhich
the file is retrieved, but which does not have a copy
of Data Base Management nominated as the Local Bulk
Opdate Manager for that file on that processor. Oon
that processor, the VIP must recognize BigGoTo's to
StartBatchRead and EndOfBatchRead, and wmigrate the
client to a processor which does have a copy of Data
Base Management so nominated; otherwise there will be
interprocessor access to Shared Working Space.

5.5.3_ _Summary

This paragraph summarizes the topic of model mapping from
the point of view of various mapping considerations.
Paragraph 5.5.3.1 summarizes the straight forward schene.
Paragraphs 5.5.3.2 through 5.5.3.8 summarize the
considerations that arise when the straightforward scheme is
not adopted.

The VIP is alloved to migrate a Natural Flow at any point.
Hovever, it is recommended that migrations only occur at
GoTo's, BigGoTo's and ReturnFPromBigGoTo's; and it is assumed
here (that is, in paragraph 5.5.3) that this recommendation
is being followed. Moreover, it will be seen in paragraph
5.5.3.1 that =®mapping considerations become simpler if
migration is restricted even further, to BigGoTo's and the
corresponding ReturnFPromBigGoTo's.
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5.5.3.1 The Straiqght Forward Scheame

If the model mapper ensures that;

Copies of all outer set cells are available on
processors from which they are called by their clients,

Fach Prime Source Natural Flow is spawned on the
processor that holds <the files (if any) and the inner
set cells of the Functional Area to which it belongs,

Fach Service Natural Flow is spawvned on the processor
that holds the Shared Working Space (if any), the files
(if any), and the inner set cells of the (copy of the)
Functional Area to which it belongs,

If either the Route Conversion or the Weather
Hanagement Functional Areas are placed on more than one
processor, then the files concerned are of type
DirectoryNotNodeled,

A copy of the MNessage Management Functional Area is
placed on each processor on vhich Specialist Natural
Flows are spawvned,

A copy of the Legal&AnalysisRecording PFunctional Area
is placed on each processor from which there are calls
to its Reception Desk Cell, and is identified to the
Government as the copy for use in that processor,

BPach file, that is not of the type DirectoryNotModeled,
resides on the processor omn vhich the DataBaseManager
Natural Plov that is responsible for it was spawned,

On each processor from which there are calls to read a
Bulk Update file, there is a DataBaseManager nominated
as the Local Bulk Update Manager for <that combination
of file and processor,

Wherever a VSR is specified to plant, or to return a
ProcessorID, it plants, or returns, the ID of ¢the
processor in vhich ¢the Natural Plow issued the VSR
(this and +*he next two instructions ensure ¢that each
Natural Flow operates as if based in the processor on
vhich it wvas spawvned),

At a ReturnPFromBigGoTo, +the Natural Flow is routed to
+he processor quc*ted ty the model,

No Natural Plow is migrated except at a
ReturnFromBigGoTo, or at a BigGoTo as follows;
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(a) To the cell APOSGraphicsPromAWP (no choice of
destination),

(b) To any of the Flight Plan NManagement reception
desks (no choice of destimation),

(c) To the cell RouteConversion (the VIP selects the
choice of cell), .

(d) To the Weather Management inner set Reception Desk
Cells (the VIP selects the choice of cell),

(e) To the Common Service Output Reception Desk Cells
(to the processor containing the copy of Common
Service Output that administers the logical port in
question) ,

() To the cell WriteNewRecordKeepingWorkingSpace,
during model initialization (to the processor
containing the DataBaseManager responsible for the
file in question), and

(9) To the cell BulkUpdate (to the processor containing
the DataBaseManager responsible for the file in
question).

Then the following will be true;

There will be no interprocessor access ¢to Shared
Working Spaces or to files of type other than
DirectoryNotNodeled,

The VIP need to detect and arrange only the migrations
listed in (a) through (g),

The 1local VIP in each processor need know only the
following information about what is on other
processors;

(a) Where each Service Natural Plow vas spawred
(synonymous with its home processor),

(b) Where the Ancestral Natural Flowv was spawned,

(c) Where each Prime Source Natural Plow was spawvned
(required only during the Model 1Initialization
Phase, and only by the processor holding the
Ancestral Natural Plow), and

(d) Where the target cells for the migrations listed in
(a) through (g) reside.



5.5.3.2 Pile Access

Irterprocessor file access will be avoided if the
DataBaseManager nominated as responsible for each file is
rlaced on the same processor as the file, and if the
DataBaseNanager Natural FPlows do not migrate. This does not
apply to files of the type DirectoryNotNodeled.

5.5.3.3 Access to Shared Working Space

The VIP will avoid interprocessor access to Shared Working
Space if: '

e PBach Service Natural PFlowv avaits Prods on its honme
processor, with its Shared Working Space, if any, and
all the inner set cells present on that processor.

e There is only migration as defined in paragraph 5.5.3.1
and:

(a) To the 8 Data Base Management Reception Desk Cells
for normal operations, with the target cell
selected by fileID to cause mnmigration to the
processor containing the DataBaseManager
responsible for the €file to be accessed (does not
apply to files of the type DirectoryNotModeled).

(b) To the cells StartBatchRead and EndOfBatchRead,
vith the target cell selected by fileID to cause
migration to a processor containing a
DataBaseManager that is identified as the Local
Bulk Update Manager for that file on that
processor.

(c) To the cell MakelegalfAnalysisRecording, with the
target cell selected to cause migration to any
processor containing a Legalf&AnalysisDriver
provided that this Legal&AnalysisDriver vas
identified to the Government for use on that
processor.

(d) To the cell MessageToScreen, with the ¢target cell
selected to cause migration to the processor that
contains the copy of MNessage Management that was
identified to the Government as associated with the
client in question.

5.5.3.4 Return_links to_processors
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In various situations the model quotes a ProcessorlID to the
VIP.
following conditions:

The processor quoted will be relevant under the

When a Temporary Natural Flow is spawned, <the VIP
plants a ProcessorlID in its DedicatedWorkingSpace, and

(a) If this is the processor on which its parent issued
the VSR,

(b) the parent never migrates except at a BigGoTo and a
ReturnPromBigGoTo, and

(c) at a ReturnFromBigGoTo the parent alvays returns to
the processor from which it came,

then the processor quoted with the offspring's Prod
VSR will be that on which the parent awaits Prods from
its offspring.

When the VIP conveys a Prod from a prodder ¢to a
proddee, it passes a ProcessorlID to the proddee. If
this is +the ID of the processor on vwhich the prodder
issued the Prod VSR, ¢then it can be used as the
destination for the reflected signal from the proddee
to the prodder provided that the prodder behaves as in
(b) immediately above (the "reflected signal" feature
is introduced in paragraph 6.11).

When a client Prods a Service Natural Flow, the VIP
passes a ProcessorID to the latter. 1In some cases, the
Service Natural Flow answers with a return Prod to che
client. If it does, it quotes with the return Prod the
ProcessorID that the VIP provided on the first of the
two Prods. The original prodder will still be on the
processor vhere it issued the Prod.

At a BigGoTo, ¢the VIP returns a ProcessorlID to the
Natural Plow. The Natural Plow will gquote this same ID
at the ReturnFromBigGoTo.

5.6 REFINEMENTS
. 5.6.1 Pruning Cells

The mapping described so far maps sets of cells; for some
Punctional Areas a set of inner set cells only and, for some
FPunctional Areas, a set of outer set and a set of inner set

cells.
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The mapping can novw be refined by looking within each set
and deciding which cells of the set are really needed. This
is done by a case-by-case study of each Functional Area.
Section 6 should help.

An example will illustrate what can be achieved. Suppose
Processor #1 contains only the Specialist and DOAT
Punctional Areas, plus a copy of Data Base Management.
During ¢the Measured Period, the latter is present to
organize ReadRecord and WriteRecord on 6 files. If these 6
files are of the type FixedInformationDirectory, then the 2
operations between them only require 8 relatively small Data
Base Management cells out of a total of 30 cells in Data
Base Management.

5.6.2 Packaging Into Hodules

The vendor can opt for multicell modules, each with any
combination of cells packaged into them. Whether this is
useful will depend on the system that is proposed.

To decide what combinations of cells would be useful to have
together in the same modules, the model should be studied at
the cell level.

S.7 _TRIAL MAPPING

The Government translation from Modeling Language to HOL is
guided by various preset values, some of which are vendor
options. An example is a table that gives the
DataBaseManager responsible for each file. Section 7
describes the options.

The vendor's choice of mapping is built into the HOL version
of the model that the Government brings for the official
benchmark demonstration. It can also be built into versions
that are used for testing purposes, but the vendor may not
know in advance exactly wvhat mapping is best. PFor the
option settings that are not obvious in advance, the vendor
should proceed as follows:

e Family sizes can only be built-in. Therefore, select
large enough families ¢to cover all the cases to be
tried. If in any omne run, an unvanted member of a
family remains unused, the only penalty is a slight
increase in VIP adminis*ration overhead.
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e In most cases, the vendor option can be made HOL
editable. This works a': follows. Select a character
string to represent the value, or accept the default
character string. In the HOL code this character
string will appear vherever the value should have
appeared. An automatic editor can change all
occurrences of this character string to wvhatever value
is desired next.

e In other cases, it can be arranged that the values are
controllable by ¢the VIP at run time. These are the
Dynamic Options.

6. INDIVIDUAL FUNCTIONAL AREAS

6.1 GENERAL

The description of the model given so far is sufficient for
a gross level of mapping. For some vendors this may indeed
be sufficient. Por a finer 1level of mapping, and for
integration, one may need to understand the model in more
detail. The best way to do this is to study the Modeling
Language listing. This section is an introduction ¢to the
internal structure of each functional area.

Anyone studying the model in detail may want to know the
scope of the variables encountered. All the variables named
in the HNodeling lLanguage listing of the model are held in
Working Spaces. Each variable belongs to one of three
types, as follows.

(1) If it is declared to be local at the head of the cell,
it is local ¢to the cell and to the Na*tural Flow. It
is held in a dynamic stack in AdminArea.

(2) If it is in a Shared Working Space, it is available to
any Natural Plow that is currently accessing that
Shared Working Space. All variables of this +ype are
identified in the Modeling Language listing contained
in Appendix C.

(3) In all other cases, the variable is available to the
cells used by the WNatural Plow, bdbut it is 1local to
tha+t Natural Flow. It is only available when the
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Working Space that holds it is accessible. These
variables are listed in Table 13.

The constants used in the model are either single items or
table items. Those tables in each cell that are indexed by
run time variables are listed in the IncludeTables directive
at the head of the cell.

6.2 TOP LEVEL

The Top Level Functional Area has:
e One Natural Flow (the AncestralNaturalPlow).
e Three cells (one for each phase of the Benchmark).

e No files or Shared Working Space.

In the first cell, the AncestralNaturalFlow spawns the other
Permanent Natural Plows, then coordinates the initialization
of the model. 1Initialization follows this sequence:

(1) Bach Natural Plow does its private initializatiom,
that is, initialization that does not depend on that
of any other Natural Flow. 1In particular, each Data
Base Manager initializes directories for the files
under its control.

(2) The Scheduler initializes the scheduling file.

(3) RPach Specialist and each DUAT Natural Flow initializes
the data base records that describe the condi*ion of
its terminal.

(8) The AWPLink Input Driver Natural Plovw reads
initializa*ion messages from the load tape, executes
*the various parameter driven initializations, then
issues the first output VSR from the model. This
output is the signal for VIP and benchasark driver to
synchronize the start of the Measured Period.

In the second cell, the AncestralNaturalFlow waits for the
Termination Phase.

In the +*hird cell, the AncestralNaturalPlow coordinates
termination in the following sequence:
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(1) It waits for end of benchmark signals from all Prime
Source Natural Flows.

(2) It signals the Output Driver WNatural Flows +o empty
their spools, then wvaits for them to do so.

(3) Similarly then with the Legal&AnalysisDriver Natural
Flovs.

(4) It makes the final exit to the VIP.

6.3 SPECTALIST INTERFACE

The Specialist Interface FPunctional Area has:
e Ninety-one Natural Flows (the family of specialists).
e Twenty-four cells, grouped as follows;

1 initialization cell,

4 outer loop cells,

17 "Do 1it"™ cells (1 per Specialist Input Type),
and

2 supporting cells.

e Three families of files, such that each family has one
record per terminal;

TerminalRecordFfile, and
CurrentPlightPlanPile
RouteRecordFile.

e No Shared Working Space.

A simplified flow of control within the Punctional Area, for
each Specialist, has already been seen in Pigure 2. To this
add the following:

e The output is performed by three cells;
SpecialistFormattedOutput,
SpecialistFreeTextOutput, and
SpecialistVWeatherDisplay;

and on any one occasion, one of them is used.

e If the vendor opts for Temporary Natural Flows for

veather reirieval, *hen +his retrieval has to be

coordinated with subsequent messages arriving from the
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terminal. Two outer set cells of Weather Management
are available for this purpose, and are called at
appropriate times;

(a) EnsureEnoughWeatherToDisplay is called by the
specialist cell SpecialistWeatherDisplay.

(b) StopTheRetrieval is called by the specialist
cell SpecialistInput.

The resulting flow of control within the Specialist
Interface Cells is shown in FPigure 16. The overall flow of
control for each Input Type is showvwn in Pigures 17 to 24.
Por wvhat happens when the Specialist Natural Flows enter the
cells of another Functional Area, see the description of
that Punctional Area.

6.8 DUAT INTERFACE

The DUAT Interface Functional Area has:
e Forty Natural Flows (the family of DUATs).
e Twenty cells, grouped as follows:

1 initialization cell

3 outer loop cells

14 "Do it" cells, 1 per DUAT input type
2 supporting cells.

e Three families of files, such that each member has omne
record per terminal;

DUATTerminalRecordFile
DUATCurrentFPlightPlanFile
DUATRounteRecordFile.

[ ]

No Shared Working Space.

The pattern of flow is similar to that for specialists. The
functions performed are a copy of a subset of those for
specialists. Figure 25 shows the pattern of flow within the
DUAT Interface cells, and Figures 26 +to 32 show the overall
pattern of flow for the individual message types. For what
happens vhen *he Natural Flows enter the cells of another
Punctional Area, see +*he description of that Functional
Area.
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6.5 RADAR MANAGEMENT

The Radar Management Punctional Area has:
e One Natural FPlow; the RadarManager.
e Two cells;

T initialization cell
1 run time cell.

e One file, the RadarPile.

e No Shared Working Space.
In the real application, an output from the computer
solicite radar input. This is modeled by reversing the 1,0,
A scenario input message models the radar input, vhile the
direct response to that input modele the requeast for radar.

uoqondnrr reaponses model the Aistribution of radar
information to the APHAS,

Plgure 33 ahows the avevall Flov of aantyal  for  vaday
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Pt Yoagieal pageg
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e No files.

e No Shared Working Space.

During the Model TInitialization Phase, initialization
messages arrive on the AWP logical port. The InputDriver
for the AWP logical port responds to these messages. 1Its
pattern of flow is similar to that of other Prime Source
Natural Flows except that it gives no response to any but
the 1last message. This last message is of the type
EndofInitialization; and the response to it is a signal to
the VIP (and hence ¢to the benchmark driver also) to
synchronize internal clocks for the Measured Period which
nov begins.

The following Functional Areas are called by the 1Input
Driver for AWP, from the cell InitializeInputDriving;

Flight Plan Management
Time Management
Data Base Management.

t

Figures 34 to 36 shows the overall flow of control for the
AWPLink Input Driver during the Model Initialization Phase.

During the Measured Period the work of reading the input and
of doing what has to be done is apportioned between two
Natural Plows per logical port, for the following reason.
Unlike input from specialist and DUAT terminals, the input
from NADIN is not specified to wait for a response from the
previous input. Hence, it can arrive before the previous
input has been dealt with. The arrangement that has been
modeled allows the Driver to stack up a queue of inputs for
the Distributor to attend to.

The following Punctional Areas are called by the Inpat
Distributors from the cell CallRecipient;

legal & Analysis Recording
Flight Plan Management
Weather Management

Message Management

Common Service Output.

Figures 37 and 38 shov the flow of control within the cells
of the Functional Area, during the Measured Period, for the
cases with and without temporary spawning. Figures 39 to 43
show the overall €low of control for the various Input Types
that arrive during the Measured Period. For wvhat happens
vhen they are in another Functional Area, see the

-57-



description of that Functional Area.

6.7 _TINE MANAGEMENT

The Time Management Punctional Area is both Prime Source and
Service. On the service side it has:

e One Natural Flow, the Scheduler.
e Six cells, grouped as follows;

1 initialization cell
2 run time cells
(used by the Scheduler)

2 outer set Reception Desk Cells

1 outer set Reception Desk Cell used during
initialization.

e One file, the SchedulingFile.

e One Shared Working Space.

The Scheduler accepts updates +to the SchedulingFile, that
is, additions *o and deletions from the list of scheduled
events, and maintains a digest of the file in the Shared
Working Space. The content of the Shared Working Space is
described in the Modeling Language listing.

The main work is done by the Scheduler Natural Flow, which
cycles in the cell RunTimeScheduling, waiting for clients to
Prod it from +the Reception Desk Cells. The 1left hand side
of Pigure 44 depicts the flow of control.

The algorithm for placing and finding entries in *he file is
as follows. Record number n is calculated as a function of
the schedule time for the event. If record n does not
contain an empty slot (wvhen scheduling) or the required
entry (vhen cancelling), then records n+1, n+2, ... (with
end-around carry at the end of the file) are searched in
turn.

On +he Prime Source side there are:

e One Natural Flow, the TimeManager.
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e Pive cells, grouped as follows, all used by the Time
Managers;

1 initialization cell
3 run time cells
1 cell used during the Model Termination Phase.

e No files.

e No Shared Working Space.

The TimeManager has a basic cycle activated once a second by
the VSR SuspendNe. On each cycle, it inspects the
Scheduler's SharedWorkingSpace. If the 1latter indicates
that a scheduled event is due, it reads the Scheduling Pile
and picks frome it a directive for action. Like <the other
Prime Source Natural Flows, it makes procedure calls ¢to
other PFunctional Areas ¢to perform vhatever is needed.
Finally, it Prods the Scheduler to delete that item from the
file.

The right hand side of Figure 44 depicts the flow of control
within the Functional Area. Figures 45 to 47 show the
overall flow of control for the ¢three scheduled messages
during the Measured Period. To find out wvhat happens in
each of the other Functional Areas, see the description of
that Puncticnal Area.

One of the 1initialization messages that arrives on the AWP
logical port during the Model 1Initialization Phase is the
message Schedule®ndofScheduling. The response is to
schedule the action StopDoingScheduleActions. The scheduled
action is to Prod the Ancestral Natural Flow, then stop with
an AwaitProd VSR that is never satisfied.

6.8 GRAPHICS MANAGEMENT

The Graphics Management Punctional Area has:
e No Natural Flows, or Shared Working Space.
e One file, the AFOSGraphicsFile.

e One inner se* Reception Desk Cell.

The cell is called by the Input Distributor for *he AWP. The
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input wmodels the receipt of updates ¢to ¢the file. The
graphics cell models the broadcasting of the update to APSSs
and to each DUAT cluster.

6.9 PFLIGHT PLAN MANAGEMENT

The Plight Plan Management Punctional Area has:

No Natural PFlowv.

e Tyelve cells, as follows:;

2 outer set Reception Desk Cells used during
initialization

2 inner set supporting cells used during
initialization

1 inner set Reception Desk Cell used by the Input
Distributors during the Heasured Period

3 inner set Reception Desk Cells used by
Specialists and DUATs

3 inner set Reception Desk Cells scheduled by the
Scheduler for use by the Time Hanager

1 inner set run time suprorting cell.
e One file, the FlightPlanPFile.
e No Shared WorkingSpace.
Internally, the pattern of flow is as follows. Either the
client does ail the work in the Reception Desk Cell, or froa
that cell it calls the supporting cells. Prom these cells,
however, the client calls other functional areas:;
Common Service Output
Time Management

Legal & Analysis Recording
Data Base Management.

6.10 ROUTE _CONVERSION

The Route Conversion Functional Area has:
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e No Permanent Natural PFlow, but three places where the
vendor can opt to have the client spawn Temporary
Natural Flows.

e Seven cells, all inner set, grouped as follows:;

1 Reception Desk Cell, used by specialists and
DUATs

6 Supporting cells.
e Two files:

Airvays&FixesPFile
ReportingLocationsFile.

e No Shared Working Space.

FProm three of the cells, the client calls Data Base
Nanagement. Pigure 88 shows the difference in local flowv of
control generated by any of the options for temporary
spawvning; Figures 49-50 show the flow of control generatea
by election of none (Pigure 849) or all three (Pigure 50) of
the options for temporary spavning within Route Conversion.
(The six other possible permutations of the binary options
24, 25 and 29 are not 1illustrated.) In Figure 48,
synchronous processing is diagrammed on the 1left, and
asynchronous on the right. In the latter case, the invoker
has two loops, the €first executing VSR Spawn, creating
Temporary Natural PFlows, and ¢the second executing VSR
AvaitProd, vhich fields VSR Prod signaling Temporary Natural
Plow completion. In PFigure 49, all ¢three loops contain
procedure calls, as on the left of FPigure 48; in Pigure 50,
all three contain asynchronous processing as on the right of
Pigure 848, and the Awvait Prod 1loops cascade upward after
receiving all +he Prods at each level of Temporary Natural
Plows.

6-11 WEATTER MANAGEMENT

The Weather Management Punctional Area has:

e No Permanent Natural Flows, but <¢two places vwhere the
vendor can opt +o have the client spawvn Temporary
Natural Flows.

e Thirteen cells, grouped as follows;

3 outer set Reception De sk Cells used by
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specialist and DUATs

2 outer set Reception Desk Cells used by <the AWP
InputDistributor

8 inner set supporting cells.

e The Weather Files (listed in Table 7).

@ No Shared Working Space.

Parallel retrieval by Temporary Natural Flows is coordinated
by using some of the features of ¢the Prod VSR. 1 full
description of Prod and AvaitProd is given in Part V. An
overview is given here to help the nmodel mapper understand
vhat is going on.

The model is written so that the parent need not know the
Natural Flow 1ID assigned to its offspring. The offspring
Prods its parent with a Working Space (which is the
retrieved weather report) and a message key which is
meaningful to the parent as an offspring identifier. The
parent dictates to the VIP, in the AvaitProd VSR, vhich key
it currently wishes to receive.

AvaitProd 1is also capable of "reflecting back™ a 1-bit
message vhich means to the offspring, or to the VIP on
behalf of the offspring; "now you can die".

Pigures 51-53 show the flow of control generated by election
of none (FPigure 51), one (Figure 52) or both (Figure 53) of
the options for temporary spawning within Weather
Management. (Election of option 30 necessitates election of
option 26, so there is no fourth permutation.) In Pigure
51, there are two loops, the first by file and the second by
record. In FPigure 52, the first 1loop invokes the second by
a Spawn, and a third loop, initiated by a procedure call
from the client functional area, receives the Prods in order
of display position. In Figure 53, the second loop issues a
Spavn for each read, and a fourth 1loop receives the
resulting Prods in display order, in turn passing Prods to
the third loop.

6.12 HMESSAGE MANAGEHENT

The Message Management FPunctional Area has:
e One family of Natural Plows, the HNessageManagers, of
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optional family size. By default, the size depends on
options taken by the vendor in the Specialist Interface
Functional Area.

e Pour cells, grouped as follows;

1 initialization cell
1 run time cell
(used by the Message Manager)

1 inner set Reception Desk Cell
1 outer set Reception Desk Cell.

e Two families of files with the same family size as for
HessageManager Natural Flows;

HessageFPile (holds the messages theaselves)
TerminalMessagelistFile (administration file)

e One Shared Working Space for each MessageManager
Natural Flow.

The message pool plus administration is repeated with all
copies of Message Management. When a new message is added
to the pool, it is placed in all copies of the pool. If the
vendor follows the suggestions made in paragraph 5.5, then
Hessage NManagement is repeated on all processors vhere there
are specialists. When a Specialist Natural Flow retrieves a
message, the message 1is retrieved from the copy on its
processor.

Nessages are placed in the pool by the MessageManagers. The
messages are retrieved by the client executing in a
Reception Desk Cell. Figure 54 depicts the various patterms
of flow. Data Base Management is called from twvo of the
cells.

6.13 COMMON SERVICE OUTPOT
The Common Service Output Functional Area serves 5 logical
ports (4 NADIN logical ports, plus the printer). It has:

e One family of S Natural Flows, the OutputDrivers, with
one member per logical port.

e PFive Shared Working Spaces, 1 per logical port.
e Pive cells, all inner set, grouped as follows;
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1 initialization cell
1 run time cell
(used by the drivers)
2 run time Reception Desk Cells
1 Reception Desk Cell for Hodel Termination Phase.

e One family of S files, the family of "OutputPile", one
member per logical port.

The Shared Working Space is used for communication between
drivers and clients.

Figure 55 shows the various flows of control. Two of the
run time cells call Data Base Management.

6.18 LEGAL & ANALYSIS RECORDING

The Legal & Analysis Recording FPunctional Area has:

e One optional size family of Natural Flows, the
Legal&AnalysisDrivers.

e One Shared Working Space per Natural Flow.
e Three cells, all inner set, grouped as follovs;
1 initialization cell
1 run time cell
(used by the drivers)
1 Recep*ion Desk Cell.
e No files.
The Shared Working Space holds the buffer of output
messages, plus communication items. Clients add to the
buffer while they are in the Reception Desk Cell. If, in

doing so, they fill i+, they Prod the Driver to empty the
buffer. Pigure 56 depicts the flow of control.

6.15 DATA BASE MANAGENMENT FUNCTIONAL AREA

The Data Base Management Functional Area administers both
normal file manipulations, that is, operations on individual
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records, and the complications arising from Bulk Update
files. The code is broken down into a 1large number of
(mostly) small cells, so that only those that are needed for
a particular situation need be present. Data Base
Management has:

e One optional size family of Natural Flovs, the
DataBaseManagers, intended as 1 for each processor on
vhich files are held.

e Twenty-eight cells, grouped as follows;

1 inner set initialization cell
1 inner set run time cell, for the adminstration
of Bulk update files
(both used by the DataBaseManager Natural
Flows)

12 inner set Reception Desk Cells, grouped as
follows;

1 outer set cell used by the AWP Link
driver during ini+ialization

8 inner set cells used by many clients for
normal file manipulations

3 inner set cells used by clients in
Weather Management for Bulk Update files

7 inner set cells which are GoTo-type extensions
of the Reception Desk Cells

7 inner set supporting cells reached by procedure
calls.

e One Shared Working Space per Natural Flow, that holds a
Master Directory for the files. It is administered by
its patron Natural Flow, and it is also accessed by
clients executing in Reception Desk Cells. The contents
are described in the Modeling Language listing of the
model.

e No files.

Normal file manipulations are handled by the client in the
Reception Desk Cells and ¢their extensions. There is one
Reception Desk Cell per file operation. Each cell chooses
an extension based on file type. Pigure 57 shows the
pattern of flow, and Table 14 lists the cells used by each
combination of operation and file type. Simultaneous
clients are coordinated by *he VIP ¢hrough *heir requests
for sole access “o the Shared Working Space.
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When a client reads individual records from a Bulk Update
file, it wuses the normal facilities provided by Data Base
Nanagement. To find wvhich of the pair of files to read
from, it uses a Reception Desk Cell %o consult the local
Shared Working Space (that is, the Shared Working Space of
the DataBaseManager identified as the LocalBulkUpdateManager
for that file on that processor). At the end of the batch
of reads, it uses a Reception Desk Cell ¢to Prod, if
apgropriate, the Controlling Bulk Update Manager for that
file.

Bach DataBaseManager can be the Controlling Bulk UOpdate
Hanager, or a LocalBulkUpdateNanager, or neither, or both,
for any given Bulk UOpdate file. Bach cycles endlessly
vaiting for Prods to direct it to perform background
maintenance of those files. It expects and deals with four
kinds of directive:

e "] bulk update has been completed™, received from the
AWPLink Distributor executing im <the Reception Desk
Cell that perforams Bulk Updates.

e "How many readers have you currently got for this
file?", received from a Controlling Bulk UOpdate
Manager.

e ™Y currently have n readers of this file", received
from a Local BulkUpdateManager.

e "I have finished a batch of reads from a recently

replaced file (hence possibly it can nov be deleted)"”,
received from a client of Weather Management.

To perform the maintenance, it Kkeeps counts and switches in
the Shared Working Space. These are detailed in the
Modeling Language listing of the model. Figure 58 shows the
patterns of flow that control Bulk Update files.

7. _VENDOR OPTIONS

Pach option has a default value.

Unl=ss otherwvise stated, all options can be requested as HOL
editable, as described in paragraph 5.7. The phrase "Default
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String™ refers to the default character string that will be
used if the option AOL editable is desired, but the choice
of string is not iden*tified.

7.1 _MODEL MAPPING OPTIONS

The vendor is responsible for ensuring that the option
settings are consistent with each other. Each optiomn is
identified with a default value and vhether it 1is HOL
editable.

7.1.1 Specialists

The Specialist Functional Area can be placed on n processors
by dividing the Specialist Natural Plows into n groups. The
3 files will then become 3 families of files, with n members
each;

e TerminalRecordPFile
e RouteRecordFile
e CurrentPlightPlanPile

See the example in paragraph 5.5.1.2.
OPTION 1 Number of groups
A. Not HOL editable

B. Default value = 1

OPTION 2z The allocation of specialists to groups

A. The model mapper is encouraged %o allocate the
specialists in an orderly manner, for example
specialis*s 1 to 30 in group 0, 31 to 60 in Group 1
etc.

B. HOL editable, expressed in 2 tables

(1) The table, TerminalPileIDOffset,
(a) gives the group number (numbering
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starting at 0) for each specialist

(b) default value = 0

(c) default string = "SpA", vhere p is the
logical port number

(d) must be in the range 0 to (n-1),
inclusive, where n is the number of
Specialist groups

(2) The table, "TerminalRecord#",

(a) gives the position (numbering starting at
1) in the group, for each specialist

(b) default value = p

(c) default string = "SpB"
(vhere p is the logical port nuamber)

(d) must be positive, with no 2 Specialists
in the same group having the same value.

(e) the maximum value for each Specialist
Group determines the file lengths for the
group

7.1.2 DUATs

The DUAT Functional Area can be placed on n processors by
dividing the DOUATs into n groups. The 3 files will then
become 3 families of files, with n members each.

e DUATTerminalRecordFile

e DUATRouteRecordFile
e DUATCurrentPlightPlanFile

OPTION 3 Number of groups
A. Not HOL editable
B. Default value = 1

C. HMust be in the range 0 +o (n-1), inclusive, vhere n
is the number of DUAT groups

OPTION 4 The allocation of DUATs %o groups
A. The model mapper is encouraged to allocate the DUATs
in an orderly manner, for example DUATs 1 <to 10 in

group 0, 11 to 20 in group 1, etc.

B. HOL editable, expressed in the same two tables as
for specialists:

(1) The table, TerminalFileIDOffse+,
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(a) gives the group number (numbering
starting at 0) for each DUAT

(b) default value = 0

(c) default string = "$pC", (vhere p is the
logical port number)

(2) The table, TerminalRecord#,

(a) gives the position (numbering starting at
1) in the group, for each DUAT

(b) default value = p

(c) default string = "S$pD"
(vhere p is the logical port number)

(d) must be positive, with no two DUATs in
the same groups having the same value

(e) the maximum value for each DUAT group
determines the file 1lengths for that
group

7.1.3 Hessage Management

OPTION 5 Family size for Message Management
A. The same fanmily size applies to
MessageManager Natural Flows
MessageFile
TerminalMessageListFile

B. Not HOL editable

C. Default value = the number of groups chosen for the
Specialist Punctional Area (paragraph 7.1.1)

OPTION 6 Association of each specialist with a copy of
Message Management

A. This is reflected in the table
SelectedMessageManager, vhich gives, for each
specialist, a membership number (numbering starting
at 1) in the Message Management families

B. Default value = 1 + the value chosen for the table
TerminalFileIDOffset (paragraph
7.1.1)

C. Default string = "$pE", vhere p is the logical port
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number for the specialist
D. This option governs

(1) wvhich MessageManager Natural Flow alerts each
specialist

(2) which Shared Working Space the specialist
Natural Flow will attempt to access

(3) which member of each of the two HNessage
Management file families the specialist will
refer to

E. If the defaults are not accepted for ¢this option,
the VIP will have to handle intelligently the
specialist migrations +to HMessage Management (see
paragraph 5.5.2.5)

F. Must be in the range 1 to n, inclusive, wvhere n is
the family size for Message Nzanagement

7.1.4 Leqal & Analysis Recording

OPTION 7 Family size for LegalfAnalysisRecording
A. Not HOL editable

B. Default value 1

Bach client of LegalfAnalysis Recording adds to a recording
buffer, which is the Shared Working Space of a member of the
family of LegalfAnalysisDriver's. If it finds that it has
filled the buffer, it Prods this same driver to empty it.
The choice of driver is governed by the following table,
wvhich is indexed by the ID (from 1 to 16) of the processor
on which ¢the client fills the buffer. The output of the
table is a Natural Flow number. Numbering for the
LegaltAnalysisDriver family s*tarts at two.

OPTION_8 The *able, Recommendedlegal&AnalysisDriver

A. Default value = 2 (the Natural Flow nuaber of the
first member of the family)

B. Defaul* string = "$pF", where p is the processor
number

C. The VIP is specified +to select the driver
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dynamically if the table value is the negated
Natural Flov number of the first member of the
family (that is, -2)

See the summary at the end of paragraph 5.5.2.7.

7.1.5__Data Base Management

OPTION 9 Family size for Data Base Management

A. Not HOL editable

B. Default value = 1
Bach file, unless it is of type DirectoryNotModeled, is
managed exclusively, for its normal operations, by one
member of the family of Data Base Managers.
OPTIOR 10 The allocation of files to DataBaseManagers

A. This is governed by the table, which is indexed by
File ID, RaturalFPlow#0fDataBaseNanager

B. Must be zero for files of type DirectoryNotModeled

C. Default value = Natural Flow number of the first
member of the family

D. Default string = "$fG", vhere f is the File ID
E. The numbering for DataBaseManager Natural Flows
starts at 2 plus the number of

Legal&AnalysisDriver's

F. Must be zero (for files where this is allowed) or in
the range (2 + L) to (1 + L + D) inclusive, wvhere

L is the number of Legal&AnalysisDrivers
D is the number of DataBaseManagers

G. This table governs which Shared Working Space the
client will attempt to access.

To allow for possible distribution of each Bulk Update file,
a Data Base Manager should be identified for each processor
on which the file is placed, and one of +them must be
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identified as the one in control for that file. Values have
to be supplied for the following two tables, both of which
vield the Natural Flov number of a DataBaseManager. They
require values, vhatever the file type selected for the
files concerned.

OPTION 11 The table, lLocalBulkUpdateManager

A. Gives the recommended nearest LocalBulkUpdateManager
for each combination of processor number (1 to 16)
and pair of Bulk Update files (1 to 9: the fileID
of the first of the pair, see Table 7)

B. Default value = Natural Plow number of first member
of DataBaseManager family of
Natural Flows

C. Default string = "S$p$bH", where

processor number (1 to 16)
Bulk Opdate file pair (1 to 9)

P
b

D. For each pair of BulkUpdatePFiles, considered
separately:

(1) For each relevant processor, must yield the ID
of a DataBaseManager Natural Flow.

(2) For each processor that is not relevant, must
be either zero, or a repeat of amn entry for a
relevant processor.

Where a processor is "relevant" if either or both of
the cells StartBatchRead and/or P®FndOfBatchRead are
executed on that processor for that pair of
BulkUpdatePiles.

OPTION 12 The table, ControllingBulkUpdateManager

A. Gives the controlling DataBaseManager for each pair
of Bulk Opdate files

B. Default value = Natural Flov number of first member
of DataBaseManager family of
Natural Flows

C. Default string = "$£J", where £ is the file ID

D. Must yield a valid ID of a DataBaseManager

See the summary at the end of paragraph 5.5.2.8.
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7.2 HISCELLANEQUS OPTIONS

OPTION_13 The constant, LegalftAnalysisBufferSize
A. Sets the buffer size in characters for Legal &
Analysis Recording. If this differs from the record
size then the VIP or the Operating System will have
to make the necessary arrangements
B. Default value = 300 (characters)
C. Not HOL editable

D. Must be at least 300 characters

NOTES_ABOUT OPTIONRS 14-16

Table 1 of Part V lists Physical Port Numbers which are
primarily for documentation purposes. Distinguish these
from the corresponding Physical Port 1IDs, vhich are
vendor-selected, and which the model gquotes to the VIP. The
Physical Port ID can be any integer vhose
machine-representation yields a bit pattern wvhich is
meaningful in the vendor's systenm.

AFPSS and DUAT Cluster Physical Ports are treated separately
because they are used for high-volume low-priority output
(namely, AFOS graphics and radar information). It will be
seen from Table 1 of Part V ¢that some of them are
constrained *to be identical wvith Physical Ports to
Specialists and DUATs; but they may be given distinguishing
IDs to assis* the VIP's scheduling of output.

OPTION 14 The table, PhysicalPortlD

A. Gives the 1ID of +the physical port, if any,
associated with each Natural Plow.

B. Default value = Physical Port Numbers listed 1in
Table 1 Part V.

C. Default string = "$pK", vhere p is the default value

OPTION 15 The table, AFSSPhysicalPortID
A. Gives Physical Port ID for each of the 11 APSSs.

B. Default value = PhysicalPort Number list in Table 1,
Part V.
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C. Default string = "$al", wvhere a is the AFSS Number
(1 to 11)

D. Must have values that uniquely identify the
appropriate physical port for each APSS

OPTION 16 The table, DUATClusterPhysicalPortID

A. Gives Physical Port ID for each of the five DUAT
clusters.

B. Default value = PhysicalPort Number listed in Table
1, Part V.

C. Default string = "$4dM", wvhere d is the DUATCluster
Number (1 to 5)

D. Must have values that uniquely identify the
appropriate PhysicalPort for each DUATCluster
OPTION 17 The table, FileType
A. Gives the file type selected for each file

B. File types have the following numerical
representations

(1) DirectoryNotHodeled = 1

(2) PixedInformationDirectory = 2
(3) PixedAddressRecords = 3

{4) VariableAddressRecords = 4

C. Default values as followvs
(1) FlightPlanFile: FixedAddressRecords
(2) MessageFile: FixedAddressRecords
(3) TerminalMessagelistFile:

VariableAddressRecords

(#) SchedulingFile: VariableAddressRecords
(5) all others: FixedInformationDirectory

D. Default string = "SfN", wvhere £ = filelID

E. See Table 10 for the restrictions on the choice or

file type
OPTION 18 The constant, #RecordsInSchedulingPile

A. Default value = 75 times SizeOfWorad
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B'

Not HOL editable

OPTION 19 The comstant, SchedulingRecordLength

A.

In characters
Default value = 80
Not HOL editable

The total capacity of the SchedulingFile must be at
least 3000 words. Exceeding this by a factor of two
or more is recommended (see paragraph 6.7).
Narginally better performance might be obtained with
fever and longer records than in the default

OPTION 20 The constant, SizeOfWord

A.

C.

This gives the number of characters in the word size
that is generated by the vendor's HOL compiler, for
computational integers. See paragraph 4.1 of Part
'-

Default value = 2

Not HOL editable

OPTION 21 Module packaging (instructiomns will be provided at
a workshop). One specific constraint is that a cell
containing a BigGoTo cannot be packaged into a module
vith any cell wvhich calls it.

OPTION 22 The constant, RadarSlicelength

A.

B.

C.

This gives the number of characters of the Radar
input data tha+t are processed at one time. Each
Radar input is 29700 characters long. It is
processed in slices. This option controls the
number of characters per slice. Bigger slices mean
fever slices, hence fewer backing store transfers,
but the allocation of mainstore and of address space
may be harder.

DefaultValue = 512

Not HOL editable

OPTION 23 The con*ent, leng*h of “ime slice in milliseconds
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A. This controls the amount of CPU time the model will
simulate before returning to the VIP. If the time
slice expires before the required amount of CPU
resource has been sinulated, the model returns to
the VIP with a TimeSliceOver VSR; vhen the Natural
Plov resumes, it continues with the interrupted
simulation

B. Default value: 10000 (effectively switching time
slicing off)

C. Not HOL editable

OPTION 24 The switch, RadarProcessingByHardware

A. This controls the amount of CPU usage that is
simulated vhen radar data is being processed. If it
is requested to be set, the appropriate hardware
shall be included in the vendor's systenm.

B. Default value: no (that is, by softwvare)

C. Not HOL editable
7.3 DYNANIC OPTIONS

With dynamic options, the model mapper can request a version
of the model which tests the option dynamically, by
inspecting the debugging area in the Dedicated Working
Space. Numbering of words in Dedicated Working Space starts
at one. "Dynamic position", as used in the dynamic options,
refers to the word in Dedicated Working Space in which the
VIP should place the required value, if the dynamic option
is selected.

Some of the options are Yes/No switches. At the HOL level,
Yes = 1 and No = 0.
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OPTION 25 The switch, ConvertingRouteElementsInParallel
A. This governs whether the consecutive elements of a
route of flight are to be processed in series, or in
parallel by Temporary Natural Flows

B. Default value: No (that is, not in parallel)
C. Dynamic position: word 17

OPTION 26 The switch, ConvertinglLegsInParallel

A. This governs whether, within the processing of an
individual route element of a flight, the
consecutive legs shall be processed in series, or in
parallel by Temporary Natural Flows

. B. Default value: no (that is, not in parallel)

C. Dynamic position: word 18

OPTION 27 The switch, ParallelWeatherRetrieval

A. This governs wvhether, during a weather retrieval,
the separate types of weather are retrieved in
series, or in parallel by Temporary Natural Flows

B. Default value: no (that is, not in parallel)

C. Dynamic position: word 19

OPTION 28 The switch, ParallelDistributionOfNADINInput

A. For each NADIN logical port, separately, there is a
meaber of the family of InputDistributor Natural
Plows. This switch governs whether each
Inpu*Distributor performs, in series, the action
required by each input message on that logical port,
or vwhether the InputDistributor spawns Temporary
Natural Flows to perform the actions in parallel

B. Default value: no (that is, not in parallel)

C. Dynamic position: word 20

OPTION 29 The swi*ch, RequestingRouteRecordsSimultaneously

A. This governs whether, within the processing of am
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C.

individual leqg of a route element of a flight, the
scenario directed number of records to be read from
permanent memory are to be requested and processed
in series (not requesting a record until the
previous record has been read and processed) by one
Natural Flow, or in parallel (issuing all read
requests vithout requiring that any such request be
delayed pending the satisfaction of any other
request) by additional Temporary Natural Flows.

Default value: no (that is, not in parallel)

Dynamic position: wvord 23

OPTIOR 30 The switch, RequestingWeatherRecordsSimul taneously

C.

This governs wvhether, within the processing of a
veather retrieval from an individual file, the
scenario directed number of records to be read from
permanent memory are to be requested and processed
in series (not requesting a record until the
previous record has been read and processed) by one
Natural Flow, or in parallel (issuing all read
requests without requiring that any such request be
delayed pending the satisfaction of any other
request) by additional Temporary Natural Plows. 1If
this option is chosen, then ParallelWeatherRetrieval
(OPTION 26) must also be chosen.

Default value: no (that is, not in parallel)

Dynamic position: word 24
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PONCTIONAL ARFEA

1m1.
2.
13.

Top Level

Specialist Iaterface
DUAT Interface

Radar Manageseat
Cossoa-Service Input
Tise Hanagemen®
Graphics

Plight Plam Namagesmeat
Boute Coaversion
Peather Management
Nessage Hanagewment
Common-Service Outpaot
Legal & Analysis Namageseat

Data Base Ranagement

*phase A = Nodel Ini*ifalization Plan
Phase B = HMeasured Period
Phase C = Aodel Termination Phase
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PONCTIQOBAL AREA
1. Top Level
2. Specialis* Interface
3. DUAT Interface
4. Radar Ranagement
5. Comaon-Service Input
6. Tise %anagesen®
7. Graphics Banagemeat
8. FPlight Plan Ranagement
9. BRoute Coaversion
10. Weather Management
11. HRessage Ranagement
12. Comson-Service Outpat
13. LegalfAnalysis Wanagement
14. Data Base Nanagement

*Ninimom of 1 im each case

#special case on its own

TapLE 2

PERSANENT BATORAL PLOUS
SINGL®
on FARILY
BAJE OF BATORAL PLOW EABILY b ¢44
AncestralNaturalPlow S 1
Specialist r 91
DOUAT r L 1]
RadarMasageseat S ]
InputDriver r u
InputDistributor r L]
TiseManager S 1
Scheduler H 1
Ressagefanager r Vendor
Option®
OutputDriver v 5
LegalbAnalysisDriver | 4 Veador
Option®
DataBaseRanager r Yenior
Optione®

PRIAR-
SOURCE
OoR

SERVICE
’

v % w v

-



EONCTIOBAL AREA

Specialist Imterface
(Input)

DOUAT Iaterface
(Input)

Cosmon Service Imput
(Inpa*)

Radar Nanagement
(Inpu*)

Tise Ranagement
(scheduled)

* Tanitializa*ion messajes

TABLE )

INPUT TYPES % SCHEDULED ACTIONS

1NPUT TIPE QB SCHEDULED ACTION

Sisplelnput

PagePorvard

PageBackward

DirectionPinding

Request SendFormat

FlightLlog

®xecutelinkSend

Displayfessage

PriatScrees
StartConversationVithNewPlightPlan
StartConversation¥ithFiledPlight Plan
ResceeCoaversationWithCurrentPlightPlan
RouteDataPorPlightPlan
NoaRouteDataPorPlightPlan
PilePlightPlanProaConversation
Requestieather

StopBenchsark

PUATSimplelInput

DOATPagePorward

DUATPageRackward

ReguestDUATSeadPormat

DUATPlightLog

ExecuteDdNATLinkSend
StartDNATCoaversationWithWevPlightPlam
StartDUOATConversationWithPiledPlightPlan
ResumeDUATConversationWi*hCurren*FlightPlan
RouteDataPorDUATPlightPlan
NonRouteDataPorDUATPlightPlan
FileFPlightPlanProaDUATConversation
ReguestDUATVeather

DNATStopBeachmark

InitializeRescuehler®s®
PlightPlasProsAnotherCouputer
IndividualUpdateFroadAdP
AourlyOpdateProsANP
APOSGraphicsProsAlP
Acknovledgemen*ProsAno*herCompater
SailMessage
InitializePlightPlanDeletions®
Scheduleladofscheduling®
StandardInitializationOfriles®
EndOfTnitialization®
EedOofBenchmark

OpdateRadacPiles
RadarS*opBeachsark

Star*RescueOperations
peletePlightPlan
TransaitPlijhtPlan )
StopDoingS cheduledActions
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NAME

DedicatedWorkingSpace
AdminArea

SmallInputArea
WorkArea 1

WorkArea 2

RecordArea

DirectoryArea

BiglOArea

TABLE 4

PRIVATE WORKING SPACES

LENGTH

14 words*

60 words*

Up to 200 characters
Up to 500 characters

Up to 5000 characters

Up to maximum record length
(4096 characters)

Directory size is n words¥,
where n is the number of
records in the file, excluding
directory; up to a maximum
directory size of 1374 or
#SchedulingRecords words,
whichever is greatest (but the
VIP specifications allow for
accessing only a part of
directory during the measured
period)

29700 characters for Radar
Managers; otherwise maximum
of 8000 characters

COMMENT

Held for life of Natural Flow

Held for all but dormant periods in life
of Natural Flow (e.g., released by
Specialist Natural Flow when awaiting
input from terminal)

Short lived

Held for duration of any non-trivial
activity

Short periods as required

For holding records from, or being
prepared for, the data base (for as long
as record is being used). Not used for
Radar File

For holding modeled directory of a file
(usually very short period)

. This is the only Work Space that can
increase in size after it has been acquired

*A word is the size of an integer as compiled by the vendor's HOL compiler, with a minimum size

capable of holding numbers in the range -32767 to +32767.
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TABLE 5

SHARED WORKING SPACES

FUNCTIONAL AREA "PATRON" NATURAL FLOW(S) LENGTH

Message Management MessageManager 128 Words

Common Service Output OutputDrivers 8* SizeOfWord
Time Management Scheduler SizeOfWord*(3+2*

Legal & Analysis Management Legal&AnalysisDriver

Data Base Management DataBaseManagers

{#Scheduling records
(a vendor option))

2% SizeOfWord+
Legal&AnalysisBufferSize

SizeOfWord*(2*{#0fFiles#
+4*#0fBulkUpdateFilePairs)

—— ——

ZUsed also by clients while executing in the cells of that Functional Area.

*Multiply
#Function of vendor options, default = 45.

USED ALSO BY

%
%

Time Manager

%
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File Name

HourlyWeatherObservationsFile 1%
HourlyWeatherObservationsFile 2*
HourlyWeatherObservationsFile 3*
FGFile*
TWEBRouteForecastFileExpanded*
TWEBRouteForecastFileUnexpanded*
FTFileExpanded*®

FTFileUnexpanded®

SDFile*
TWEBRouteSynopsisFileExpanded*
TWEBRouteSynopsisFileUnexpanded*®
NOTAMF1i leExpanded

NOTAMFileUnexpanded

WHFi leExpanded

WHFileUnexpanded

FAFileExpanded

FAFileUnexpanded

MilitaryOpsFile

PIREPFileExpanded

PIREPFileUnexpanded

ATCCCFile
HourlyWeatherObservationsAlternate 1#*
HourlyWeatherObservationsAltemate 2#%
HourlyWeatherObservationsAlternate 3*
FGAlternateFile*
TWEBRouteForecastAlternateExpanded*
TWEBRouteForecastAlternateUnexpandeds
FTAlternateFileExpanded®
FTAlternateFileUnexpanded*®
SDAlternateFile*
TWEBRouteSynopsisAlternateExpanded®
TWEBRouteSynopsisAlternateUnexpanded#®

#*Bulk update files
**Excludes the directory

TABLE 7
WEATHER FILES

1

VBNV WN

10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
k3§
32

Number of
Records#*#

1374
1374
1374
190
400
400
690
690
136
23
23
1300
1300
6

6

11
11
650
1300
1300
5
1374
1374
1376
190
400
400
690
690
136
23
23

¢¥Default value; applies if optional family sizes are set to 1

#**These lengths do not apply to the directory.

space #7 in Table 4.

85

Record
Length###

256
256
256
512
512
256
256
128
200
1480
512
160

1200
600
3600
1800
128
300
150
450
256
256
256
512
512
256
256
128
200
1480
512

For directory length, see private working



TABLE 8
POTENTIAL PERMANENT MEMORY OPERATIONS

File Type Fixed Pixed Variable
Information Address Address
|Operation Directory Recorxds Records
Write New Read D Read D Acquire R
Record Write R Write R Write R
Write D Write D Read D
Write D
Write Read D Read D Acquire R
Record Write R Write R Write R
| Read D
Write Record -—— Read D Write D
& Unlock It Write R Release R
Write D
Read Record Read D Read D Read D
/ Read R Read R Read R
Read Record - Read D Read D
For Updating Write D Write D
Read R Read R
Delete Record -— Read D Read D
Write D Write D
Release R Release R
(Unless (Unless
"Pretend "Pretend
Delete") Delete")
Legend D = Directory
R = Record
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TABLE 9

DATA BASE OPERATIONS ON EACH FILE

(MEASURED PERIOD ONLY)

FILES

OPERATIONS

Weather Files

WR, RR and Bulk Update

TerminalFiles RR, WR

RouteRecordFile

CurrentFlightPlanFile

TerminalRecordFile

DUATRouteRecordFile

CurrentDUATFlightPlanFile

DUATTerminalRecordFile
RadarFile WR
SchedulingFile RR, WR
| AFOSGraphics WR
FlightPlanFile RRU, WRU, DR, RR, WNR
Airways&Fixes RR
ReportinglLocationsFile - RR
MessageFile RR, DR, WR
.MessageTerminalListFile RR, RRU, WRU
OutputFile WR, RR

Key:

RR = Read Record

WR = Write Record

RRU = Read Record For Updating
WRU = Write Record & Unlock It
DR = Delete Record

WNR = Write New Record
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TABLE 10

RESTRICTION ON CHOICE OF FILE TYPE

FILE NAME® RESTRICTION
FlightPlanFile Must Be FixedAddressRecords
MessageFile(s) or VariableAddressRecords
TerminalMessageListFile(s) Must be VariableAddressRecords|
SchedulingFile(s)

* Restrictions apply to these file types only.
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TR ————————

TARRR 1)
ERRER-SET-CELLS BT FURCTIONAL AREA
CICE ID  CHRLRL BANE COPE _SIZE
TOP LEVEL PORCTIOBAL ARED
(im ‘code uanits)
T InitializeBencheark -
70 seachsactkivaTise -
7" SrapUpbeacheark =
SRECIAL 137 PORCTIONAL ARED
72 InitializeSpecialist -
3 SpecialistTapet 60
70 SpecialistPorsattedOutput 80
L4 ] SpecialistPreeTextOutpat a0
76 SpecialistVeatherDisplay L1
39 Sisplelaput 6
(3 PageBactward 6
a0 PagePorvard 6
°2 directioaPinding 6
L} ] tequestSeadPoraat 6
[ PlightLog 2%9
L -] ExecutelinkSend "
[ 13 displayfessage 10
[ }} PriatsScreea 172
[} StartCoaversatiocafithSevPlightPlan 50
(1] StartCoaversatioa®ithPiledrlightPlan 15
50 RessseCoaversatioaPithCurrentPlightPlan 1M
S0 RosteDataPorPlightPlan 10
52 BoaBouteDataPorPlightPlan 70
53 PilePlightPlaaProsConversation 20
b1} Requestieather 10
s StaopBencheark -
” orgaaizePlightPlanPorsat 20
70 UpdateTersinalecord 1
Set Sub Total 713
DOAT POSCTIONAL AREA
79 InitializeDUAY =
a0 DUATIaput 60
81 DUATHorsalOutpet 40
02 DUATReatherDisplay 8)
56 PEATSinplelnput 6
[ 1] DEATPageBackvard 5
57 0UATPagePorvacd 6
59 fequestDUATSendPorsat 6
0 BUATPlightLlog 250
61 SzecateDUATLink Send AR
62 StartDUATConversatioanWithNewPlightPlan 50
(3] StartDIATCoaversationVithPiledPlightPlan 15
(1] tesuneDUATCOaversationNithCurrentPlightPlan "

&9

R

T ————0 o



(1]
66
67
(1]
69
83
1]

8s
86

b2l
38
100
101
102
103

106
107
108
118
27

109
"0
m

26
28
23

29
a7

TABLE 11 (CONTD)

RouteDataPorDUATPlightPlan
RoaRouteDataPor DUATPLightPlan
PilePlightPlanProaDUATCoaversation
RegquestDUATReather
DUATStopBencheark
OrganizeDUATPlightPlanformat
UpdateDUATTersinalPecord

Set Sub Total

BADAR NAWAGENENT FUBRCYIONAL ARER

InitializeRadarfanagesent
RuaTiseRadarfanagensent
Set Seb Total

COnnon SERVICE IVPUT PONCTIONAL AREA

InitializeInputdriving
Endofinitialization
RuaTiselnputiriving
InitlieliselnputDistribution
fenTiseInputDistribution
Callbecipient

Set Sub Total

InitializeTisefanagenent
RunTiseTineNanagenent
InitiateScheduledEvent
OueSecondRoutine
StopboingScheduledictions
InitializeScheduling
ReaTiseScheduling
UpdateSharedVorkingSpace

Set Sub Total

GRAPRICS PORCTIOWAL ARED
APOSGraphicsProsAWP

ZLIGET PLAP SADAGRUEUT FUFCTIONAL AREA

InitializeRescuellerts
IaitializerlightPlanDeletion
TraessitPligh®Plan
StactRescueOperations
DeletePlightPlan
GetrlightPlaaPorUpdating
PileThisPlightPlan
PlightPlanProsinotherConputer
DealWithflightPlan
InitializeRescuellertsPtll
InitializePlightPlanDeletionPeIl
GetPlightPlanReadOnly

Set Seb Total

an

10
70
20
10
20

195
685

100
100

20
12
62

12

L}

13
50

07

120

mn
15
10

19

10
120

299



TABLE 11 (CONTD)

ROUTE CONVERSION FUNCTIONAL ARFA

7 ConvertRoute 245
88 RouteEiementsInParallel 30
89 ConvertElement 320
90 LegsInParallel 30
91 Convertleg 290
135 RequestRouteRecordSimultaneously 30
136 RequestRouteRecordSerially 30
Set Sub Total 975
WEATHER MANAGEMENT FUNCTIONAL AREA
95 GetIndividualWeatherInParallel 25
96 GetIndividualWeather 230
133 WindRetrieval 205
134 WindComputations 275
8 GetIndividualWeatherInSeries 25
137 NigestWeatherRecord 20
1138 RequestWeathe rRecordSimultaneously 20
139 RequestWeathe rRecordSerially 20
Set Sub Total 820
MESSACE POOL MANAGEMENT FUNCTIONAL AREA
9 MessageToScreen 20
97 InitializeMessageManagement &
98 RunTimeMessageManagement 215
Set Sub Total 235
COMMON-SERVICE OUTPUT
10 OrganizeQutput 35
33 Acknowledgement FromAnothe rComputer 15
11 DrainSpool -
104 InitializeOutputDriving -
105 RunTimeOutputDriving 45
Set Sub Total 95
LECAL & ANALYSIS ACCOUNTINC
12 MakeLegal&AnalysisRecording 30
115 Initializelegal&Analysishriving =
116 Legal&AnalysisDriving 25
Set Sub Total 55
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43

14
13
16
15
17
18
19
20
21
22
23
118
119
120
121
122
123
124
117
125
132
126
127
128
129
130
131

TABLE 11 (CONC)
DATA BASE MANAGEMENT

WriteNewRecordKeepingWorkingSpace
WriteNewRecord
WriteRecordKeepingWorkingSpace
WriteRecord
WriteRecord&UnlockIt
ReadRecord
ReadRecordForUpdating
DeleteRecord
BulkUpdate
StartBatchRead
EndOfBatchRead
WriteRecordDirect
WriteRecordSimpleCase
WriteRecordé&Directory
WriteVariableAddressRecord
ReadRecordDirect
ReadRecordSimpleCase
ReadRecordHoldingDirectory
InitializeDataBaseManagement
DataBaseRunTime
TestlfReadyToDelete
ReverseBulkUpdateSwitch
GetSpacelDForRecord
GetLockedDirectoryUpdateEntry&GetSpacelD
WriteDirectory&UnlockIt
Finding&UpdateRecordEntry
CollectFileStatistics

Set Sub Total



TABLE 12
OUTER SET CELLS BY FUNCTIONAL AREA

CELL ID CELL NAME CODE SIZE
(in Code Units)
TIME MANAGEMENT FUNCTIONAL AREA (Service Half)

112 Schedule 8
113 Unschedule 7
36 ScheduleEndOfScheduling o
Set Sub Total 15

WEATHER MANAGEMENT FUNCTIONAL AREA

92 StartWeatherRetrieval 45
93 EnsureEnoughWeatherToDisplay 20
9% StopTheRetrieval 25
30 IndividualUpdateFromAWP 120
31 HourlyUpdateFromAWP 25

Set Sub Total 235

MESSAGE-POOL MANAGEMENT FUNCTIONAL AREA
34 MailMessage 10
DATA-BASE MANAGEMENT FUNCTIONAL AREA

37 StandardInitializationOfFiles -

Note: Code size shown only for cells used during the Measured
Period.



TABLE 13
Non _Local VYarjables Used in the Nodel

Used by Specialist & DUAT Natugal Plows

Peplylength (exists for short periods only)
deatherRecordCounthown

NextPayeStart

LocalFileIDOf fset

l.ocalFileRecord#

PreviousFlight2lan#
RecordedFlightPlane
ScenarioDirectedRecipient
ScenarioDirectecilessagelength
UpperHalfOofParameter
ScenarioDirectedPrintlength
ScenarioDirecteddessageRecordis
ScenarioDirectedfessagelistiecord?
ScenarioDirectedTimeToDelete?
ScenariobDirected#legsTol.og
ScenarioDirectedWeatherRecordStarter
ScenarioDirectedWeatherPecordincresent
ScenarioDirected#BRecords (a run-time array of size 10)
UpperHalfOofParameter
ScenarioDirectcdPlightPlan®
FlightPlanTobelUpdated
UpperHalfOfParameter
ScenarioDirectedFligutPlant
ScenarioDirectedDataBaseStatusOfFlightPlan
ScenariodirectedFPScheduledAction
ScenarioDirectedPlightPlanScheduleTiae
ScenarioDirectedTranssitNow?
ScenarioDirectedPlightPlanDestination
ScenarioDirected#®rRouteZlements
ScenarioDirecteldirvaysiPixesFecord
ScenarioDirectedAirvaysEFixesFecord
ScenarioDirectedAirvaysEFixesOffsat
ScenarioDirected®legsPerEleaent
ScenarioDirectedFirstlocatiunsRecord
ScenarioDirectedlocationsOfiset
ScenarioDirected#ReccrdsPerleg
ScenarioDirectedi#locationsPerkecori
ScenarioDirectedloqgicalPorts
ScenarioDirectedSequenced
ScenarioDirectedInputType
ScenarioDirecteddessageldentifier
ScenarioDiirectedReplylLengta
ScenarioDirectedInputlengta

Used by clients of FLIGAT PLAHd MANAGEMZNT

OrigjinalPort# e
Recordeddistination
RecordedScuelulediction
RecordedScheduleTine
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TABLE 13 (cont'd)

Used by 3ESSAGE MANAGERS

ThisNRanager
MessageFilelD
TerminalMessagelistFilelID

Used by INPUT DRIVERS

Record#
InitializationOver
#InputsSoFar

Used by INPUT DISTSIBUTORS

®
Total#0fInputsReceived
BenchmarkOver
#UnfinishedInputs
InpatCoordinationCode
originatingPort#
CocrespondingOutputRoute
ScenarioDirectedMessageRecords
UnusedScenarioParameter
ScenarioDirecteddessagelistStarter
ScenarioDirectedMessagelistincrement
ScenarioDirectedFirstMessageRecciver
ScenarioDirectedMessageReceiverIncrement
ScenarioDirectedfeatherFilelD
ScenariodirectedveatherlpdateAction
ScenarioDirectedWeatherRecord#
ScenarioDirectedAFOSRecord#®
HOLArray ScenarioDirectedInitialTime size 10
ScenarioDirectedFilelID
Verification
SecondUpperHdalf
ScerarioDirected#BulkUpdatenecords
TairdUpperHalf
ScenarioDirectedStartlRecoris
UpperHalfofParameter
ScenarioDirectedTimeToStop
ScenarioDirectedLogical?octs
ScenarioDirectedSequence#
ScenarioDirectedlnputType
ScenarioDirectedMessageldentilier
ScenariobirectedReplylen; tt
ScenarioDirectedInpntlengti

FilesForThisSnool
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MODEL

3 PHASES of execution 14 FUNCTIONAL AREAS
(4 types of component)
CEL| NATURAL FLOWS WORKING SPACES FILES (Permanent Memory)
L 5

\\

INNERSET entry point may bea ™ PRIVATE SHARED composed of RECORDS

or
OUTER-SET MIGRATION-POINT

may be BULK-UPDATE
mey be s RECEPTION-DESK PRIME-SOURCE
or
SERVICE 1
for Ancestral) 4 FiLe-Types)

PERMANENT sometimes 8 CLIENT
or

TEMPORARY
DIRECTORY NOT MODELLED
FIXED-INFORMATION DIRECTORY
FIXED-ADDRESS RECORDS
VARIA -

FIGURE 1 BLE-ADDRESS RECORDS

TERMS USED TO DESCRIBE THE MODEL




Cells of Specialist Functional Area

Procedure Calls
to other
Functional Areas

LEGEND
= Code of Functional Area

= One-Way Path of Control (“Go To’ Only)

= Two-Way Path of Control (*'Go” and “"Return”)

FIGURE 2
SPECIALIST LOOP
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00T

LEGEND  procedure -

call to Radar
Legal & Analysis Mananerment

Functional Areas

Procedure

Data Base
Management
Functional Area

DUAT
Interface

Specialist
Interface

Route Common
Conversion Service
Output

Weather Message
Retrieval Management

Common
Service AFOS
Input Graphics

i)

Flight Plan
Management Management

Time

FIGURE 3

SPECIALIST: FILE FLIGHT PLAN FROM CONVERSATION



Cells of associated Functional Area

Maybe,
Procedure Calls
to other
Functional Areas

FIGURE 4
A TYPICAL SERVICE NATURAL FLOW
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Procedure-Call
to futher
Functional
Areas

FIGURE 5
CLIENT USING A RECEPTION DESK CELL
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Cells of Service Functional Area

Client —> -

= e Service Natural Flow

LEGEND: ooy - 1-Way Signal {“Prod."”)

Case (a)

Cells of Service Functional Area

Client ———> S

~ == Service Natural Flow

= 2-Way Signal (“Prod.”” & Acknowledging Prod.)

Case (b)

FIGURE 6
CLIENT SIGNALS A SERVICE NATURAL FLOW
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Cells of Service Natural Flow

Client

LEGEND: SWS

&

= == Service Natural Flow

= Shared Working Space
is used by

/
by = Natural Flow accessing it

FIGURE 7
USING A SHARED WORKING SPACE
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Cells of Service Functional Area

A

Outer-Set Inner-Set

A A

W
D -

Client =59 -‘7///,

Service
e Natural
Flow

: Another
Service

Functional
Area

o

Client

LEGEND
= Inner-Set Cells

ﬁ;!j;:; = Quter-Set Cells
>4

r

@ = Migration Point

FIGURE 8
INNER SET AND OUTER SET CELLS
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files

PF1, PF2,

PF3

Prime-Source Functional Area Service Functional Area

Data Base Management Functional Area

FIGURE 9
A SIMPLE EXAMPLE

files
SF1,8F2



L01

files
PF1, PF2,
PF3

Service Functional Area

Prime Source Functional Area

files
SF1,SF2

Data Base Management ®1 Data Base Management #2

q—-——— Processor n‘l——_———-»q —————— Processoraz —— — —D

FIGURE 10
THE SIMPLE EXAMPLE DISTRIBUTED
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Data Base Specialist l
Management #1 Functional Area 1 |

files PF1(1), PF2(1)
PF3(1)

Processor i l

 Processor |

files PF1(2), PF2(2)
PF3(2)

i
|
|
!
W
|
I
/ |
7 |
|
-
Service Functional Area
|
|

FIGURE 11
THE SAME EXAMPLE: PRIME SOURCE = SPECIALISTS DISTRIBUTED

Data Base Specialist
Management 52 Functional Area %2

N ol (o8 S it e

Processor k
S

Data Base
Management 2

files SF1, SF2



601

Data Base Management Prime Service Functional Area Route Conversion # 1
files SF1,SF2
(type "Directory
N not Modelled")
v
»
\
\
\
\
: 3 £ ik \
files PF1, PF2, PF3 \\
VIP decision
copies of files
SF1,SF2
Route Conversion # 2
FIGURE 12

SIMPLE EXAMPLE: SERVICE FUNCTIONAL AREA = ROUTE CONVERSION DISTRIBUTED
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Weather Management
Specialist/DUAT Interface r A~ N

Weather Files
(type 'Directory
Not Modelled’’)

E— < DBv=1
o for Bulk-Update
files only

VIP decision

Inner-Set #1

Fom)
. a— —

processor # 2

Common Service Input

(for Bulk-Update
files only

copy of Weather Files
(type “Directory

/ Inner-Set # 2 Not Modelled"’)
=
technical only I

VIP decision

|

I
I
I

FIGURE 13
DISTRIBUTING WEATHER-MANAGEMENT — (1) NO TEMPORARY SPAWNING
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Weather Management
LA

Weather Files
(type “‘Directory
Not Modelled"’)

—(0en)
: for Bulk-Update
files only

VIP
decision

*
i ~
Inner-Set # 1 emporary Natural

I Flows

\
\ (loop per record)
1

(loop per weather type)

other processor(s)

Common Service Input

—> as Figure 13
for Bulk-Update
files only
copy of Weather Files

Inner-Set #2 (type “'Directory
Not Modelled’’)

FIGURE 14
DISTRIBUTING WEATHER MANAGEMENT — (2) WITH TEMPORARY SPAWNING



| Message Management

Specialist Interface # 1 Al

“Display Message"’

‘ Inner-Setz 1

\ Message Manager # 1
Natural Flow

Common Service Input
. | (lzp}h wavs)
“Mail I
f——l
: Message””

Message Manager & 2
Natural Flow

Specialist Interface & 2

“'Display Message"’

Inner-Set &t 2

|
|
|
|
|
L
|
|
|
|
|
|
|
:
I
|
I

FIGURE 15
DISTRIBUTING MESSAGE MANAGEMENT
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Weather Management
(““Stop the Retrieval”’)

Weather Management
—> (“Ensure Enough Weather

To Display”’)

FIGURE 16
SPECIALIST INTERFACE
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911

Radar Weather Message
Management Retrieval Management

DUAT
Interface

Route
Conversion

SPECIALISTS:

7

Z

Specialist Common-Service AFOS
Interface Input Graphics

Z

Common Flight Plan Time
Service Management Management
Output

FIGURE 17

SIMPLE INPUT/PAGE FORWARD/PAGE BACKWARD/REQUEST SEND FORMAT



y1l

Radar
Management

DUAT
Interface

Route
Conversion

SPECIALISTS:

Weather Message
Retrieval Management

L/

Fl

Specialist Common-Service AFOS
Interface Input Graphics

%

Common Flight Plan Time
Service Management Management
Output

FIGURE 17

SIMPLE INPUT/PAGE FORWARD/PAGE BACKWARD/REQUEST SEND FORMAT



STl

Radar Weather Message
Management Retrieval Management

7

DUAT Specialist Common-Service AFOS
Interface Interface Input Graphics

Route Common Flight Plan Time
Conversion Service Management Management
Output
FIGURE 18

SPECIALISTS: FLIGHT LOG/START CONVERSATION WITH NEW FLIGHT PLAN/RESUME
CONVERSATION WITH CURRENT FLIGHT PLAN/NON ROUTE DATA FOR FLIGHT PLAN



911

DUAT
Interface

Route
Conversion

Radar
Management

Specialist
Interface

Common
Service
Output

SPECIALIST:

Weather
Retrieval

%

Common-Service
Input

N
i

Flight Plan
Management

FIGURE 19
EXECUTE LINK SEND/PRINT SCREEN

Message
Management

Z

AFOS
Graphics

7

Time
Management



Radar Weather Message
Management Retrieval Management

DUAT Specialist Common-Service AFOS
Interface Interface Input Graphics

LTT

Route Common Flight Plan Time

Conversion Service Management Management
Output
FIGURE 20

SPECIALIST: DISPLAY MESSAGE



Radar Weather Message
Management Retrieval Management

%
7

DUAT Specialist Common-Service AFOS
Interface Interface Input Graphics
=((84)

- Eov)

—

0o ‘

Route Common Flight Plan Time
Conversion Service Management Management
Qutput
FIGURE 21

SPECIALIST: ROUTE DATA FOR FLIGHT PLAN



Radar Weather Message
Management Retrieval Management

Z

DUAT Specialist Common-Service AFOS
Interface Interface Input Graphics

611

7

Route Common Flight Plan Time
Conversion Service Management Management
Output
FIGURE 22

SPECIALIST: REQUEST WEATHER



0c1

DUAT
Interface

Route
Conversion

Radar Weather Message
Management Retrieval Management

%

Specialist Common-Service
Interface Input

Common Flight Plan
Service Management
Qutput

FIGURE 23

SPECIALIST: START CONVERSATION WITH FILED FLIGHT PLAN

AFOS
Graphics

%

Time
Management



Radar Weather Message
Management Retrieval Management

DUAT Specialist Common-Service AFOS
Interface Interfacc Input Graphics

121

Route Common Flight Plan Time

Conversion Service Management Management
Output
FIGURE 24

SPECIALIST: FILE FLIGHT PLAN FROM CONVERSATION



FIGURE 25
DUAT INTERFACE
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Radar Weather
Management Retrieval

Message
Management

Z

Specialist Common-Service AFOS
Interface Input

DUAT
Interface

Graphics

BEX

Route Common Flight Plan Time
Conversion Service Management Managerient
Output
FIGURE 26

DUAT: DUAT SIMPLE INPUT/DUAT PAGE FORWARD/DUAT PAGE BACKWARD/REQUEST DUAT
SEND FORMAT




DUAT
Interface

Route
Conversion

Radar Weather Message
Management Retrieval Management

Specialist Common-Service
Interface Input

Common Flight Plan

Service Management
Output
FIGURE 27

DUAT: DUAT FLIGHT LOG/START DUAT CONVERSATION WITH NEW FLIGHT PLAN
RESUME DUAT CONVERSATION WITH CURRENT FLIGHT PLAN
NON ROUTE DATA FOR DUAT FLIGHT PLAN

AFOS
Graphics

Time
Management



Radar Weather
Management

Message
MNanagement

Retrieval

DUAT
Interface

Specialist

Common-Service AFOS
Interface

Input Graphics

Tl

Route

Common Flight Plan Time
Conversion Service Management Management
Output
FIGURE 28

DUAT: EXECUTE DUAT LINK SEND




Radar Weather Message
Management Retrieval Management

7
Z

DUAT Specialist Common-Service
Interface Interface Input

Route Common Flight Plan Time
Conversion Service Management Management
Output
FIGURE 29

DUAT: ROUTE DATA FOR DUAT FLIGHT PLAN



Lel

Radar Weather
Management Retrieval

DUAT Specialist Common-Service
Interface Interface Input

Route Common Flight Plan

Conversion service Management
Output
FIGURE 30

DUAT: REQUEST DUAT WEATHER

Message
Management

/7

AFOS
Graphics

Time
Management



8¢l

DUAT
Interface

Route
Conversion

Radar Weather Message
Management Retrieval Management

_ 3

Specialist Common-Service
Interface Input

Common Flight Plan
Service Management
Output

FIGURE 31

DUAT: START DUAT CONVERSATION WITH FILED FLIGHT PLAN

7

LA ]

AFOS
Graphics

2

Time
Management



Radar Weather Message
Management Retrieval Management

Z

DUAT Specialist Common-Service AFOS
Interface Interface Input Graphics

Route Common Flight Plan Time
Conversion Service Management Management
Output
FIGURE 32

DUAT: FILE FLIGHT PLAN FROM DUAT CONVERSATION



0¢T

DUAT
Interface

Route
Conversion

Radar
Management

=)

Specialist
Interface

Common
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COMMON-SERVICE INPUT: STANDARD INITIALIZATION OF FILES
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APPENDIX A

CALCULATING LOADS

The data in the tables of this Appendix were obtained by
taking measurements with the model running in simulated real
time against loads which are typical of the first two hours
of the load tape. The run was made against 30 minutes of
1986 load (see 3.6 of FAA-E-2683) and the resulting data wvas
normalized to one hour. The model mapper should allow for
the fact that there can be no guarartee that these loads
represent the worst possible conditions. Further, more
comprehensive and up to date data will be supplied at the
vorkshop.

In Tables A-2, A-4 and A-6, the statistics are broken down
by input type. However, the work of the Service Natural
Flows cannot readily be associated with particular messages,
ard is shown as classified by Natural Flow.

For an interpretation of units for data presented in this

Appendix, see paragraph 6.3 of Part II and Appendix D of
Part IV.

A.1__CODE SIZE

Total code size for a processor can be deduced approximately
from the data given in Table 11 and 12, or, for finer
detail, the Modeling Language listing of the model in
Appendix C. For a finer evaluation, or for the distinction
between residence and non-residence (main memory vs. disk),
study the Modeling Language listing and relate to the
mapping and scheduling strategies of the proposed design.

A.2__CPO

Table A-1 shows by Functional Area, taking inner and outer
set cells separately, the simulated CPU requirements. Table
A-2 shows these figures broken down by input +ype.

A.3 WORKING SPACE

Table A-3 was derived by measuremeats with typical loads.

It shows the average amount of Working Space at each
Migration Point and at each return. The statistics reflect
+he alternative method of migration, that is, the method
that uses temporary Spawning. Table A-4 shows these figures
broken down by input *ype.



A.4 PERNANENT MEMORY

Table A-5 was derived by taking measurements with typical
loads. It shows the number of Permanent Memory Reads and
Writes, for records and for directories separately, for each
file. Table A-6 shows this broken down by input type. The
default file types were used, and the statistics do not
distinguish the case wvhere a read is unnecessary because a
copy already exists in main store.



TABLE A-1
SUMMARY OF CPU UNITS BY FUNCTIONAL AREA

FUNCTIONAL AREA CPU UNITS*

SpecialistInterface 2,522,932
DUATInterface 366,990
CommonServiceInput 141,670
TimeManagementInnerSet 6,385,484
TimeManagementQuterSet 23,600
GraphicsManagement 2,760
FlightPlanManagement 243,082
RouteConversion 112,652,000
WeatherManagementInnterSet 91,019,750
WeatherManagementOuterSet 92,208
MessagePoolManagementInnerSet 70,440
MessagePoolManagementOuterSet 480
CommonServiceOutput 275,790
Legal&AnalysisRecording 1,245,780
DataBaseManagement 45,224,098
RadarManagement 435,000

* Run time of approximately 30 minutes, normalized to one hour, against
the 1986 load.




TABLE A-2
CPU UNITS BY INPUT TYPE

- NUMBER OF
FUNCTIONAL AREA/INPUT TYPE CPU UNITS*
SpecialistInterface
SimpleInput 134930
PageForward 812522
PageBackward 110976
DirectionFinding 12500
RequestSendFormat 6750
FlightLog 267200
ExecuteLinkSend 7020
DisplayMessage 198380
PrintScreen 81480
StartConversationWithNewFlightPlan 84320
StartConversationWithFiledFlightPlan 114270
ResumeConversationWithCurrentFlightPlan 36400
RouteDataForFlightPlan 187938
NonRouteDataForFlightPlan 134136
FileFlightPlanFromConversation 181650
RequestWeather 139720
StopBenchmark 12740
DUATInterface
DUATSimpleInput 21484
DUATPageForward 68382
DUATPageBackward 9520
RequestDUATSendFo rmat 1250
DUATFlightLog 94480
ExecuteDUATLinkSend 1350
StartDUATConversationWithNewFlightPlan 11220
StartDUATConversationWithFiledFlightPlan 8970
ResumeDUATConversationWithCurrentFlightPlan 8400
RouteDataForDUATFlightPlan 22458
NonRouteDataForDUATFlightPlan 83916
FileFlightPlanFromDUATConversation 18200
RequestDUATWeather 11760
DUATStopBenchmark 5600
RadarManagement
RadarManager 435000

% Statistic from a 30 minute run, normalized to one hour.




TABLE A-2 (CONTD)

CommonServiceInput

InputDrivers (1)
InputDrivers (2)
InputDrivers (3)
InputDrivers (4)

TimeManagementInnerSet

scheduler
TimeManager

TimeManagementOuterSet

FileFlightPlanFromConversation
FileFlightPlanFromDUATConversation
InputDrivers (2)

GraphicsManagement
InputDrivers (3)
FlightPlanManagement

StartConversationWithFiledFlightPlan
FileFlightPlanFromConversation
StartDUATConversationWithFiledFlightPlan
FileFlightPlanFromDUATConversation
InputDrivers (2)

TimeManager

RouteConversion

RouteDataForFlightPlan
RouteDataForDUATFlightPlan

WeatherManagementInnerSet

RequestWeather
RequestDUATWeather

WeatherManagementOuterSet

RequestWeather
RequestDUATWeather
InputDrivers (3)
InputDrivers (4)

MessagePoolManagementInnerSet

DisplayMessage
MessageManagers

29890
21310
63220
27250

6269924
115560

20950
1940
710

2/60

6446
202410
506
20280
6240
7200

100484000
12168000

83724750
7295000

48528
4160
35420
4100

68670
1770



TABLE A-2 (CONTD)

MessagePoolManagementOuterSet

InputDrivers (3) 480
CommonServiceOutput
ExecuteLinkSend 3120
PrintScreen 34920
FileFlightPlanFromConversation 31800
ExecuteDUATLinkSend 600
FileFlightPlanFromDUATConversation 3120
AncestralNaturalFlow 600
OutputDrivers (1) 21600
OutputDrivers (2) 39750
OutputDrivers (3) 31500
OutputDrivers (4) : 12450
OutputDrivers (5) 43800
InputDrivers (1) 4500
InputDrivers (2) 6580
InputDrivers (3) 22010
InputDrivers (4) 9840
TimeManager 9600
Legal&AnalysisRecording
SimpleInput 56650
PageForward 341000
PageBackward 44880
DirectionFinding 5500
RequestSendFormat 2970
FlightLog 2200
ExecuteLinkSend 5720
DisplayMessage 83930
PrintScreen 64020
StartConversationWithNewFlightPlan 27280
StartConversationWithFiledFlightPlan 32230
ResumeConversationWithCurrentFlightPlan 14300
RouteDataForFlightPlan 52470
NonRouteDataForFlightPlan 45540
FileFlightPlanFromConversation 86240
RequestWeather 54890
StopBenchmark 10010
DUATSimpleInput 9020
DUATPageForward 28710
DUATPageBackward 3850
RequestDUATSendFormat 550




TABLE A-2 (CONTD)

DUATFlightLog

ExecuteDUATLinkSend
StartDUATConversationWithNewFlightPlan
StartDUATConversationWithFiledFlightPlan
ResumeDUATConversationWithCurrentFlightPlan
RouteDataForDUATFlightPlan
NonRouteDataForDUATFlightPlan
FileFlightPlanFromDUATConversation
RequestDUATWeather

DUATStopBenchmark

AncestralNaturalFlow
Legal&AnalysisDrivers

I{nputDrivers (1)

InputDrivers (2)

InputDrivers (3)

InputDrivers (4)

TimeManager

DataBaseManagement

FlightLog

ExecuteLinkSend

DisplayMessage

PrintScreen
StartConversationWithNewFlightPlan
StartConversationWithFiledFlightPlan
ResumeConversationWithCurrentFlightPlan
RouteDataForFlightPlan
NonRouteDataForFlightPlan
FileFlightPlanFromConversation
RequestWeather

DUATFlightLog

ExecuteDUATLinkSend
StartDUATConversatioriWithNewFlightPlan
StartDUATConversationWithFiledFlightPlan
ResumeDUATConversationWithCurrentFlightPlan
RouteDataForDUATFlightPlan
NonRouteDataForDUATFlightPlan
FileFlightPlanFromDUATConversation
RequestDUATWeather
AncestralNaturalFlow

scheduler

MessageManagers

OutputDrivers (1)

OutputDrivers (2)

OutputDrivers (3)

OutputDrivers (4)

770
1100
3630
2530
3300
6270

28490
8580
4620
4400

550

119490
9900

12750

40590

18040
8800

8400
12480
2047965
139680
342240
877976
54600
7519684
372600
1653060
3789103
2940
2400
45540
69000
12600
917450
233100
165360
335900
2400
25506360
36000
69120
129900
100800
39840






TABLE A-3
WORKING SPACE TRANSFERS
LISTED BY CELL

WORKING SPACE TAKEN AT MIGRATION
Recipient Cell

GetFlightPlanReadOnly
GetFlightPlanForUpdating
FileThisFlightPlan
ConvertRoute
GetIndividualWeatherInSeries
MessageToScreen
OrganizeOutput

DrainSpool
MakeLegal&AnalysisRecording
WriteNewRecord

WriteRecord
WriteRecordKeepingWorkingSpace
WriteRecord&UnlockIt
ReadRecord
ReadRecordForUpdating
DeleteRecord

StartBatchRead

EndOfBatchRead
StartRescueOperations
StopDoingScheduledActions
FlightPlanFromAnothe rComputer
IndividualUpdateFromAWP
AFOSGraphicsFromAWP
AcknowledgementFromAnotherComputer
MailMessage
HourlyUpdateFromAWP
BulkUpdate

WORKING SPACE RETURNED FROM MIGRATION

Sending Cell

GetFlightPlanReadOnly
GetFlightPlanForUpdating
ConvertRoute
GetIndividualWeatherInSeries
MessageToScreen

ReadRecord
ReadRecordForUpdating

* 30 minute run time normalized to one hour.

A-9

BYTES NUMBER
TRANSFERRED OF
(AVERAGE) _ TRANSFERS *
360 10
360 622
1018 1142
250 1068
250 6586
250 1526
667 1994
610 10
342 20478
1018 552
659 14116
378 2028
547 2344
252 178122
278 2382
250 1074
250 4418
250 4418
250 160
250 2
515 52
340 308
3150 24
270 282
302 24
3950 164
3950 164
BYTES
TRANSFERRED
(AVERAGE)
768
768
600
6964
80
163
304



TABLE A-4

WORKING SPACE TRANSFERS

BY INPUT TYPE

WorkingSpaceTakenAtMigration

RECIPIENT CELL/INPUT TYPE

GetFlightPlanReadOnly
StartConversationWithFiledFlightPlan
GetFlightPlanForUpdating

StartConversationWithFiledFlightPlan
StartDUATConversationWithFiledFlightPlan

FileThisFlightPlan

FileFlightPlanFromConversation
FileFlightPlanFromDUATConversation

ConvertRoute

RouteDataForFlightPlan
RouteDataForDUATFlightPlan

GetIndividualWeatherInSeries

RequestWeather
RequestDUATWeather

MessageToScreen
DisplayMessage
OrganizeQutput

ExecuteLinkSend

PrintScreen
FileFlightPlanFromConversation
ExecuteDUATLinkSend
FileFlightPlanFromDUATConversation
AncestralNaturalFlow

InputDrivers (2)

InputDrivers (3)

InputDrivers (4)

TimeManager

MakeLegal&AnalysisRecording

Simplelnput
PageForward
PageBackward
DirectionFinding

* Average working space size transferred at a BigGoTo.

A-10

BYTES*

360

360
360

1018
1018

250
250

250
250

250

580
1250
610
520
610
20
380
266
266
280

412
412
412
250




TABLE A-4 (CONTD)

RequestSendFormat

FlightLog

ExecuteLinkSend

DisplayMessage

PrintScreen
StartConversationWithNewFlightPlan
StartConversationWithFiledFlightPlan
ResumeConversationWithCurrentFlightPlan
RouteDataForFlightPlan
NonRouteDataForFlightPlan
FileFlightPlanFromConversation
RequestWeather

StopBenchmark

DUATSimpleInput

DUATPageForward

DUATPageBackward

Request DUATSendFormat

DUATFlightLog

ExecuteDUATLinkSend
StartDUATConversationWithNewFlightPlan
StartDUATConversationWithFiledFlightPlan
ResumeDUATConversationWithCurrentFlightPlan
RouteDataForDUATFlightPlan
NonRouteDataForDUATFlightPlan
FileFlightPlanFromDUATConversation
RequestDUATWeather

DUATStopBenchmark

InputDrivers (1)

InputDrivers (2)

InputDrivers (3)

InputDrivers (4)

TimeManager

WriteNewRecord

FileFlightPlanFromConversation
FileFlightPlanFromDUATConversation
InputDrivers (2)

WriteRecord

StartCor.versationWithNewFlightPlan
StartConversationWithFiledFlightPlan
RouteDataForFlightPlan
NonRouteDataForFlightPlan
FileFlightPlanFromConversation
StartDUATConversationWithNewFlightPlan
StartDUATConversationWithFiledFlightPlan

A-11

250
250
500
250
250
250
360
360
250
500
250
250
250
412
412
412
250
250
500
250
360
360
250
500
250
250
250
250
250
250
250
250

1018
1018
1018

698
701
748
1268
378
698
701



TABLE A-4 (CONTD)

RouteDataForDUATFlightPlan 748
NonRouteDataForDUATFlightPlan 1268
FileFlightPlanFromDUATConversation 378
scheduler 274
MessageManagers 330
OutputDrivers (1) 609
OutputDrivers (2) 568
OutputDrivers (3) 506
OutputDrivers (4) 506
OutputDrivers (5) 1247
InputDrivers (3) 615
WriteRecordKeepingWorkingSpace
ExecuteLinkSend 620
PrintScreen 370
FileFlightPlanFromConversation 370
ExecuteDUATLinkSend 620
FileFlightPlanFromDUATConversation 370
InputDrivers (2) 370
InputDrivers (3) 370
InputDrivers (4) 370
TimeManager 370
RadarManager 620
WriteRecord&UnlockIt
DisplayMessage 314
FileFlightPlanFromConversation 1018
FileFlightPlanFromDUATConversation 1018
MessageManagers 314
InputDrivers (2) 1018
TimeManager 1018
ReadRecord
FlightLog 250
DisplayMessage 250
StartConversationWithNewFlightPlan 250
StartConversationWithFiledFlightPlan 360
ResumeConversationWithCurrentFlightPlan 360
RouteDataForFlightPlan 250
NonRouteDataForFlightPlan 500
FileFlightPlanFromConversation 250
RequestWeather 250
DUATFlightLog 250
StartDUATConversationWithNewFlightPlan 250
StartDUATConversationWithFiledFlightPlan 360
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TABLE A-4 (CONTD)

ResumeDUATConversationWithCurrentFlightPlan 360
RouteDataForDUATFlightPlan . 250
NonRouteDataForDUATFlightPlan 500
FileFlightPlanFromDUATConversation 250
RequestDUATWeather 250
scheduler 250
OutputDrivers (2) 250
TimeManager 250
ReadRecordForUpdating
DisplayMessage 250
StartConversationWithFiledFlightPlan 360
StartDUATConversationWithFiledFlightPlan 360
MessageManagers 250
InputDrivers (2) 250
TimeManager 250
DeleteRecord
DisplayMessage 250
InputDrivers (1) 250
InputDrivers (2) 250
InputDrivers (3) 250
BulkUpdate
InputDrivers (4) 3950
StartBatchRead
RequestWeather 250
RequestDUATWeather 250
EndOfBatchRead
RequestWeather 250
RequestDUATWeather 250

StartRescueOperations

TimeManager 250
StopDoingScheduledActions

TimeManager 250
FlightPlanFromAnotherComputer

InputDrivers (2) 515
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TABLE A-4 (CONC)

IndividualUpdateFromAWP

InputDrivers (3) 340
HourlyUpdateFromAWP

InputDrivers (4) 3950
AFOSGraphicsFromAWP

InputDrivers (3) 3150
Acknowl edgementFromAnotherComputer

InputDrivers (1) 270

InputDrivers (2) 270

InputDrivers (3) 270
MailMessage ‘

InputDrivers (3) 302
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TABLE A-5

SUMMARY OF PERMANENT MEMORY READS AND WRITES

DIRECTORY READS
File

HourlyWeatherObservationsFile
FGFile

NOTAMFileExpanded
NOTAMFileUnexpanded
FTFileExpanded
FTFileUnexpanded

SDFile
TWEBRouteSynopsisFileExpanded
TWEBRout eSynopsisFileUnexpanded
WHFileExpanded
WHFileUnexpanded
FAFileExpanded
FAFileUnexpanded
MilitaryOpsFile
PIREPFileExpanded
PIREPFileUnexpanded
HourlyWeatherObservationsAlternate
FTAlternateFileExpanded
FTAlternativeFileUnexpanded
SDAlternateFile
Airways&FixesFile
ReportinglocationsFile
AFO0SGraphicsFile
FlightPlanFile

SchedulingFile

OutputFiles (1)

OutputFiles (2)
QutputFiles (3)

OutputFiles (4)

OutputFiles (5)
TerminalRecordFiles
CurrentFlightPlanFiles
RouteRecordFiles
DUATTerminalRecordFiles
DUATCurrentFlightPlanFiles
DUATRouteRecordFiles
MessageFiles
TerminalMessageListFiles
RadarFile

DIRECTORY WRITES
File

HourlyWeatherObservationsAlternate
FTAlternateFileExpanded
FTAlternateFileUnexpanded
SDAlternateFile

FlightPlanFile

SchedulingFile

*Run time normalized to one hour.
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NUMER OF
READS *

4846
3584
56
406
162
1912
902
36
486
22
388
352
3716
350
128
648
60
64
32

8
4138
30108
24
2178
114868
756
1154
866
33
1168
9396
5944
1992
960
1540
212
2316
4662
14

NUMBER OF
WRITES*

60
64
32

8
2168
1936



TABLE A-5 (CONTD)

DIRECTORY WRITES NUMBER OF
Eile _WRITES*
OutputFiles (1) 180
OutputFiles (2) 76
OutputFiles (3) ' 26
MessageFiles 766
TerminalMessageListFiles 3136
RECORD READS NUMBER OF
File RECORDS *
HourlyWeatherObservationsFile 4740
FGFile 3584
NOTAMFileExpanded 30
NOTAMFileUnexpanded 378
FTFileExpanded 162
FTFileUnexpanded 1912
SDFile 902
TWEBRouteSynopsisFileExpanded 36
TWEBRouteSynopsisFileUnexpanded 486
WHFileExpanded 20
WHFileUnexpanded 386
FAFileExpanded 352
FAFileUnexpanded 3716
MilitaryOpsFile 350
PIREPFileExpanded 56
PIREPFileUnexpanded 576
Airways&FixesFile 4138
ReportingLocationsFile 30108
FlightPlanFile 824
SchedulingFile 112932
OutputFiles 6
TerminalRecordFiles 4698
CurrentFlightPlanFiles 3080
RouteRecordFiles 1038
DUATTerminalRecordFiles 480
DUATCurrentFlightPlanFiles 796
DUATRouteRecordFiles 98
MessageFiles 1526
TerminalMessageListFiles 3094

* Run time normalized to one hour.
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TABLE A-5 (CONC)

RECORD WRITES NUMBER OF
File RECORDS
HourlyWeatherObservationsFil 106
NOTAMFileExpanded : 28
NOTAMF1ileUnexpanded 28
PIREPFileExpanded 72
PIREPFileUnexpanded 72
HourlyWeatherObservationsAlternate 2160
FTAlternateFileExpanded 1440
FTAlternateFileUnexpanded 1440
SDAlternateFile 200
AFOSGraphicsFile 24
FlightPlanFile 1328
SchedulingFile 1936
OutputFiles (1) 576
OutputFiles (2) 1072
OutputFiles (3) 840
OutputFiles (4) 332
OutputFiles (5) 1168
TerminalRecordFiles 4698
CurrentFlightPlanFiles 2864
RouteRecordFiles 954
DUATTerminalRecordFiles 480
DUATCurrentFlightPlanFiles 744
DUATRouteRecordFiles 114
MessageFiles 24
TerminalMessageListFiles 1568
RadarFile 14
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TABLE A-6
PERMANENT MEMORY READS AND WRITES

BY INPUT TYPE
#DirectoryReads
NUMBER

FILE/INPUT TYPE OF READS
HourlyWeatherObservationsFile

RequestWeather 4378

RequestDUATWeather 362

input from AWP 106
FGFile

RequestWeather ' 3274

RequestDUATWeather 310
NOTAMFi 1eExpanded

RequestDUATWeather 30

input from AWP 26
NOTAMFileUnexpanded

RequestWeather 378

input from AWP 28
FTFileExpanded

RequestDUATWeather 162
FTFileUnexpanded

RequestWeather 1912
SDFile

RequestWeather 816

RequestDUATWeather 86
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TABLE A-6 (CONTD)

NUMBER

FILE/INPUT TYPE OF READS
TWEBRouteSynopsisFileExpanded

RequestDUATWeather 36
TWEBRouteSynopsisFileUnexpanded

RequestWeather 486
WHFileExpanded

RequestDUATWeather 20

input from AWP 2
WHFileUnexpanded

RequestWeather 386

input from AWP 2
FAFileExpanded

RequestDUATWeather 352
FAFileUnexpanded

Requestﬁeather 3716
MilitaryOpsFile

RequestWeather 314

RequestDUATWeather 36
PIREPFileExpanded

RequestDUATWeather ;g

input from AWP
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TABLE A-6 (CONTD)

NUMBER
FILE/INPUT TYPE OF READS
PIREPFileUnexpanded
RequestWeather ) 576
input from AWP 72
HourlyWeatherObservationsAltemmate
input from AWP 60
FTAltermateFileExpanded
input from AWP 64
FTAltemateFileUnexpanded
input from AWP 32
SDAltemmateFile
input from AWP 8
Airways&FixesFile
¢ RouteDataForFlightPlan 3696
RouteDataForDUATFlightPlan 442
ReportinglocationsFile
RouteDataForFlightPlan 26802
RouteDataForDUATFlightPlan 3306
AFOSGraphicsFile
input from AWP 24
i
'[ FlightPlanFile
StartConversationWithFiledFlightPlan 586
i FileFlightPlanFromConversation 1038
| StartDUATConversationWithFiledFlightPlan 46
§ FileFlightPlanFromDUATConversation 104
‘; input from Other FSDPSs 84
; TimeManager 320
SchedulingFile
b
i scheduler 114706
| TimeManager 162
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TABLE A-6 (CONTD)

FILE/INPUT TYPE

OutputFiles (1)

FileFlightPlanFromConversation
FileFlightPlanFromDUATConversation
AncestralNaturalFlow

output to NAS

input from NAS

input from Other FSDPS

OutputFiles (2)

FileFlightPlanFromConversation
FileFlightPlanFromDUATConversation
AncestralNaturalFlow

output to Other FSDPSs

input from Other FSDPSs
TimeManager

OutputFiles (3)

ExecuteLinkSend
ExecuteDUATLinkSend
AncestralNaturalFlow
output to AWP

input from AWP

OutputFiles (4)
AncestralNaturalFlow

output to AWP
input from AWP

OutputFiles (5)
PrintScreen
AncestralNaturalFlow
output to Printer

TerminalRecordFiles

StartConversationWithNewFlightPlan
StartConversationWithFiledFlightPlan
RouteDataForFlightPlan
FileFlightPlanFromConversation

A-27

NUMBER

OF READS

252
20

288
180
14

278
20

542
140
160

52
10

420
382

166
164

582

584

992
2344
1908
3152



TABLE A-6 (CONTD)

FILE/INPUT TYPE

CurrentFlightPlanFiles

StartConversationWithNewFlightPlan
StartConversationWithFiledFlightPlan
ResumeConversationWithCurrentFlightPlan
RouteDataForFlightPlan
NonRouteDataForFlightPlan
FileFlightPlanFromConversation

RouteRecordFiles

FlightLog
RouteDataForFlightPlan
RequestWeather

DUATTerminalRecordFiles

StartDUATConversationWithNewFlightPlan
StartDUATConversationWithFiledFlightPlan
RouteDataForDUATFlightPlan
FileFlightPlanFromDUATConversation

DUATCurrentFlightPlanFiles

StartDUATConversationWithNewFlightPlan
StartDUATConversationWithFiledFlightPlan
ResumeDUATConversationWithCurrentFlightPlan
RouteDataForDUATFlightPlan
NonRouteDataForDUATFlightPlan
FileFlightPlanFromDUATConversation

DUATRouteRecordFiles

DUATFlightLog
RouteDataForDUATFlightPlan
RequestDUATWeather

MessageFiles

DisplayMessage
MessageManagers

TerminalMessageListFiles

DisplayMessage
MessageManagers

RadarFile
UpdateRadarFiles
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NUMBER
OF READS

496
586
260
1908
1656
1038

40
954
998

132
184
228
416

66
46
60
228
1036
104

14
114
84

2292
24

4578

14




TABLE A-6 (CONTD)

fiDirectoryWrites
NUMBER

FILE/INPUT TYPE OF READS
HourlyWeatherObservationsAlternate

input from AWP 60
FTAlternateFileExpanded

input from AWP 64
FTAlternateFileUnexpanded

input from AWP 32
SDAlternateFile

input from AWP 8
FlightPlanFile _

StartConversationWithFiledFlightPlan 576

FileFlightPlanFromConversation 1038

StartDUATConversationWithFiledFlightPlan 46

FileFlightPlanFromDUATConversation 104

input from Other FSDPSs 84

TimeManager 320
SchedulingFile

scheduler 1936
QutputFiles (1)

input from NAS 180
OutputFiles (2)

input from Other FSDPSs 76
OutputFiles (3)

input from AWP 26
MessageFiles

DisplayMessage 766
TerminalMessageListFiles

DisplayMessage 3052

MessageManagers 84

A-23



TABLE A-6 (CONTD)
#Records Reads

FILE/INPUT TYPE

HourlyWeatherObservationsFile

RequestWeather
RequestDUATWeather

FGFile

RequestWeather
RequestDUATWeather

NOTAMFileExpanded
RequestDUATWeather
NOTAMFileUnexpanded
RequestWeather
FTFileExpanded
RequestDUATWeather
FTFileUnexpanded
RequestWeather
SDFile

RequestWeather
RequestDUATWeather

TWEBRout eSynopsisFileExpanded
RequestDUATWeather
TWEBRouteSynopsisFileUnexpanded
RequestWeather
WHFileExpanded
RequestDUATWeather
WHFileUnexpanded

RequestWeather
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NUMBER
OF READS

4378
362

3274
310

378

162

1912

816

36

486

386




TABLE A-6 (CONTD)

FILE/INPUT TYPE

FAFileExpanded
RequestDUATWeather

FAFileUnexpanded
RequestWeather

MilitaryOpsFile

RequestWeather
RequestDUATWeather

PIREPFileExpanded
RequestDUATWeather

PIREPFileUnexpanded
RequestWeather

Airways&FixesFile

RouteDataForFlightPlan
RouteDataForDUATFlightPlan

ReportingLocationsFile

RouteDataForFlightPlan
RouteDataForDUATFlightPlan

FlightPlanFile

StartConversationWithFiledFlightPlan
StartDUATConversationWithFiledFlightPlan
TimeManager

input from Other FSDPSs

SchedulingFile

scheduler
TimeManager

OutputFiles (2)
output to Other FSDPSs
TerminalRecordFiles

StartConversationWithNewFlightPlan
StartConversationWithFiledFlightPlan
RouteDataForFlightPlan
FileFlightPlanFromConversation

CurrentFlightPlanFiles

ResumeConversationWithCurrentFlightPlan
RouteDataForFlightPlan
NonRouteDataForFlightPlan
FileFlightPlanFromConversation

A-25

NUMBER
OF READS

352

3716

314
36

56

576

3696
442

26802
3306

586
46
160
32

112770
162

596
1172
954
2076

260
954
828
1038



TABLE A-6 (CONTD)

FILE/INPUT TYPE

RouteRecordFiles

FlightLog
RequestWeather

DUATTerminalRecordFiles

StartDUATConversationWithNewFlightPlan
StartDUATConversationWithFiledFlightPlan
RouteDataForDUATFlightPlan
FileFlightPlanFromDUATConversation

DUATCurrentFlightPlanFiles

ResumeDUATConversationWithCurrentFlightPlan
RouteDataForDUATFlightPlan
NonRouteDataForDUATFlightPlan
FileFlightPlanFromDUATConversation

DUATRouteRecordFiles

DUATFlightLog
RequestDUATWeather

MessageFiles
DisplayMessage
TerminalMessagelListFiles

DisplayMessage
MessageManagers

#RecordWrites

HourlyWeatherObservationsFile

input from AWP
NOTAMFileExpanded

input from AWP
NOTAMFi leUnexpanded

input from AWP
WHFileExpanded

input from AWP
WHFileUnexpanded

input from AWP
PIREPFileExpanded

input from AWP
PIREPFileUnexpanded

input from AWP
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NUMBER
OF READS

998

66
92
114
208

60
114
518
104

14
84

1526

3052
42

106

28

28

72

72




TABLE A-6 (CONTD)

NUMBER

FILE/INPUT TYPE OF READS
HourlyWeatherObservationsAlternate

input from AWP 2160
FTAlternateFileExpanded

input from AWP 1408
FTAltermateFileUnexpanded

input from AWP 1440
SDAlternateFile

input from AWP 200
AFOSGraphicsFile

input from AWP 24
RadarFile

RadarManager 14
FlightPlanFile

FileFlightPlanFromConversation 1038

FileFlightPlanFromDUATConversation 104

input from Other FSDPSs 26

TimeManager 160
SchedulingFile

scheduler 1936
OutputFiles (1)

FileFlightPlanFromConversation 252

FileFlightPlanFromDUATConversation 20

output to NAS 288

AncestralNaturalFlow 2

input from Other FSDPSs 14
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TABLE A-6 (CONTD)

NUMBER
FILE/INPUT TYPE OF READS
OutputFiles (2)
FileFlightPlanFromConversation 278
FileFlightPlanFromDUATConversation 32
AncestralNaturalFlow 2
output to Other FSDPSs 536
input from Other FSDPSs 64
TimeManager 160
OutputFiles (3)
ExecuteLinkSend 52
ExecuteDUATLinkSend 10
AncestralNaturalFlow 2
output to AWP 420
input from AWP 356
OutputFiles (4)
output to AWP 166
AncestralNaturalFlow 2
input from AWP 164
OutputFiles (5)
PrintScreen 582
output to Printer 584
AncestralNaturalFlow 2
TerminalRecordFiles
StartConversationWithNewFlightPlan 496
StartConversationWithFiledFlightPlan 1172
RouteDataForFlightPlan 954
FileFlightPlanFromConversation 2076
CurrentFlightPlanFiles
StartConversationWithNewFlightPlan ' 496
StartConversationWithFiledFlightPlan 586
RouteDataForFlightPlan 954
NonRouteDataForFlightPlan 828
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TABLE A-6 (CONTD)

NUMBER

FILE/INPUT TYPE OF READS
RouteRecordFiles

RouteDataForFlightPlan 954
DUATTerminalRecordFiles

StartDUATConversationWithNewFlightPlan 66

StartDUATConversationWithFiledFlightPlan 92

RouteDataForDUATFlightPlan 114

FileFlightPlanFromDUATConversation 208
DUATCurrentFlightPlanFiles

StartDUATConversationWithNewFlightPlan 66

StartDUATConversationWithFiledFlightPlan 46

RouteDataForDUATFlightPlan 114

NonRouteDataForDUATFlightPlan " 518
DUATRouteRecordFiles

RouteDataForDUATFlightPlan 114
MessageFiles

MessageManagers 24
TerminalMessageListFiles

DisplayMessage 1526

MessageManagers 42
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APPENDIX B

SUMNARY GUIDE TO EL

In the following text, "read” means "read if you have not
already done so".

This Appendix assumes that the reader has read and
understands Parts II and III, and section 2 and paragraphs
3.1, 3.8.2 and 3.5 of Part 1IV.

B.1 OVERVIEW

The model mapper has to:

(1) Select values for the options summarized in section 7,
and forwvard the selected choices to the Govermment {or,
by omission, accept the options at their default
values).

(2) Tell the VIP writer:;

e On wvhich processor(s) each module is to be
available,

e On vhich processor each Natural Flow is to start,
and on what basis the VIP should decide when =2nd
vhere *o migrate it, and

e VWhere each file and each SharedWorkingSpace should
be held. Also whether each should move from
processor to processor, and if so on what basis.

(3) Preferably, assist the VIP vriter in arriving at optimum
scheduling strategies.

The Government provided documentation does not address the
third item. The first two are summarized here. They divide
into:

(a) HMiscellaneous optionms.

(b) Strategy on migrating Natural Flows from one processor
+0o ano*her.

(c) Other distribution decisions (such as, vhat is placed
on vhich processor).
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Por item (a), go through the list in paragraphs 7.2 and 7.3.

Por items (b) and (c), the options concerned are listed in
paragraph 7.1. The model mapper can adopt any desired
scheme, or can followv the suggestions offered in sectiom 5.

The model mapper should approach the optioms in the model as
follovs:

(1) Decide which options need further experimenting.

(2) Por those options that do require further
experimenting;

e If they are HOL editable, ask for HOL editable
settings in the first trial full scale model

e If they are dynamic, ask for dynamic settings
e If they are neither;

(a) in the case of the optioms in paragraph
7.1, name the upper bound of the possible
values you might be interested in

(b) for any im paragraph 7.2 that is of
critical isportance, you will have to ask
for several copies of the model, each
having a different setting.

(3) Analyze performance with varied settings of the
option, and select final values for the demonstration
run.

Paragraphs B.2 and B.3, present a summary guide to the
suggestions offered in this part for tackling migration and
other distribution decisions. The recommended scheme is the
scheme described in section 5. It is not necessarily the
optimum approach for a particular vendor.

B.2 GUIDE TO MNIGRATION

Question 1: Where a Natural Flow is about to access a file
or a Shared Working Space that is on another processor,
should the Natural Plow migrate to that processor (answver
separately for files and Shared Working Spaces)?
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If you answver No:

e With Shared Working Space, the VIP may have
administration probleas.

e With files, there may be excessive interprocessor
traffic.

e This is not the recommended schesme.

If you answver Yes: read sectiom 4, then go to question 2.

Question 2: When should a Natural Plov migrate?

(a) vhen the file or the Shared Working Space is first
referenced?

(b) vhen a Nigration Point is reached?
(c) neither, necessarily

If you answver (a), then you may have a problem knoving wvhen
to migrate back.

If you answver (a) or (c), this is not the recommended
schene.

If you answer (b), go to B.3.

B.3 _GUIDE TO DISTRIBUTION

Read paragraphs S.1, 5.3, and follov the procedure in
paragraph 5.3.1.

Read paragraph 5.5 as necessary to decide how to distribute
each PFunctional Area.
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APPERDIX C
HODELING LANGUAGE LISTING OF THE HMODEL

This Appendix provides a listing of the model in Nodeling
Language.

Page references of the form "p15]" refer to the page numbers i
that appear in the top-right corner of the page as the
listings are read.

References of the form "Vn)" indicate the issuing of VSRén.
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Section

Section

Section

Section
Section
Section

Section
Section
Section
Section
Section
Section
Section
Section

1" Toplevel . . . . .
PRINE-SOURCE

2 Specialist Interface
top level . . .
input messages .
supporting cells
3 DUAT Interface
top level . . .
input messages .
supporting cells
Radar Hanagement . .
Common-Service Input
Time Management Pt 1

aAne

SERVICES

Time Management Pt 2
7 APOS Graphics «
8 Plight-Plan Management
9 Route Conversion . .
10 Weather Management .
1" Nessage-Pool Management
12 Common-Service Output .
13 LegalEtAnalysis Recording
14 Data-Base Management
reception-desk cells
extensions to
reception desks .
supporting cells . .
cell for DB Managers

P-
P-

P-
P.
P.

P.
pc

P.
P.
Pe
pl
P
P
P.
P

P-
P.
P

m
115
119
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PAGE 3
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SECTION 1

TOP LEVEL
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cell ImitializeBenchmark
[Ancestral Natural PFlowv is born here

for each NaturalFlow, unless NaturalFlov = AncestralNaturalPlow
w1) Spawa VFNaturalflow, StartingAt StartingCell for NaturalPFlow,
vith InheritedSharedWorkingSpace for NaturalPFlow

(each Natural Plov is doing its private initialization
[ -- includes initialization of data base management

vi3) AvaitProd

v18] prod scheduler
vi3] AwaitProd

[ Schednling file is being initialized



via)
vi3])

vi4)
v13])

via)
vi3)

vig)

via]

vig)

via]

vig)

P5)

PAGE &

for each IndividualSpecialist
prod NaturalPlow#OfSpecialist CorrespondingTo IndividualSpecialist
AvaitProd

for each IndividualDUAT
prod NaturalPlow#OfDUAT CorrespondingTo IndividualDUAT
AvaitProd
[that was specialists and DUATs initializing terminal files

prod AWPInputDriver
AvaitProd
[ scenario-driven initialization is now taking place

prod TimeManager

for each IndividualSpecialist,
prod Na*turalPlow#0fSpecialist CorrespondingTo IndividualSpecialist

for each IndividualDUAT,
prod NaturalFlow#0fDUAT CorrespondingTo IndividualDOUAT

prod RadarManager

for each CommonServiceIORoute, unless CommonServiceIORoute = prinmnter,
prod NaturalPlow#0fInputDriver CorrespondingTo CommonServiceIORoute

go to BenchmarkRunTinme



PAGE 5

cell BenchmarkRunTime

v13] AwvaitProd (from Time Manager or one of the input sources
[ the benchmark is now in session
p5]) go to WrapUpBenchmark

cell WrapUpBenchmark

v13] 1loop #O0fInputDrivenNaturalPlows times, AvaitProd
[ vaiting for external input sources to stop

AcquireWorkingSpace WorkArea#1, NinimumLength For WorkArea#1 words

for each CommonServiceIORoute
p89] DrainSpool for CommonServicelORoute
AvaitProd [(remaining output is being spooled

for each IndividualLegaltAnalysisDriver
viu] prod NaturalPlow#0fLEADriver for Imdividuallegal&AnalysisDriver,
WithDataWord FlushNow
AvaitProd [legal & analysis output being spooled

AdministrativeTidyUp
v28] PinalExitToVIP
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SECTION 2
SPECIALIST I NTERPFACE

(ALL CELLS ARE INNER-SET)
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PAGE 8

cell InitializeSpecialist
(Specialist Natural Plows are born here

clear WeatherRecordCountDown
set NextPageStart, to 1

v14] prod AncestralNaturalFlow
vi3] AvaitProd

(vaiting for the data base to be ready to write to
v2] AcquireWorkingSpace WorkArea#1, NinimumlengthPorWorkArea#1 words

v2) AcquireWorkingSpace RecordArea, TerminalRecordlength characters
clear RecordedFlightPlan#
p96] WriteNewRecord +to TerminalRecord# for OwnNaturalPlow#,
of file TerminalRecordPFile ...
ees *+ TerminalFileIDOffset for OvnNaturalFlowv#,

OutOof&Releasing RecordArea
v3] ReleaseWorkingSpace WorkArea#1

v3) ReleaseWorkingSpace AdminArea

vi4] prod AncestralNaturalPlow
v13] AvaitProd

(vaiting for the Neasured Period to start
PinalizeSpecialistInitialization

P9] go to SpecialistImput
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PAGE 9

cell SpecialistInput

v2)

v2]

v3)
v3

e

p68]
v3]

p94)

LocalIntegers MessageType, WorkLength
CodelLength 60 CodeUnits

Acquire€Input into SmallInputArea, ReadOnly
AcquireWorkingSpace AdminArea, AdminArealength words

RecordInputlength

set LocalFileIDOffset, to TerminalPileIDOffset for OwnNaturalFlov#
set LocalPileRecord#, to TerminalRecord# for OvnNaturalFPlow#

Translate2Digits PromCharacter 9, of SmallInputArea, setting MessageType
AcquireWorkingSpace WorkArea#1,
SpecialistWorkLength for HessageType characters

TranslateScenarioParanetersToiorkAreai1 from SmallInputirea
UseCPU 70 CPUUnits

ReleaseWorkingSpace SmallInputArea
ReleaseWorkingSpace WorkArea#?2

if LoseBigIOArea? with ScenarionirectedInputType
if Parallelweathernetrieval, if WeatherRecordCountDown > 0,
StopTheRetrieval
if OwnedLength of (BigIOArea) > 0, ReleaseWorkingSpace BigIOArea

HakeLegalGAnalysisnecording
go to cell DealWithSpecialist for ScenarioDirectedInpntType
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p19]

PAGE 10

[{*he cells referred to above are those in the next section
[They all come back eventually with a 'go to' to one of
[the next *hree cells, except in the

[case of StopBenchmark, vhich does not come back

cell SpecialistFormattedOutput

v2])
v2)

v5]
v3]
v3]
v10]

p9)

Codelength 40 CodeUnits

if OwnedLength of (BigIOArea) = 0, AcgquireWorkingSpace BigIOArea,
ScenarioDirectedReplyLength characters
AcquireWorkingSpace WorkArea#2, ScenarioDirectedReplylength/8 characters

set Replylength, to ScenarioDirectedReplylLength
FormatDirectResponse

UseCPU 50 CPOUnits

DeAccessWorkingSpace WorkArea#2

ReleaseWorkingSpace WorkArea#1

ReleaseWorkingSpace AdmipnArea

Output ReplyLength characters, OutOffReleasing BigIOArea

go to SpecialistInput
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cell SpecialistFreeTextOutput
Codelength 40 CodeUnits

if OwnedLength of (BigIOArea) < ScenarioDd
v2] ExtendWorkingspace BigIOAre

set Replylength, to ScenarioDirectedReply
FormatDirectResponse

UseCPU S0 CPUUnits

v3) ReleaseWorkingSpace WorkArea#1
v3] ReleaseWorkingSpace AdminArea

PAGE 11

irectedReplylLength,
a, to ScenarioDirectedReplyLength

Length

v10] oOutput Replylength characters, OutOféDeAccessing BigIOArea

P9] go to SpecialistInput
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PAGE 12

cell SpecialistWeatherDisplay

p68 ]

v2]

v5]

v3)
v3)

v10])

P9]

Codelength 40 CodeUnits
if ParallelWeatherRetrieval, EnsureEnoughWeatherToDisplay

loop
unless OwnedLength of (BigIOArea) < NextPageStart +
ScenarioDirectedReplyLength - 1, escape loop
if NextPageStart = 1, escape loop
subtract AverageScreenful, from NextPageStart

RecordLengthOfBigIOArea

if Ovwnedlength of (BigIOArea) < ScenarioDirectedReplylength,
ExtendWorkingSpace BigIOArea, to ScenerioDirectedReplylength,
DeAccessed

AccessPartOfWorkingSpace BigIOArea,
ScenerioDirectedReplylength characters, at NextPageStart
FormatDirectResponse at NextPageStart
set ReplylLength, to ScenarioDirectedReplyLength
UseCPU SO CPUUnits

ReleaseWorkingSpace WorkArea#1
ReleaseWorkingSpace AdminArea

Output Replylength characters, OutOf&DeAccessing BigIOArea,
at NextPageStart
go to SpecialistInput

e —
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PAGE 13

[ shesmpnuneeasesnskansgsensne SPECIALIST INPUT-NESSAGES #esssssssesasss

cell SimpleInput

Codelength 6 CodeUnits
UseCPU 11 CPOUnits
p10] go to Specialis*PormattedOutput

cell PageBackward

Codelength 6 CodeUnits
UseCPU 5 CPOUnits
unless NextPageStart = 1,

subtract 2 * AverageScreenful, from NextPageStart
p13] go to PageForwvard

cell PagePorward

Codelength 6 CodeUnits

UseCPU 11 CPUUnits

add AverageScreenful, to NextPageStart
P12] go to SpecialistWeatherDisplay
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PAGE 18

cell DirectiomnFinding
Codelength 6 CodeUnits

UseCPU S CPUUnits
p10] go to SpecialistPormattedOutput

cell RequestSendPormat
CodeLength 6 CodeUnits

UseCPU S CPUUnits [to prepare the format
P10)] Go ¢to SpecialistFormattedOutput

cell ExecutelinkSend
Codelength 11 CodeUnits
v2]) AcquireWlorkingSpace BigIOArea,
AverageOutputLength for MessageFromSpecialist characters
UseCPU 15 CPUUnits
FPormatSecondOrderResponsePromOvnPort for NessageFromSpecialist
p83] OrganizeOutput to ScenarioDirectedRecipient

p10])] Go to SpecialistFormattedOutput
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PAGE 15

cell PrintScreen
Codelength 12 CodeUnits

v2) AcquireWorkingSpace BigIOArea,

AverageOutputlLength for PrintedScreenful characters
FPormatSecondOrderResponsePromOvwnPort for PrintedScreenful
UseCPU 20 CPUUnits

p83] OrganizeOutput to printer
v3) ReleaseWorkingSpace BigIOArea

p10] go to SpecialistFormattedOutput

cell NomnRouteDataPorFlightPlan
CodelLength 70 CodeUnits

pi104]) ReadRecord LocalPileRecords,
of file CurrentFlightPlanTile + LocalFileIDOffset,

IntoNevwWorkingSpace RecordArea
UseCPU 30 CPUUnits [editing local flight plan record

p98] WriteRecord ¢to LocalFileRecord#$,
of file CurrentPlightPlanPile ¢+ LocalPileIDOffset,

OutOf&Releasing Recordirea
UseCPU 12 CPUUnits [ updating screem format

p10] Go to SpecialistPormattedOutput
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PAGE 16
cell StartConversationWithNewPlightPlan

Codelength 50 CodeUnits

v2) AcquireWorkingSpace BigTOArea, ScenarioDirectedReplylLength characters
UseCPU 15 CPUUnits

P20] Go to Organizerlightplan!oriat

cell RouteDataPorPligh+Plan

Codelength 10 CodeUnits
p56] ConvertRoute [into Recordirea
UseCPU0 20 CPUOnits ( to update the screen format
p98]) WriteRecord <+¢o LocalFileRecord#, '
Of file RouteRecordPile ¢ LocalPileIDOffset,

OutOf&Releasing RecordArea
p20)] OpdateTerminalRecord

p15] Go to NonRouteDataPorPlightPlan

. e

cell FPlightLog

Codelength 250 CodeUnits
p104] ReadRecord LocalfileRecord#, of file RouteRecordPile + LocalPileIDOffset,
IntoNewWorkingSpace RecordArea, ReadOnly
v2] AcquireWorkingSpace WorkArea#2, PlightlLogWorkArea characters
v2) AcquireWorkingSpace BigIOArea, ScenarioDirectedReplyLength characters
UseCPU ScenarioDirected#LegsToLog * 1600 CPUUnits

v3] ReleaseWorkingSpace RecordArea
v3) ReleaseVWorkingSpace WorkArea#2

p11] go to SpecialistPreeTex*Output
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PAGE 17

cell StartConversationWithFiledFlightPlan

p20]

pSS)
p20])
P551]
P20]

Codelength 15 CodeOnits

OpdateTerminalRecord
add 100 * UpperHalfOfParameter, to ScenarioDirectedPlightPlant¢

if PlightPlanToBeUpdated

Get¥*lightPlanPorUpdating ScenarioDirectedPlightPlan# [into RecordArea
UseCPU0 25 CPUUnits

Go *o OrganizePlightPlanPormat for ScenaricDirectedPlightPlant
else

GetPlightPlanReadOnly ScenarioDirectedPlightPlant [into Recordirea
UseCPU 25 CPUUnits

go to OrganizeFlightPlanFormat

cell ResumeConversationWithCurrentFlightPlan

Codelength 10 CodeUnits

p104) ReadRecord LocalFileRecord#,

v2)
v3]

p10]

of file CurrentFlightPlanFile # LocalPileIDOffset,

IntoNewWorkingSpace RecordArea
AcquireWorkingSpace BigIOArea, ScenarioDirectedReplylLength characters
UseCPU 20 CPUOUnits
ReleaseWorkingSpace RecordArea

Go to SpecialistFormattedOutput
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PAGE 18

cell FileFlightPlanFromConversation

p20]
v29)]

v29)
p104)

P55]

ploa]

P56 ]

p20]
p10]

CodeLength 20 CodeUnits
add 100 * UpperHalfofParameter, to ScenarioDirectedPlightPlané

UpdateTerminalRecord [setting PreviousPlightPlan#
if PreviousPlightPlan# = 0, if ScenarioDirectedPlightPlant = 0,
CryPault NoFlightPlan#Given
if ScenarioDirectedDataBaseStatusOfFlightPlan = NewFlightPlan
if PreviousFlightPlan# > 0, CryFault NotANewPlightPlanm
ReadRecord LocalFileRecord#, ,
of file CurrentPlightPlanPile ¢ “ocalPileIDOffset,

IntoNewvwWorkingSpace RecordArea
else

if PreviousFlightPlan# = 0,

GetPlightPlanPorUpdating ScenarioDirectedPlightPlant
else

set ScenarioDirectedPlightPlan#, to PreviousPlightPlan#
ReadRecord LocalFileRecords,

of file CurrentFlightPlanFPile ¢ LocalPileIDOffset,
IntoNewWorkingSpace RecordArea

UseCPU 25 CPUUnits
set OriginalPort#, +to AssociatedlLogicalPort# for OwnNaturalFlow#

FileThisFPlightPlan

UOpdateTerminalRecord recording NoCurrentFlightPlan
Go to SpecialistForma*tedOutput
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PAGE 19

cell DisplayMessage

p78]
p11]

Codelength 10 CodeUnits
UseCPU 10 CPOUnits

MessageToScreen from SelectedNessageManager for OwnNaturalFlow#
Go to SpecialistFreeTextOutput

cell RequestVWeather

pl104)

v3)

p681]
p12]

Codelength 10 CodeUnits

set NextPageStart, to 1
ReadPecord LocalFPileRecord#, of file RouteRecordPile ¢+ LocalPileIDOffset,

IntoNewWorkingSpace RecordArea
UseCPU 20 CPUUnits

ReleaseWorkingSpace RecordArea

StartWeatherRetrieval of SpecialistWeatherMenu
Go to SpecialistWeatherDisplay

cell StopBenchmark

p69])
vig)
vi3])

if ParallelWeatherRetrieval,

if WeatherRecordCountDown > 0, StopTheRetrieval
prod AncestralNaturalPlow

AvaitProd [vwvhich never comes
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[ SERXXREERREARE4%E  SPECIALIST SUPPORTING CELLS *#sssssskiss

cell OrganizeFlightPlanFormat for integer FPlightPlanRecord$# (default none)

CodeLength 20 CodeUnits

v2] if Ownedlength of (RecordArea) = 0, AcquireWorkingSpace RecordArea,
FlightPlanRecordLength characters
UseCPU 20 CPUDnits [ to organize a format for the screen
p98]) WriteRecord +to LocalFileRecord$,
of file CurrentPlightPlanPile + LocalPileIDOffset,
OutOftReleasing RecordArea

p20] UpdateTerminalRecord recording PlightPlanRecord#
p10] Go to SpecialistFormattedOutput

cell UpdateTerminalRecord recording integer PlightPlan# (default NoChange)

Codelength 15 CodeUnits

p104] ReadRecord LocalFileRecord#,

of file TerainalRecordFile ¢+ LocalFileIDOffset,
IntoNevWorkingSpace RecordArea
set PreviousFlightPlan#, to RecordedPlightPlan$
UseCPU 15 CPUUnits [updating the contents
unless FlightPlan# = NoChange, set RecordedFlightPlan#, to FlightPlan#
p98] WriteRecord to LocalFileRecord#,
of file TerminalRecordFile + LocalPileIDOffset,
OutOffReleasing RecordArea
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cell InitializeDUAT

via)
vi13]

v2]
v2)

[ DUAT Natural Flows are born here
clear WeatherRecordCountDown
set NextPageStart, to 1
prod AncestralNaturalFlow
AvaitProd _
[ wvaiting for the data base to be ready to write to
AcquireWorkingSpace WorkArea#1, HinimumLengthForWorkArea#1 words

AcquireWorkingSpace RecordArea, TerminalRecordlLength characters
clear RecordedFlightPlan#

p96] WriteNewRecord to TerminalRecord# for OwnNaturalFlowé,

v3]
v3]

vig)
v13)

p23])

of file DUATTerminalRecordPile ...
ess + TerminalPileIDOffset for OwnNaturalFlowé#,

OutOfEReleasing RecordArea
ReleaseWorkingSpace WorkArea#1
ReleaseRorkingSpace AdminArea

prod AncestralNaturalPlow
AvaitProd
[vaiting for the MeasuredPeriod to start
PinalizeDUATInitialization
go to DUATInput

A 1T
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cell DUATInput

v9]
v2]

v2)

v3])

P69]
v3]

pos]

LocalIntegers MessageType, WorkLength
CodeLeng*h 60 CodeUOnits
Acquire&Input into SmallInputiArea, ReadOnly

AcquireWorkingSpace AdminArea, AdminArealength words
RecordInputlength

set LocalFileIDOffset, *o TerminalFileIDOffset for OwnNaturalFlow#
set LocalFileRecord#, to TerminalRecord# for OwnNaturalFlow#

Translate2Digits PromCharacter 9, of SmallInputArea, setting MessageType
AcquireWorkingSpace WorkArea#1, DUATWorkLength for MessageType characters

TranslateScenarioParametersToWorkArea#1 from SmallInputArea
OseCPU 70 CPUUnits
ReleaseWorkingSpace SmallInputArea

if LoseDUATBigIOArea? with ScenarioDirectedInputType
if ParallelWeatherRetrieval,
if WeatherRecordCountDown > 0, StopTheRetrieval
if OwnedlLength of (BigIOArea) > 0, ReleaseWorkingSpace BigIOArea
MakelegaltAnalysisRecording

go to cell DealWithDUAT for ScenarioDirectedInputType
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[ the cells referred to above are those in the next section
[ They all come back eventually with a "go to' to ome of
[the next two cells, except in the

p31) [case of DUATStopBenchmark, which does not come back

cell DUATNormalOutput
Codelength 40 CodeUnits

if OwnedLength of (BigIOArea) < ScenarioDirectedReplylength,
v2) ExtendWorkingSpace BigIOArea, to ScenarioDirectedReplylength

set Replylength, to ScenarioDirectedReplylength
FormatDirectResponse
UseCPU 50 CPUUnits

v3] ReleaseWorkingSpace WorkArea#1
v3] ReleaseWorkingSpace AdminArea

v10] oOutput ReplylLength characters, OutOffReleasing BigIOArea

P23] go to DUATInput
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cell DUATWeatherDisplay

p69]

v2)]

v5]

v3)
v3]

vi0]

p23)

Codelength 40 CodeUnits
if ParallelWeatherRetrieval, EnsureBnoughWeatherToDisplay

loop
unless OwnedLength of (BigIOArea) < NextPageStart ¢+
ScenarioDirectedReplylLength - 1, escape loop
if NextPageStart = 1, escape loop _
subtract AverageScreenful, from NextPageStart
RecordLengthOfBigIOArea

if OwnedLength of (BigIOArea) < ScenarioDirectedReplylLength,
ExtendWorkingSpace BigIOArea, to ScenerioDirectedReplylength,
DeAccessed
AccessPartOfWorkingSpace BigIOArea,
ScenerioDirectedReplylLength characters, at NextPage Start
FormatDirectResponse at NextPageStart
se* Replylength, to ScenarioDirectedReplylength
UseCPU 50 CPUUnits

ReleaseWorkingSpace WorkArea#1
ReleaseWorkingSpace AdminArea

Output Replylength characters, OutOf&DeAccessing BigIOArea,
at NextPageStart
go to DOUATInput
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cell DUATSimpleInput

Codelength 6 CodeUnits
UseCPU 11 CPUUnits
p24] go to DUATNormalOutput

cell DUATPageBackvward

Codelength 6 CodeUnits
UseCPU 5 CPUOUnits
unless NextPageStart = 1,
subtract 2 * AverageScreenful, from NextPageStart
pP26] go to DUATPageForward

cell DUATPageForward

Codelength 6 CodeUnits

UseCPU 11 CPUUnits

add AverageScreenful, to NextPageStart
p25] go to DUATWeatherDisplay
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cell NonRouteDataForDUATFligh*tPlan
Codelength 70 CodeUnits

p104] ReadRecord LocalFileRecord#,
of file DUATCurrentPlightPlanFile ¢+ LocalPileIDOffset,
IntoNewWorkingSpace RecordArea
UseCPU 30 CPUUnits [editing local flight plan record

p98]) WriteRecord +to LocalFileRecord#,
of file DUATCurrentPlightPlanPile ¢+ LocalFileIDOffset,
OutOf&Releasing RecordArea
UseCPU 12 CPUUnits [ updating screen format

P24] Go to DUATNormalOutput

cell RequestDUATHeather
Codelength 10 CodeUnits

set NextPageStart, to 1
p104] ReadRecord LocalFPileRecord#,
of file DUATRouteRecordPile ¢+ LocalPileIDOffset,
IntoNewWorkingSpace Recordirea
UseCPU 20 CPUDnits
v3) ReleaseWorkingSpace RecordArea

p69] StartWeatherRetrieval of DUATWeatherNenu
P25)] Go to DUATWeatherDisplay
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cell StartDUATConversationWithNewFlightPlan

CodelLength S0 CodeUnits

v2] AcquireWorkingSpace BigIOArea, ScenarioDirectedReplyLength characters
UseCPU 15 CPUOUnits

p32) Go to OrganizeDUATFlightPlanPormat

cell RouteDataPForDUATFlightPlan

Codeleng+h 10 CodeUnits
p56] ConvertRoute [into RecordArea
UseCPU 20 CPUUnits [ to update the screen format
p98] ¥WriteRecord to LocalPileRecords,
of file DUATRouteRecordPile + LocalFileIDOffset,
OutOf&Releasing RecordArea
p32) UpdateDUATTerminalRecord
P27) Go to NonRouteDataForDUATFlightPlan

cell DUOATFlightlog

Codelength 250 CodeUnits
p104) ReadRecord LocalFileRecord#,
of file DUATRouteRecordFile ¢+ LocalPileIDOffset,
IntoNewWorkingSpace RecordArea, ReadOnly
v2)] AcquireWorkingSpace WorkArea#2, FlightLogWorkArea characters
v2) AcquireWorkingSpace BigIOArea, ScenarioDirectedReplyLength characters
UseCPU ScenarioDirected#LegsToLog * 1600 CPUUnits
v3] ReleaseWorkingSpace RecordArea
v3]) ReleaseWorkingSpace WorkArea#2

pP24] go to DUATNormalOutput
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cell StartDUATConversationWithFiledPlightPlan

p32]

pP55]
p32])
P551]
p32]

Codelength 15 CodeUnits

UpdateDUATTerminalRecord
add 100 * UpperHalfOofParameter, to ScenarioDirectedPlightPlant

if FPlightPlanToBeUpdated
GetFlightPlanForUpdating ScenarioDirectedPlightPlan# (into RecordArea
UseCPU 25 CPUOUnits
Go to OrganizeDUATFlightPlanPormat for ScenarioDirectedFlightPlan#
else
GetFlightPlanReadOnly ScenarioDirectedPlightPlan¢ [into RecordArea
UseCPU 25 CPUOUnits
go to OrganizeDUATFlightPlanFormat

cell PesumeDUATConversa*ionWithCurrentPlightPlan

CodelLength 10 CodeUnits

p104 ] ReadRecord LocalFileRec<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>