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The Systems and Equipment Engineering Branch, ANA-140, has developed the
Automated Reliability Assessment Program (ARAP) for evaluation of Federal
Aviation Administration (FAA) equipments and systems. The ARAP is a set of pro­
cedures and computer programs used to reduce and analyze failure/maintenance data.
In addition to reliability parameter estimation, related failure/maintenance
characteristics are analyzed including failure modes, maintenance manhours, part
replacement/failure rates, and part disposition. The ARAP has been in operation
over the past two years and significant benefits in terms of assessment quality,
manpower cost, and completion time, have been derived. It is recommended in the
report that the ARAP be utilized to support re1iabi1ity/maintainabi1i1ty
activities at the National Aviation Facilities Experimental Center (NAFEC) and be
considered for FAA-wide implementation.
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INTRODUCTION
 

PURPOSE. 

This report describes the automated reliability assessment program (ARAP) 
developed by the Systems and Engineering Branch, ANA-140, for evaluation of 
Federal Aviation Administration (FAA) equipments and systems. The ARAP is 
a set of procedures and computer programs used to reduce and analyze failure/ 
maintenance data. The report also discusses some typical applications of 
reliability assessment results. 

BACKGROUND. 

As part of the system engineering activity for en route and terminal air 
traffic automation systems, ANA-140 has been assigned to perform various 
reliability assessments. Due primarily to the magnitude of the failure/ 
maintenance data reduction and analysis involved, computer techniques were 
applied to this task. Specifically, Fortran programs were developed to run 
on large computers to reduce the data, and a desk-top Wang 700C/70l Computer 
System was utilized to perform the various probability and statistical analyses. 
The initial implementation of the ARAP occurred during mid-197l. Since 
then, various refinements in the program have been introduced. 

DISCUSSION 

GENERAL. 

The purpose of a reliability assessment is to estimate the reliability param­
eters associated with an equipment or system based on equipment failure/ 
maintenance data obtained during testing or operational use. This data is 
screened and qualified and then summarized for analysis purposes. The uptimes 
or essentially the times between failure, and the downtimes or active maintenance 
times, are used to estimate equipment reliability parameters. These estimates 
are used in math models which describe successful system functioning to estimate 
system reliability parameters. The equipment data summaries can also be used to 
perform various related failure/maintenance analyses. 

The equipment and system assessment procedures and computer programs associ­
ated with the ARAP are outlined below along with a summary of some typical 
assessment applications. 
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EQUIPMENT ASSESSMENT. 

Equipment reliability or failure/maintenance data is reduced and analyzed as 
shown in figure I and detailed as follows: 

DATA SCREENING AND QUALIFICATION. The failure/maintenance data is properly 
identified according to equipment serial number, location, and time. Also, 
the reasonableness of the failure causes and corresponding maintenance actions 
is determined. Finally, the accuracy of the times that the events occurred 
is clarified and any missing data is solicited. All screening actions are 
documented in the assessment report. 

To qualify the failure/maintenance data being analysed, the operational and 
envilJnmental conditions associated with each equipment during the evalua­
tion period are generally summarized in the assessment report. These condi­
tions include: engineering changes, temperature and humidity ranges, line 
voltage and frequency ranges, scheduled maintenance activities, and system 
utilization. In addition, an explanation is given concerning any unusual 
circumstances such as electrical storms, excessive shock or vibration, radio­
frequency interference, etc. 

DATA SUMMARIES. The screened equipment failure/maintenance data is coded 
for computer processing in accordance with the instructions contained in 
appendix A. The card format or coding forms described are designed to 
handle a wide range of reliability data inputs and occasionally these forms 
may be incomplete due to lack of data. The Fortran programs described in 
appendix B are then used to generate the reliability data summaries described 
below. 

Equipment Status Time Summary. There are two parts to the Equipment 
Status Time Summary as follows: 

Part 1. The purpose of this summary is to show the "24-hour-a-day" 
operational status of each equipment over the entire evaluation period. An 
example printout is given in table 1. "U" or "uptime" includes that used 
for scheduled maintenance testing and engineering investigations. "C" or 
"corrective maintenance time" includes time waiting for parts, maintenance 
personnel, and equipment. "E" or "engineering change time" is self­
explanatory. "0" or "other time" includes administrative shutdown, power 
down due to air conditioning failure or line outage, etc. 

Part 2. The purpose of this summary is to show the amount of time 
spent by each equipment in each of the four statuses during the evaluation 
period. An example of printout is given in table 2. A quick check on the 
accuracy of the input data is to add each of the four status times together. 
This total should be equal to the total number of hours in the evaluation 
period. This printout also gives the total number of hours that equipments 
of the same type spent in each status during the evaluation period. 
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TABLE 1. EQUIPMENT STATUS TIME SUMMARY - PART 1 

PERIOD 7121171 Te Ml20/1l 
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CE-n2 
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CE-f)Z 
CE-n2· 
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LOCATION 
ACY 
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TABLE 2. EQUIPMENT STATUS TIME SUMMARY - PART 2 

PERIOD 7/21/71 TO ~/20/7I 

STATUS TIME (/"1R5.) 

EQl;JPMI'"NT LOC SER NO U TOT l; 0 lCT (1 C TOT C f Tu J F 

TYP"­

CE-1)2 
CE-I,2 

ACY 
ACY 

::>0001 
':>0002 

737.67 
73d. 00 147':>.67 

b.17 
':>.83 1.2.00 

0.00 
0.00 0.00 

• 1 7 
• 1 1 • 33 

Sf:: ­ 'J '1 
Sf -f)Y 

ACY 
ACY 

':>1902 
':>1'103 

736.63 
7311. 17 i47C,.UO 

6.U8 
':0.83 11. '-J? 

I.Uti 
0.00 1.0" 

0.00 
0.1)0 0.1)11 

OE-',,4 ACY il043 nil.17 ':>.tU 0.00 (j.U0 

STATUS COOt DESC~IPTIOI\S 

U- pOwEHFr UP AND BEING USEu OR AVAILA~LE FO" USE 
v· C- COkRECTIVE MAINTENANCE INCLUDING FAULT ISOLATIC~. REPAIk ANU vE~IFICATION 

E- ENGINEERING CHANGES INCLUDING INSTALLATION Uk k~~CVAL AND CHECKCUT 
0- ~OwER OFF EXCLLSIVE OF CORRECTIVE MAII\JENANCE AND ENGINEERING C~AI\I;tS 



Equipment Chargeable Failure Summary. The purpose of this summary is 
to show the time, description, active maintenance time, maintenance manhours, 
and part data associated with each chargeable equipment failure that occurred 
during the evaluation period. An example printout is given in table 3. In 
general, a chargeable failure means that the equipment was not able to function 
as intended under normal or specified operational and environmental conditions 
due to some internal component or part failure. Equipment failures caused 
by poor connections are considered chargeable only if related to some design 
deficiency. The specific functional requirements relating to the chargeable 
failure criteria are delineated in the assessment report. 

In cases where more than one maintenance action was performed associated
 
with the same chargeable failure, the summary gives an estimate of the total
 
maintenance time and manhours expended. All of the parts involved in the
 
maintenance action(s) and their disposition, are also shown.
 

Part Failure Summary. The purpose of this summary is to show the
 
description of each part failure that occurred during the evaluation period
 
along with final part disposition. An example printout is given in table 4.
 
Only parts which failed under specified part-design conditions are listed.
 

DATA ANALYSES. The reliability data summaries are used to perform the
 
equipment analyses described below:
 

Reliability Parameter Analysis. The reliability parameters associated
 
with a specific type of equipment, are estimated based on the up/downtimes
 
observed during the evaluation period. Usually several equipments are
 

. involved in the analysis in order to obtain a typical estimate. The 
derivation and screening of these times, along with methods for determining 
their underlying distribution and estimating the associated reliability 
parameters, are given as follows: 

Up/Downtime Derivation. For each equipment, the uptimes or
 
essentially the times between failures, are calculated from part I of the
 
Equipment Status Time Summary shown in table 1. Each "u" time interval,
 
from the beginning of the evaluation period to the first charageable failure
 
is added together to obtain the first "uptime." Time of the occurrence
 
of chargeable failures are obtained from the Equipment Chargeable Failure
 
Summary shown in table 3. The sum of the "u" time intervals, from the first
 
chargeable failure to the second chargeable failure, gives the second "up­

time." This same procedure is followed until the final chargeable failure
 
that occurred during the evaluation period is reached.
 

For each equipment, the downtimes or active maintenance times
 
associated with each chargeable equipment failure can be obtained directly
 
from the summary shown in table 3.
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TABLE 3. EQUIPMENT CHARGEABLE FAILURE S~n1ARY 

PERIGO 1/21/71 Te: 1120/72 

TYPE LOC 
S [R I AL 

NO YKMODA HR'1N 

EQU I P"E ~j T 

FA [ LUR t: 0 t SCRI r T[ C; 
MAI'lT 

riM t 
IHRSI 

MAINT 
MAN­
HRS 

ICE~TIFICATION 

INJ/TYPE/LDC 

PART 

I 
DISPDSITlnN 

CE-02 
CE-O<: 
CI::-02­

ACY 
ACY 
ACY 

50001 
50001 
5000: 

71 2 8 
7111 2 
72 120 

18 0 
12~5 

330 

DROPPING HIT ~2 IN STATUS 
P(Jw[~ CHECK 
KCU .,GN T SCOtJ FRCM CE 

~us 0.8 
0.2 
o•1 

1.6 
0.3 
0.3 

5A02429/F-CABLt/AC4N7Bll 
51SC03S/MOTQ~/FAN 

5A03175/SLT CARD/E-A2.B2 

RESEATED 
REPLACElJ 
REPLACEr) 

2/B 
11/2 
1120 

LE-02 ACY 50002 7: 421 20 C COUL) NOT IPL SYSH:M C.3 1. G SLT CARO/02E-AIC6 RE StATElJ 4171 

SE-09 
5t-09 

ACY 
ACY 

51902. 
51902 

71 
72 

730 
1 D 

1125 
1745 

CCULJ NOT STJRE/FETCH 
STORIICE CHECKS 

IOCE 0.8 
lot> 

2. .5 
7.0 

5B032~5/SLT CA~D/03C-C3H3 

cn\NECTOR/LOw EVE~ BS~ 

CO~NECTOR/LOW EVE~ 85~ 

KEPLACEI) 
RE'Sr=ATElJ 
REP~IRElJ 

7130 
116 
1/8 

5E-09 
:'[-09 
St-O<J 

ACY 
tlCY 
tlCY 

51903 
51903 
51903 

7: 716 
711017 
71:120 

2150 
104~ 

840 

DROPPINL; HIT 36 [" HI DOD tlSM 
SAR CHECK FRO~ [flCE 1 
STUKAGe P~OT!:CT PARITY ERRORS 

O. 1 
2.~ 

0.3 

0.3 
4.6 
1.0 

5804871/SLT CA~O/34tl-A3C2 

5BC317?/SLT CA~D/02C-BIK3 

520209b/HEATE~ C.U./03CA3 

REPLACED 
REPLACED 
REPLACED 

7/16 
10/17 
11/20 

~J 
[;E -04 
1:£-04 
L!E~04 

ACY 
ACY 
ACY 

11043 
11043 
11043 

71 53: 
71 711 
711026 

615 
2310 
1735 

LOGIC CHECKS KUNNINC SEVA 
DATA PARITY ERKeR ~IT DEFECTIVE 
STO:<AGE PROncr FAILURES 

1.0 
2.0 
1.4 

2.0 
3.5 
3.6 

CONNEcrOR/03CB3 
5B031SblSLT CARO/03C-B4G4 
520209b/HEATER CONTROL UNI 

REStATEJ 
REPLACED 
REPLACED 

5/11 
7/12 
10126 



00 

-----~_.~ - ---- --,----.- .--_ .. - _._. -~ ------~--_._- -----~ -------- -'-~ ---- --_._-----------_._._--_.._---- ----- ---­

~02uE DISPLAY CHANNEL PROCE~SOB ----------. --. _._._--­

0- _	 • __~ _ ATLANTIC CITY 

TABLE 4. PART FAILURE SUMMARY---- ---- --c-------------~---.:....-----------=:..=..--=---:...:.----=--=--..,..==---=~--=~===----. 

PERIOD 1/21/11 TO 1/20/12---_._------_._-_._-_ .. _----­

__ .PAB.J jJ2ENr IF lCAr I OJ~ _ ___EQUI~ EQUIP. PART FAILURE DESCRIPTION DISPOSITION-....:.....:.... ...•._---- ------_..-.--_._- ._.-.. ­
, (!IIO./TYPE/LOC.) TYPE LOC. .­

-------_..._-_.-.--- .. ----_._-_._------------ ----..... _._-------­

____5B0312..6_tSLl_CARO/_O_lC:-.~_~§~_· _.DE-04 __.ACY_ BAu Z3 IC CHIP .... SHIPPED 
5803115/SL T CARD/E-A~B2 CE-02 . ACY NO OUTPUT .~--.--_._.-.-- -.. ·----REPAIR"EO·-­

____	 SB""O.J}_15/SLI_CARQLQf~=_~IK3 5E-09 ACY NO OUTPUT REpAIRED 
5803295/SLT CARD/03C-C3H3 SE-~- ACY RESIsi"O-R RIO·SHORTEO---------SHIPPEO·----­
S90419315LI_~ARQL.~C~Q~ C£-02 ACY NO OUTPUT AT LOW BIAS SHIPPED 
5804640/Sl T CARD/02E-E2G3 CE-02 ACY --- TIMING OFF ----ADJUSTE-D-­

_58J)~81.l/SL'L~AROlQ.4t3-A3C2 5E-09 ACY IC CHI P?51~._9~L~. .__. S_Hl~fF;Q. ._ 

_ S_2...0.2Q9_QlJ:iEAlffi __C~LJ~~_9·1~A._~ ~E-O~ __.__~ACY CONTACTS CORRODED. . CLEANED 
5202096/HEA TER C. U. DE-04 ACY ST ICKY CONTA"crs -·--~---··--------tLEANEQ----· 

---'5351156/FfELAY IK8	 C[-02 ACY CONTACTS CORRODED . CLEANED 

------THROw-N"A-wA ySlS003S/MOTOR/FAN	 CE-02 ACY £~NED WINDINGS 

--_.._------	 -. ­

__________.__. - - >0.,--- ­ ------	-- -- .. _--- ,------ - ----- ­

.. _--_ ..._- _._.__ .-_..__._--- ._---_. _. -------_. 

~--_._---------_._ --~- --~. ~.. --- _._... - .._..	 - -- ._---- ,~-- --- ._---~- - ­

_.. _._._--­ --------- -----------.------, 



Up/Downtime Screening. The up/downtimes associated with each 
equipment, and then each equipment type, are examined to determine homo­
geneity. Only those values considered representative of normal usage 
conditions are used in the analysis. The up/downtimes (if any) associated 
with the other conditions are highlighted in the assessment report. 

Screening is also applied when an equipment or procedural modi­
fication is incorporated and validated which precludes the reoccurrence of 
certain types of failures previously observed. The downtimes associated 
with these failures are deleted from the analysis and new uptimes are 
derived. Again, all screening actions are documented in the assessment 
report. 

Up/Downtime Distribution Testing. The Kolmogorov-Smirnov Goodness­
of-Fit Test shown in table 5 is used to make a decision regarding the under­
lying distributions of the equipment up/downtimes. In the example, a set of 
uptime data was tested with the exponential distribution assumed. Since the 
observed d(max) was less than the tabular value, it can be concluded at the 
.05 level of significance, that the observed uptimes are representative of 
an exponential distribution. It should be noted, experience has indicated 
that most FAA equipments conform to the exponential failure/maintenance laws. 
Table 5 was generated using the Wang lOOC/70l Computer Program described 
in appendix C. 

Reliability Parameter Estimates. If the underlying distributions 
of the up/downtimes are assumed to be exponential, the reliability parameters 
are the mean uptime (MUT) and the mean downtime (MDT). Point estimates of 
these parameters are obtained for each equipment type as shown in table 6. 
The number of failures and downtime (total) given in table 6 are derived, 
allowing for any screening, from the Equipment Chargeable Failure Summary 
shown in table 3. The uptime (total) given in table 6 is derived, allowing 
for any screening, from part I of the Equipment Status Time Summary shown 
in table 1. When there is no screening, this uptime is equal to the total 
"U" given in part 2 of the Equipment Status Time Summary shown in table 2. 
Table 6 was generated using the Wang 700C/701 Computer Program described in 
appendix C. 

The equipment MDT/MDT values given above are based on the opera­
tional and environmental conditions that occurred during the evaluation 
period. These estimates may not apply to other sets of conditions. In 
addition, the statistical confidence that can be placed in these estimates 
is directly dependent on the number of failures that occurred. The more 
failures, the greater the probability that the estimates given are repre­
sentative of the true equipment lillT/MDT. When the failure/maintenance data 
is limited, these results are compared, if possible, to those obtained from 
reliability/maintainability design predictions and other factory/field 
demonstrations on the equipment under evaluation and/or similar equipment. 
The most realistic equipment MDT/1IDT values for the specified operational 
and environmental conditions are then selected. 

9 



TABLE 5. KOLMOGOROV-SMIP~OV GOODNESS-OF-FIT TEST 

EQUIPMENT TYPE: 7201-02 Compute Element 
SERIAL NUMBER: 50001, 50002, 50003 
TEST PERIOD: 1/21/71 through 1/20/72 

t 0 dRi92. llil 
o or more 6 l.000 l.000 .000 

437 or more 6 LOOO .855 .145 
688 or more 5 .833 .781 .052 

1683 or more 4 .667 .547 .120 
2088 or more 3 .500 .473 .027 
5548 or more 2 .333 .137 .196 
62R6 or more 1 .167 .105 .062 

Observed d(max): .196 
Tabular d(max): .521 at .05 sig. level 

LEGEND: 
t - Uptime in hours. 
9 Estimated mean of uptimes = 2788.333 
N Total number of observed failures. 
o Observed cumulative failures at time t. 

P (0) Observed cumulative probability of survival at time t = o/N. 
P (t) = Theoretical cumulative probability of survival at time t = exp(-t/9). 

d Absolute deviation = /P(o)-P(t)/. 

TABLE 6. EQUIPMENT RELIABILITY ESTIMATES 

EQUIPMENT 
FAILURES 

( r) 
UPTIME 
(HOURS) 

DOWNTIME 
(HOURS) 

MDT 
(HOURS) 

MDT 
(HOURS) 

Compute Element 
Storage Element 
Display Element 
I/O Control 
Element 

Reconf. Control 
Unit 

Data Adapter 
Unit 

6 
11 

5 

2 

2 

2 

25216 
33790 
16917 

16970 

16987 

16973 

5.666 
7.416 
5.500 

2.000 

2.000 

2.000 

4202 
3071 
3383 

8485 

8493 

8486 

.944 

.674 
l.100 

1.000 

LOOO 

LOOO 

LEGEND: 
MUT MEAN UPTIME UPTIME 

r 

MDT MEAN DOWNTIME DOWNTIME 
r 
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Related Failure/Maintenance Analyses. The following failure/maintenance 
analyses can also be performed for each type of equipment: 

Failure Mode Analysis. Based on the failure description data 
given in the Equipment Chargeable Failure Summary shown in table 3, repetitive 
failure modes are determined. The cause of these failure modes are discussed 
and corrective actions are recommended. 

Maintenance Manhour Analysis. Based on the Equipment Chargeable 
Failure Summary shown in table 3, the average maintenance manhours per month 
is obtained. The maintenance manhours expended for each chargeable failure

• are added together and divided by the number of equipments of the same type. 
This ~verage is then divided by the number of months contained in the evaluation 
period to determine a monthly average. 

Part Replacement-Rate Analysis. Based on the Equipment Chargeable 
Failure Summary shown in table 3, part replacement rates are obtained. 
For equipments of the same type, the total number of replacements during 
the evaluation period of a specific part is divided by the total-part operat­
ing hours. The total-part operating hours is equal to the product of the 
total number of parts or part population per equipment, obtainable from 
the equipment parts list, and the total number of equipment-type operating 
hours during the evaluation period. This latter quantity is equal to the 
total "u" given in part 2 of the Equipment Status Time Summary shown in 
table 2. For example, assume that 10 parts having the same serial number 
were replaced among four equipments of the same type where each equipment 
contains 20 of these parts. If we assume a total "u" from table 2 of 4,000 
hours, then the part replacement rate for this equipment type is equal to 
10/(20)(4,000) or .125 replacements per 1,000 hours of operation. 

The above analysis assumes that the "time to part replacement" 
follows the exponential distribution. This assumption is considered valid 
for most electronic and certain electro-mechanical parts such as relays 
and solenoids. It may not be valid for mechanical parts and certain electrical 
parts such as lamps and receiving tubes. 

Part Failure-Rate Analysis. Based on the Part Failure Summary 
shown in table 4, part failure rates are obtained. For equipments of the 
same type, the total number of failures during the evaluation period of 
a specific part is divided by the total-part operating hours. The tota1­
part operating hours is calculated as described under "part-replacement rate 
analysis" above. Failure rates exceeding design predictions are highlighted. 
The assumption that the "time to part failure" is distributed exponentially, 
also applies to this analysis. 
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Part Disposition Analysis. Based on the Part Failure Summary 
shown in table 4, the average number of failed parts that were repaired, 
shipped, cleaned, adjusted, or thrown away is obtained on a monthly basis. 
For each disposition category, the total number of parts is divided by the 
number of equipments of the same type. This average is then divided by the 
number of months contained in the evaluation period to determine a monthly 
average. 

SYSTEM ASSESSMENT. 

System reliability data consisting of the equipment assessment data described 
above, is analyzed as shown in figure 2 and detailed below. 

SYSTEM CONFIGURATION DIAGRAM. The purpose of a system configuration diagram 
is to show the series and/or redundant arrangements of all the equipments 
in the system. For example, the system shown in figure 3 consists of 
six parallel redundant subsystems connected in series. The configuration 
diagram is not intended to show the specific functional relationships 
between the various types of equipments. 

Normally, the equipments shown in the system configuration diagram are 
separately housed and can be readily identified. More important, however, 
is the condition that the equipment be mutually independent in the sense 
that a failure in one equipment does not cause a failure in another. 

RELIABILITY PARAMETER ANALYSIS. System reliability parameters are estimated 
using the equipment reliability parameter estimates in math models which 
describe successful system functioning. The math models used in the analysis 
are based on a paper by S. J. Einhorn which appeared in the February 1963 
IEEE Proceedings, entitled, "Reliability Prediction for Repairable Redundant 
Systems. 11 The assumptions associated with the Einhorn Models, the application 
of these models to parallel redundant and series systems, and the qualification 
of results are discussed as follows: 

Einhorn Model Assumptions. The Einhorn Models assume that the MDT/ 
MDT for each element in the system is known and that each conforms to the 
exponential failure/maintenance laws. It is also assumed that the up/downtimes 
for each element are independent of the condition of other elements. Finally, 
whenever repair of a failed element re-establishes an adequate configuration 
after a system failure had occurred, the system, as a whole, is returned 
to the up status while repair of other failed elements (if any) continues. 
The term "element" is used to denote a single equipment or group of equipments. 

.. 
More general assumptions include instantaneous, error-free switching 

of redundant elements in active standby or parallel status, instantaneous 
detection of failures, and readily available maintenance personnel, test 
facilities, and spare parts. 
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Parallel Redundant Systems. An example of the use of the Einhorn Models 
for obtaining the MDT/MDT estimates of parallel redundant systems is given 
in table 7. The MDT estimates are interpreted as the mean time duration 
between dropping below the specified number of elements required for success­
ful system functioning. For example, from table 7, on the average of every 
534,333 hours, less than two compute elements will be available. When this 
occurs, it will take .625 hours on the average to re-establish at least a 
two-of-three compute element configuration. The number of elements required 
is normally a fixed quantity associated with a desired level of system per­
formance. In some cases, this number is lowered to also estimate system 
reliability parameters associated with a reduced level of system performance. 
Table 7 was generated using the Wang 700C/70l Computer Program described 
in ap?endix C. 

Series Systems. An example of the use of the Einhorn Models for,obtain­
ing the MDT/MDT estimates of series systems is given in table 8. The MDT/MDT 
estimates for the system in the example, indicate that on the average of 
every 109,967 hours, at least one of the elements or parallel redundant sub- . 
systems will fail, causing a system failure. When this occurs, it will take 
.470 hours on the average to get the system back in operation. In some cases, 
a series element is deleted to also estimate system reliability parameters 
associated with a reduced level of system performance. Table 8 was generated 
using the Wang 700C/70l Computer Program described in appendix C. 

Qualification of Results. In these instances when the input equipment 
MDT/MDT values are based on limited data, conservative and optimistic MDT/MDT 
values are also used in the system analysis in order to determine the possible 
range of system MDT/MDT. The operational and environmental conditions per­
taining to a system reliability prediction are documented in the assessment 
report. Finally, the assessment report contains a discussion of the validity 
of the assumptions associated with the application of the Einhorn Math Models. 

RELATED FAILURE/MAINTENANCE ANALYSES. Some other failure/maintenance analyses 
that may be included in a system reliability assessment are as follows: 

Failure Mode Analysis. The most probable causes of system failure are 
discussed and corrective actions are recommended. 

Maintenance Manhour Analysis. An average system estimate of maintenance 
manhours per month is obtained by multiplying the equipment-type averages by 
the number of associated equipments in the system configuration and then 
adding each total. For example, let the average maintenance manhours per 
month be 1.5 hours for equipment type A and 2.0 hours for equipment type B. 
If the system consists of two equipments of type A and four equipments of 
type B, then the average for the system can be expected to be 2(1.5) + 4(2.0) 
or 11 manhours per month. 
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TABLE 7. RELIABILITY ESTIMATES: PARALLEL REDUNDANT SYSTEMS 

U D MDT MDT 
SYSTEM m/ n (HOURS) (HOURS) (HOURS) (HOURS) 

Compute Element 2/ 3 2000 1.250 534333 .625 

Storage Element 3/ 4 1500 .750 250499 .375 

Display Element 3/ 4 2000 1.000 333999 .500 

I/O Control Element 1/ 2 4000 1.000 8003999 .500 

Reconf. Control Unit 1/ 2 6000 1.000 18005999 .500 

Data Adapter Unit 1/ 2 6000 1.000 18005999 .500 

MATH MODELS 

n-j-jMDT =t (~) U D
 
J=m
 

m-l n-mn (n-l)
m-1 U 15 

m-1
 
j n-j
MDT 

= L (~) IT D
 
j=O
 

m-1 n-mn (n-1)
m-l 11 15 

LEGEND:
 
MDT = Mean uptime for system.
 
MDT = Mean downtime for system.

IT = Mean uptime for element.
 
D = Mean downtime for element.
 
min = Elements required/elements available.
 

16 



TABLE 8. RELIABILITY ESTIMATES: SERIES SYSTEMS
 

SYSTEM ELEMENT 

Compute Element 
Subsystem 

Storage Element 
Subsystem 

Display Element 
Subsytem 

I/O Control Element 
Subsystem 

Reconf. Control Unit 
Subsystem 

Data Adapter Unit 
Subsystem 

9020E 
Display 
Channel 
Processor 

MATH MODELS 

1 

k


MOT liD.
 
J=2: 

j=l 

1 
-1k 

MDT MOT 2: U./D .+n.
J J J 

j=l 

MDTU D 
(HOURS) (HOURS) (HOURS) 

534333 .625 

250499 .375 

333999 .500 

8003999 .500 

18005999 .500 

18005999 .500 

109967 .470 

LEGEND: 
MUT = Mean uptime for system. 
MDT = Mean downtime for system. 
U. = Mean uptime for element j.
_J 

Mean downtime for element j.
~j = Number of elements in system. 

17
 



Part Replacement-Rate Analysis. An average system estimate of the rate 
of replacement for a specific part is obtained by multiplying each equipment­
type part-replacement rate by the number of associated equipments. For 
example, let the replacement rate for part 83482B be .33 per 1,000 hours for 
one of the equipment types represented in the system. If there are six 
equipments of this type, then on the average of every 1,000 hours. 6 (.33) or 
approximately two replacements of this part will be required for the system. 
If more than one type of equipment contains this part, then the number of 
replacements for each type are added together for a system estimate. 

Part Failure-Rate Analysis. An average system estimate of the rate of 
failure for a specific part is obtained by following the same procedure 
described under "part replacement-rate analysis" above. In this case, the 
equipment-type part-failure rate is used in place of the equipment-type part ­
replacement rate. 

Part Disposition Analysis. An average system estimate of the number of 
parts that are repaired, shipped. cleaned, adjusted, or thrown away per month 
is obtained by multiplying the equipment-type averages by the number of 
associated equipments in the system configuration and then adding each total. 
For example, let the average number of parts repaired per month for equipment 
types A and B be 6 and 8, respectively. If the complete system consists of 
three equipments of type A and four equipments of type B, then the average 
number of parts that will be repaired each month for the system is equal to 
6(3) + 8(4) or 50 parts. 

ASSESSMENT APPLICATIONS SUMMARY. 

The results of the equipment and system reliability assessments described 
above have widespread application. Some of the typical applications are 
summarized below: 

RELIABILITY PARAMETER ANALYSIS. Estimates of the reliability parameters can 
be used as follows: 

Contractor Performance. Demonstrated reliability values can be compared 
with those specified in the contract. 

Reliability Improvement. The need for design changes, redundancy. 
additional diagnostic tools. improved training programs, change in utilization, 
increased scheduled maintenance. etc., can be evaluated. 

Scheduled Maintenance Optimization. A determination can be made as to 
the type and amount of scheduled (preventative) maintenance required to main­
tain acceptable reliability levels. 

"Fail-Soft" Requirements. Various "backup" procedures can be established 
based on expected frequency of failures and length of repair times. 
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Spare Equipment Complement. A determination can be made as to the number 
of spare equipments required to maintain acceptable reliability levels. 

New Procurements. A data base for the contract specification, predic­
tion, and test demonstration of reliability/maintainability for new procure­
ments can be provided. 

Other System Analyses. System availability and effectiveness analyses 
can be performed. 

..	 RELATED FAILURE/MAINTENANCE ANALYSES. The data from these analyses can be 
used as follows: 

failure Modes. Fault isolation procedures can be optimized and 
reliability improvement and "fail-soft" studies can be performed. 

Maintenance Manhours. Manpower requirements and maintenance training, 
equipment, and procedures can be evaluated. 

Part Replacement Rates. Spare-parts requirements can be determined. 

Part Failure Rates. Reliability improvement programs can be established 
and a data base for design predictions of reliability/maintainability for new 
equipments can be provided. 

Part Disposition. Allocation of maintenance resources can be evaluated 
including the comparison of the cost of part repair versus part throwaway. 
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CONCLUSIONS 

1. The application of the automated reliability assessment program (ARAP) 
has significantly decreased the time and cost required to reduce and analyze 
equipment and system failure/maintenance data. In addition, the computer 
techniques employed have enhanced the validity and accuracy of the assessment 
results. 

2. The ARAP will build a comprehensive equipment and system failure/maintenance 
data base that can be readily accessed to update reliability parameter esti­
mates and related failure/maintenance analyses. 

3. The ARAP is a currently available comprehensive reliability assessment 
program specific to FAA equipments and systems. 
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RECOMMENDATIONS
 

1. The automated reliability assessment program (ARAP) should be utilized to 
support NAFEC program area activities which are concerned with reliability/ 
maintainability endeavors. 

2. The ARAP should be evaluated by the FAA Airway Facility Service to deter­
mine its applicability for FAA-wide implementation. Upon acceptance of the 
ARAP, the FAA failure/maintenance data reporting forms should be designed to 
enable efficient processing by the ARAP computer programs. 

3. ihe ARAP should incorporate computer programs for estimating the reliability 
parameters of equipments and systems associated with nonexponential up/downtime 
distributions. In addition, procedures should be included for evaluating the 
effects of software reliability on computer system reliability. 
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APPENDIX A 

DATA CODING INSTRUCTIONS 

The equipment reliability or failure/maintenance data shall be coded using 
standard 80-co1umn ADP card forms in accordance with the following instructions: 

1.	 Equipment Identification Coding Form. 

Columns Field Description 

14 - 21 Type of equipment such as IOCE-02 for Input/Output 
Control Element, Model 02. 

31 - 34 General air traffic control area in which the equip­
ment is located such as HOU for Houston. 

41 - 48 Serial number of equipment (right justified). 

68 - 72 Equipment code. Each equipment shall be assigned 
a different (5-digit) number from 00000 to 99999. 

75 - 80 Card identification. Each card shall be assigned a 
different identification for processing and accounting 
purposes. 

2. Equipment Status Time Coding Form. 

1 - 5 Equipment 
Equipment 

code from columns 68 - 72 of 
Identification Coding Form. 

the 

6 Last digit of year relating to the status data. 

8 - 16 Equipment status information. Column 8 contains the 
Status Code U, C, E, or 0 and Columns 9 - 16 represent 
the month, day, and Zebra time associated with the 
status. The status at the beginning of the evaluation 
period shall always be given first. 

19 
30 
41 
52 
63 

27 
- 38 
- 49 
- 60 
- 71 

All of these fields shall contain status information 
similar to that given in Columns 8 - 16 above. Each 
time the equipment status changes, the new code shall 
be indicated along with time data. Additional cards 
shall be used if required with the status at the end 
of the evaluation period always being the last entry. 

75 - 80 Card identification. Each card shall be assigned a 
different identification for processing and accounting 
purposes. 
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3. Equipment Chargeable Failure Coding Form - Part 1. 

Columns	 Field Description 

1 - 5	 Equipment code from Columns 68 - 72 of the Equipment 
Identification Coding Form. 

7 - 9	 Equipment type code. Each equipment type shall be 
assigned a different (3-digit) number from 000 to 999. 

11 - 20	 Year, month, day, and Zebra time that the failure 
first occurred. 

23 - 57	 Description of the failure such as "lost alphanumerics 
on PVD 8" or "fuses blowing in the 20V power supply." 

60 - 63	 Time to the nearest tenth of an hour required to 
isolate fault, affect repair, and perform checkout. 
Time waiting for parts or other nonactive time shall 
not be included. Where maintenance was discontinuous, 
an estimate of total time shall be given. 

65 - 68	 Manhours to the nearest tenth associated with the 
maintenance time given in Columns 60 - 63 above. 

70	 The total number of parts associated with the 
maintenance action. 

75 - 80	 Card identification. Each card shall be assigned a 
different identification for processing and 
accounting purposes. 

4. Equipment Chargeable Failure Coding Form - Part 2. 

1 - 5	 Equipment code from Columns 1 - 5 above. 

8 13	 The identification of the "Part 1 Card" as given in 
Columns 75 - 80 above. 

16 - 40	 Number, type, and/or location of part associated 
with the maintenance action. 

47 - 60	 Dis~osition of the part such as repaired, replaced, 
cleaned, adjusted, or shipped. The day and month 
that this action took place should also be noted. 

75 - 80	 Card identification. Each card shall be assigned a 
different identification for processing and 
accounting purposes. 
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5. Part Failure Coding Form. 

Columns Field Description 

2 - 4 Part type code. Each part type shall be assigned a 
different (3-digit) number from 000 to 999. 

6 - 30 Number, type, and/or location of the failed part. 

32 - 39 The equipment type associated with the failed part. 

41 - 44 General air traffic control area in which the above 
equipment is located such as HOD for Houston. 

46 - 70 Description of the part failure such as "14 shorted" 
or "tarnished contacts." 

72 Disposition code where: 

A - Repaired D - Thrown away 
B - Adjusted E - Shipped 
C - Cleaned 

75 - 80 Card identification. Each card shall be assigned a 
different identification for processing and 
accounting purposes. 
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APPENDIX B 

FORTRAN DATA REDUCTION PROGRAMS 

EQUIPMENT STATUS TIME SUMMARY. 

OBJECTIVE. To list the date and time that each equipment changed operational 
status and to calculate the time interval in hours and minutes that it spent 
in the previous status. Also, to summarize for each equipment serial number 
and type, the total time spent in each status over a specified period. 

METHOD OF IMPLEMENTATION. The program reads the input data from cards sorted 
by equipment serial number and type. A subprogram called "TIMES" converts time­
of-day to total hours and minutes. The program also sorts times ascording to 
status code for summary printout. 

The program is written in Fortran IV under IBSYS 13 control suitable for 
third-generation computers and 6000 Version 3 for the Control Data Corpora­
tion time-share network. Using a time-share network, it would be possible 
to send copies of the computer printouts to other interfaced terminals on 
a real time basis. Special software packages, tape library program storage, 
and other supporting services are also available. 

SPECIAL FEATURES. Unlimited amounts of data can be processed and various 
time periods and equipments can be combined. Input titles, formats, legends, 
and constants can be changed outside the program. Leap year calculations 
are included. 

EQUIPMENT CHARGEABLE FAILURE SUMMARY. 

OBJECTIVE. To list the failure data associated with each chargeable equipment 
failure. 

METHOD OF IMPLEMENTATION. The failure data associated with each chargeable 
equipment failure is stored on one or more cards. The extra cards are 
required for part maintenance data. These cards, sorted by equipment serial 
number and type, are read in by the program. Special printout control is 
exercised when more than one part is involved in the maintenance action. 

The program is written in Fortran IV under IBSYS 13 control suitable for 
third-generation computers and 6000 Version 3 for the Control Data Corporation 
time-share network. 
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SPECIAL FEATURES. Unlimited amounts of data can be processed and various 
time periods and equipments can be combined. Input titles, formats and 
constants can be changed outside the program. 

PART FAILURE SUMMARY. 

OBJECTIVE. To list the failure data associated with each chargeable part 
failure. 

METHOD OF IMPLEMENTATION. The failure data associated with each part failure 
is stored on cards which are sorted by part serial number and type. The 
program reads in the cards and a special feature converts part disposition 
code for printout. 

The program is written in Fortran IV under IBSYS 13 control suitable for 
third-generation computers and 6000 Version 3 for the Control Data Corporation 
time-share network. 

SPECIAL FEATURES. Unlimited amounts of data can be processed and various 
time periods and parts can be combined. Input titles, formats, and constants 
can be changed outside the program. 
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APPENDIX C
 

WANG 700C/701 COMPUTER DATA ANALYSIS PROGRAMS
 





WANG 700C/701 PROGRAM DESCRIPTION
 

TITLE NUMBER 1REV. 
STAT	 06 I 1 

Kolmogorov-Smirnov Goodness-of-Fit Test DATE 
PAGE lOF 210/72 

PROGRAM ABSTRACT 

Equipment up/downtime data is arranged in ascending order of magnitude and
 
printed out along with the mean, standard deviation, log-mean, and log­

standard deviation. This data can then be tested against the exponential,
 
normal, and/or log-normal distributions to determine goodness-of-fit. A
 
printout of the analysis is generated.
 
Reference: "The Kolmogorov-Smirnov Test of Goodness-of-Fit," F. J. Massey,Jr.
 
Journal of the American Statistical Association, March 1951, page 68.
 

The maximum number of data entries is 100, the minimum is 2.
 

PROGRAM OPERATION 
1.	 Load the program tape, depress REWIND, depress TAPE READY, depress RUN. 

2.	 PRIME LOAD PROGRAM once. 

3.	 Place output writer in AUTOMATIC mode, load 8-1/2 by II-inch paper,
 
and put a ten-space margin on the left-hand side.
 

4.	 Enter "1" (clears data registers). 

5.	 GO(loads in first program block). 

6.	 Enter: uptime in hours. or downtime in minutes with a GO after each entry. 
If an incorrect entry was made, SEARCH 9 and re-enter the value. 

7.	 Repeat step 5 for each time value. 

8.	 SEARCH 2 (prints mean, standard deviation, log-mean, and log-standard
 
deviation) •
 

9.	 Load new 8-1/2 by II-inch paper into the output writer and set the
 
left-hand side margin at O. Clear all tabs.
 

10.	 Enter one of the following distribution codes:
 
II-Uptime/Exponential Dist. 2l-Downtime/Exponential Dist.
 
12-Uptime/Normal Dist. 22-Downtime/Normal Dist.
 
13-Uptime/Log-Normal Dist. 23-Downtime/Log-Normal Dist.
 

If an incorrect entry was made, "12.34" appears on the display. The 
correct code should then be entered. 
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WANG 700C /701 PROGRAM DESCRIPTION
 

PROGRAM DESCRIPTION CONTINUED	 PAGE 2 OF 2
 

~L Following printout of the "equipment type," II serial number," and "test 
period," the program stops to allow entry of this information. To enter 

I place output writer in MANUAL mode, type in data, place back in 
AUTOMATIC mode and press GO. 

12.	 Following the third GO, the program will print out a table of lid" values 
and the observed lId(max)." The program will then stop to allow manual 
entry of the tabular lId(max)" associated with the sample size involved 
and desired level of significance. 

GO (prints legend). 

14.	 To test the same data against another distribution, repeat steps 1, 2, 5 
9, 10, 11, 12, and 13. 

15.	 To begin again with new data, start at step 1. 

16.	 When completely finished, depress REWIND and remove program tape. 
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WANG 700C/701 PROGRAM DESCRIPTION
 

TITLE 

Equipment Reliability Estimates 

PROGRAM ABSTRACT 

NUMBER IREV. 1REL 01 

DATE 3/73 PAGE 1 OF 1 

The program calculates and prints out the point estimates of the mean uptime/ 
mean downtime (MDT/MDT) for equipments. The input data, including the number 
of failures, uptime and downtime, is also printed out. These estimates assum 
that the up/downtimes are exponentially distributed. 
Reference: Probabilistic Reliability: An Engineering Approach, M. Shooman, 
McGraw-Hill, 1968, page 476. 

There is no limit to the number of data entries. 

PROGRAM OPERATION 

1. Load the program tape, depress REWIND, depress TAPE READY, depress RUN. 

2. PRIME LOAD PROGRAM once. 

3. Place output writer in AUTOMATIC mode, load 8-1/2 by ll-inch paper, and 
put a ten-space margin on the left-hand side • 

. 4. GO (prints heading). 

5. Enter: number of failures, uptime, and downtine with a GO after each 
entry. If there is no data input, enter O. If an incorrect entry was 
made, SEARCH 9 and re-enter all three values. 

6. GO (prints MDT/MDT) 

7. Repeat steps 5 and 6 for each equipment. 

8. When analysis is completed, SEARCH 0 for the legend. 

9. Place output writer in MANUAL mode and type in equipment identifications 

10. To begin again with new data, PRIME and start at step 3. 

11. When completely finished, depress REWIND and remove program tape. 
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WANG 700C!701 PROGRAM DESCRIPTION
 

TITLE NUMBER REL 02 REV. 11
Reliability Estimates: Parallel
 
Redundant Systems
 DATE 3/73 PAGE 1 OF 1 

PROGRAM ABSTRACT 

The program calculates and prints out the predicted mean uptime/mean downtime 
(MDT/MDT) for systems containing "n" identical elements of which a minimum of 
"m" elements have to be operating for the system to be up. The input data t 
including m, n, element mean uptime, and element mean downtime t and the 
math models used, are also printed out. 
Reference: "Reliability Predictions for Repairable Redundant Systems," 
S. J. Einhorn, Proceedings of the IEEE, February, 1963 t page 312. 

There is no limit to the number of data entries. 

PROGRAM OPERATION 

1.	 Load the program tape t depress REWIND t depress TAPE READY, depress RUN. 

2.	 PRIME LOAD PROGRAM three times. 

3.	 Place output writer in AUTOMATIC rnode t load 8-1/2 by ll-inch paper,
 
and put a ten-space margin on the left-hand side.
 

4.	 GO (prints heading) 

5.	 Enter: number of elements required, number of elements available,
 
element mean uptime, and element mean downtime with a GO after each
 
entry. If there is no data input, enter O. If an incorrect entry
 
was made, SEARCH 9 and re-enter values.
 

6.	 GO (prints MDT/MDT). 

7.	 Repeat steps 5 and 6 for each system. 

8.	 When analysis is completed t SEARCH 4 for the math models. 

9.	 Place output writer in MANUAL mode and type in system identifications. 

10.	 To begin again with new data, start at step 1. 

11.	 When completely finished t depress REWIND and remove program tape. 

\ 
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WANG 700C/ 701' PROGRAM DESCRIPTION
 

TITLE NUMBER 
REL 03 

Reliability Estimates: Series Systems DATE 
PAGE lOF 1 

PROGRAM ABSTRACT 

3/73 

The program calculates and and prints out the predicted mean uptime/mean 
downtime (MUT/~IDT) for a system of elements of which each has to be opera­
ting for the system to be up. The input data, including element mean uptime, 
element mean downtime, and the math models used, are also printed out. 
Reference: "Reliability Predictions for Repairable Redundant Systems," 
S. J. Einhorn, Proceedings of the IEEE, February, 1963, page 312 

The maAimum number of data entries is 30 mean uptimes/mean downtimes per 
system. There is no limit to the number of systems. 

PROGRAM OPERATION 

1.	 Load the program tape, depress REWIND, depress TAPE READY, depress RUN. 

2.	 PRIME LOAD PROGRAM once. 

3.	 Place output writer in AUTOMATIC mode, load 8-1/2 by II-inch paper, and 
put a ten-space margin on the left-hand side. 

4.	 GO (prints heading). 

5.	 Enter: element mean uptime and element mean downtime with a GO after 
each entry. If there is no data input, enter O. If an incorrect 
entry was made, PRI~ffi and start at step 3. 

6.	 GO (stores inputs). 

7.	 Repeat steps 5 and 6 for each element. 

8.	 SEARCH 2 (prints MUT/~T). 

9.	 To enter new system data, SEARCH 6 and start at step 5. 

10.	 vJhen analysis is completed, SEARCH 1 for the math models. 
, 

11.	 Place output writer in MANUAL mode and type in element and system 
identifications. 

12.	 To begin again with new data, PRIME and start at step 3. 

13.	 When completely finished, depress REWIND and remove program tape. 
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