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EXECUTIVE SUMMARY 

The necessity for an annual reporting of operations at each 

airport in the United States established the need for this 

report which defines a standardized procedure that can be 

utilized in estimating traffic at non-towered airports. This 

report identifies a method for estimating itinerant, total and 

local operations at any non-towered airport and presents the 

reasoning on which these procedures were derived. In addition, 

procedures for estimating peak traffic per day as well as per 

hour have been developed and are described in this report. 

This report presents an approach that will serve as a NASP tool 

and therefore may be used to replace the existing methods now used 

for reporting itinerant and local operations on the FAA form 5010-1. 

These procedures will reflect a significant improvement in esti ­

mating accuracy over the present methods even though complexity to 

the user and costs of implementation will be minimal and of a 

similar degree to what is now experienced. 

The estimating techniques presented herein enable the measurement 

of operation levels at individual airports according to the air ­

port's own unique characteristics. These characteristics which are 

updated annually are readily available in presently published FAA 

documents. With these procedures an estimate of annual operations 

may be made with less than a manhour of effort; non-statis­

tically oriented personnel can implement the estimating process 

and the method is not dependent on computer processing. 
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As a result of this study, the recommended process for estimating 

traffic activity at a non-towered airport consists of acquiring 

and then applying the appropriate data to the following relation­

ships: 

• Annual Itinerant Ops = 100 [.0237 X + 3.588 X4 - .0356 X7 + 2.487 X9
3 

+.534 X13 + .332 + .1712 X15 - 70.88]X14 

• Annual Total Ops -- 100 [.0337 X3 + 4.921 X4 + 1.472 X5 - 3.902 XIO 

+ 3.057 + 1.050 X14 - 77.359]X13 

• Annual Local Ops = Annual Total Ops - Annual Itinerant Ops 

Where: 

X3 = Annual Scheduled Air Carrier Departures 

X4 = Airport's Facility Index 

X5 = Portion of Student pilots in the county attributed 

to this airport 

X7 = Airport Acreage 

Xg = Multi-engine Based Aircraft 

XIO = Single-engine (~4 place) Based Aircraft 

X13 = Total Based Aircraft 

X14 = Registered GA Aircraft in county 

X15 = Fuel (>100 Octane) Storage Capacity 

These formulas, with their appropriate independent variables are 

the resultant of several hundred regression analysis routines which 

were systematically implemented in an effort to expose a concise yet 

accurate relationship that could best estimate airport operations. 
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The analysis was made on conditions existing at a reference set of 

162 airports where actual operation levels were known. The 

applicability of more than 70 parameters was investigated. Socio­

economic data related to the airport's community as well as data 

concerning physical characteristics at each airport were included 

in the list of parameters hypothesized as potential measures of 

traffic. Selection of the reference set of airports which served 

as the model on which regression routines were applied, was designed 

to simulate the distribution of the NASP airport population, geo­

graphically as well as according to airport size. 

The basic approach followed in the conduct of this investigation 

was to first identify a model consisting of a set of airports 

sufficiently large to ensure statistical confidence and represent­

ative of the airports included in the NASP. Secondly, a group of 

parameters (airport characteristics) were hypothesized as p9tential 

indicators of airport traffic activity. Then, a multiple linear 

regression process wherein the airports' parameters were treated as 

independent variables was used to identify the best relationship 

(appropriate coefficients to be associated with each independent 

variable) that most closely defined the dependent variable according 

to the actual operations known at each airport in the model. 

This relationship was then evaluated for acceptability by testing 

the statistical validity of each parameter, (T test) ,and measuring 

the multiple correlation coefficient and the standard error of 

estimate on the model as a whole. In addition, the difference 

between the actual value and the estimated value of the dependent 
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variable for each airport within the model was computed and 

examined individually. Successive regressions were then made 

after deleting the less statistically valid parameters until a 

more concise formula was derived wherein each variable as a potential 

indicator of airport operations could be considered to be at a 95% 

confidence level. 

That relationship and its associated measures of acceptability then 

constituted the results of one iteration and were directly comparable 

with other iterations which had similarly been developed but which 

had originated with a different group of airport parameters. The 

final selection of the best method for estimating operations was 

made by testing the better iterations on an independent set of 35 

airports whose characteristics had not been used to influence the· 

regression analysis. 

In concert with the development of an operations estimating technique, 

an additional effort was directed towards deriving methods for 

estimating peak traffic characteristics at non-towered airports. 

A five-step procedure that yields peak day operations and busy hour 

operations is the consequence of this effort. The method is based 

on a statistical analysis of peak operations reported at FAA tower 

airports and identifies the dependence on three factors: (1) The 

size of the airport in terms of total annual operations; (2) The 

type of airport (either general aviation or air carrier) and (3) 

a geographical factor determined according to FAA regional 

boundaries. Graphical techniques were developed to aid in this 

estimating process. The theoretical basis for peak daily oper­

ations at the subject airport was determined according to the 

following expression: 
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for air carrier airports: 

Peak Day Ops = 7.95 - .013T2 

for general aviation airports: 

Peak Day Ops = 16.l5T - 2.74Tl • 26 

Where T= annual total operations (in thousands) 

This theoretical value was then modified to an estimated value by 

applying a geographical factor derived according to average con­

ditions which exist at three neighboring tower airports that serve 

as references. The geographical factor was defined by: 

for air carrier reference airports: 

RG = ac 2.90 - .005T 

for general aviation reference airports: 

Where R = ratio of Peak to Average Daily Ops at 

reference airports. 

T = annual total operations at reference airpo~ 

(in thousands) 

Busy hour operations at an airport were found to be principally 

dependent on the airport's total operations and consequently were 

be estimated with the following relationship: 

for air carrier airports: 

Busy hour operations = 6.6 {T)·6 

for general aviation airports: 

Busy hour operations = 2 (T) .85 + {T)·75 in { 

Where T = the airport's annual total operations 
(in thousands) 

Graphical techniques for estimating peak day and busy hour operations 

are later detailed in Sections 3.1 and 3.2. 
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Although computer processing was used extensively in the develop­

ment of these estimating relationships, computer processing is 

unnecessary for the implementation of these techniques. Data 

which is critical to an understanding of the process or critical 

to the processes derivation has been documented in this report 

~ is presented either in tabular form or the data base format 

utilized by the computer. With the exception of operations data 

for those airports where SCI conducted on-site surveys, all of the 

data used was collected from existing documents readily available 

to anyone. 
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~.o STUDY PROJECT 

1.1 Background 

FAA requirements identify the necessity for an annual reporting 

of operations at each airport in the United States, especially those 

which are in or candidates for the National Airport System Plan 

(NASP). Information concerning annual itinerant and local opera­

tions at each airport is required so that assessments can be made 

of the need and the priority of potential airport improvements. 

Presently, there are approximately 3000 airports in the NASP which 

are non-towered and without adequate or standardized means for 

reporting operations data. 

The need for a simple and quick method for estimating traffic at 

non-towered airports has often been provided by individuals some­

what knowledgeable on the subject, who through using their experience 

and best judgement, specify an estimate. At times these estimates 

are very good especially when the estimator is an experienced one, 

yet overall there is considerable inconsistency and unreliability 

is usually associated with such estimates. It is necessary that 

a method be developed that will serve as an alternative to the 

existing means of generating operations data for NASP purposes, 

acceptable in terms of economy as well as accuracy. 

The FAA recently completed a project that encountered some of the 

difficulties of measuring operations activity at individual non­

towered airports. In that effort new, alternative methods for 

conducting non-towered airport surveys were developed to provide 

improvements in terms of better accuracy and reduced costs. The 



use of the new survey technique however, must be primarily assigned 

to those instances where the fixed costs associated with providing 

a statistical degree of accuracy can be afforded, e.g., tower 

candidate surveys, master plan studies, etc. Its direct application 

as an alternative to the present method of reporting operations 

for NASP planning purposes is not economically practical when 

considerations are made of the existing annual cost expenditures 

and the more than 3000 airports involved. 

As an alternative to the survey method as a means for estimating 

traffic at non-towered airports, a variety of mathematical models 

have been created in the past with the hope that a fixed relation­

ship existed between traffic activity levels and some easily acquired 

parameter indirectly related to airport operations. Proponents 

of such schemes presumed that by knowing the value of the related 

parameter, an estimate of annual operations could be easily made 

and by being dependent on a qu~ntitative value the result would 

be more credible than those arrived at only through judgement. 

Recent investigations have shown, however, that these models are 

also inappropriate and, as in the case of the judgement technique, 

their use results in inaccurate estimates of annual operations. 

The difficulty appears to be not so much in their ability to 

estimate a certain type or size of airport but rather their in­

consistency when applied to the variety of airport types and sizes 

that make up the NASP airports. 

The failure of these techniques more likely can be attributed 

to model development problems rather than the possibility that 
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a relationship does not exist between annual operations and related 

airport characteristics. Two reasons may explain the failings of 

previous models. First, it is unlikely that a single related 

factor can be solely representative of an airport's annual opera­

tions especially when a variety of airports must be considered. 

Rather, there are numerous factors which are necessary to identify 

the uniqueness of any particular airport and such factors must come 

into play if that airport's operations are to be measured. 

Secondly, it must be recognized that model development activities, 

including those that have attempted to relate more than one para­

meter, have always been plagued by the absence of sufficient and 

accurate operation data about non-tower airports on which the model 

is to be based. Consequently those models prove to be inadequate 

because they have inadvertently been designed to reflect inaccurate 

or inadequate airport operations data. 

Yet there is soundness to the reasoning that modeling is funda­

mental to the solution of the estimating problem. It offers 

simplicity, ease of implementation and economy. It is perhaps 

the only practical means to use if more than 3000 airports are 

to be estimated annually. Such attractions therefore, suggest 

an effort be made in that direction. With sufficient attention 

given to deriving an accurate and comprehensive data base about 

airport characteristics and with a careful analysis of this data 

it should be expected that an appropriate mathematical model 

could be developed. By ensuring that modeling development is 

based on a large group of airports, sufficiently varied by type 
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and size to reflect the spectrum of NASP airports, the inaccuracy 

quality that has been associated with previous models can be 

minimized and an acceptable standardized process achieved. Finally, 

by implementing the recently improved survey method for estimating 

traffic at non-towered airports, adequate and accurate airport 

operations data may be acquired to enable a sound basis on which 

modeling activities may be designed. 

1.2 OBJECTIVE 

The purpose of this study is the development of a specific procedure 

for estimating annual levels of itinerant, local and total operations 

at non-towered airports. This procedure should be centered about 

a mathematical formula that relates airport operations as a func­

tion of the airport's or its community's characteristics. The new 

procedure is intended as a NASP tool and as a replacement for the 

existing methods now used for reporting itinerant and local opera­

tions on the FAA Form 5010-1. The procedure should reflect an 

improvement in estimating accuracy over present methods, however, 

its complexity to the user and its costs of implementation should 

be similar to the degree to what is now experienced. The procedure 

shall be applicable to any non-towered airport in the NASP and 

therefore responsive to regional, climatic or seasonal differences 

that exist nationally. 

The estimating technique to be developed in this study must be able 

to measure operation levels at individual airports according to the 

airporis own unique characteristics. The only restriction as to 
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the type of characteristics to be used is that such information 

must be readily available so that implementation of the estimating 

technique may be unincumbered. To accommodate, annually, the 

many airports in the NASP and still be economically acceptable, 

the technique will be one which will enable several airports to 

be estimated in less than a man-day. The actual application of 

the estimating technique by non-statistically oriented personnel 

must be accounted for and the method shall not require computer 

processing. 

A supplementary objective of this study is the development of a 

methodology for estimating peak hour and peak day operation levels 

at non-towered airports. Similar to standards specified for the 

operations estimating process, the method should be readily 

implemented without specialized training or equipment. 

1.3 APPROACH 

The philosophy for the study plan centered about a statisical 

approach as the means for achieving the project's objectives. 

In light of previous failings it was intended that in addition 

to the development of a formula for estimating operations, the 

question concerning the propriety of a mathematical model would 

conclusively be answered. Impartiality and thoroughness were 

therefore critical requirements in the performance of the study. 

Rather than a confined analysis of one or two or even several 

parameters, traditionally considered as determinants to airport 

operations, all reasonably related factors were to be examined 

in such a way that, regardless of intuitive biases, the resultant 
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relationship would be the best standardized means with which airport 

operations could be estimated. Certain findings made in the conduct 

of the study have, in retrospect, borne out the validity of such 

an approach; intercorrelation characteristics of the operations­

related parameters suggest a complexity that otherwise could not 

easily be overcome. 

Most simply stated, the approach was to select a representative 

group of airports and then collect data about these airports so 

that regression analysis could be used to identify the most appro­

priate formula for estimating airport operations. Evaluation, 

testing and documentation of the estimating procedures would then 

complete the effort. 

More specifically, the study consisted of five major areas of 

investigation for which the following tasks were directed: 

1.	 Selected an appropriate number of airports which were 

typical of each type of secondary and feeder system of 

non-towered airports within the NASP. These airports and 

their physical characteristics and operation levels then 

served as a representative data base. A sufficient number 

of each airport type needed to be included to assure stat ­

istical integrity. As the base on which all subsequent 

analysis was dependent and especially because the result ­

ant findings were to have a universal application, this 

task was particularly critical. 

2.	 For each of the airports in the "NASP Airports Model" 

collected data concerning their annual level of itinerant 
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and local operations. Where such data was unavailable, 

conducted field surveys at those airports and estimated 

operations according to the instructions given in the 

recently developed Survey Method for Estimating Traffic 

at	 Non-towered Airports. 

3.	 Compiled from a list of readily available information, a 

variety of data parameters, pertinent to each airport, 

which could affect airport operations. The list of para­

meters was not constrained and addressed social and eco­

nomic characteristics of the community as well as well as 

specific features of the airport itself. Included in 

these parameters were such statistics as number of 

based aircraft, type of aircraft, airport configurations, 

airport services, hours flown, number of pilots, community 

population, wealth, employment, services, etc. 

4.	 Performed the necessary computer application procedures 

in preparation to the development of a model or mathema­

tical relationship which properly correlates the inform­

ation categories or sets of categories with the previously 

measured traffic levels at each respective airport. Re­

gression analysis techniques were then used and the 

sensitivity of the model parameters were identified for 

each iteration. The resultant recommended estimating 

formula was selected as the consequence of a comparative 

analysis on each iteration. 

13
 



5.	 Tested the resultant estimating formulas on a set of airports 

that were independently selected from the NASP airport pop­

ulation and whose characteristics were not used in the 

regressive derivation of the estimating relationship. By 

comparing estimated operations with the actual operations 

known to occur at those airports, a measure of acceptability 

could be associated with the resultant formula. Descriptions 

of the study process, rationale for the derivations and 

instructions for field implementation of the estimating 

procedure was then documented. 

In addressing the supplemental objective of the study, that is, 

the development of a procedure to estimate peak traffic character­

istics at non-towered airports, there again was the necessity to 

rely on statistical analysis. In this case, data from tower air ­

ports was the sole basis on which the analyses could be made; the 

necessity for knowing the actual peak day values to use as a 

reference for basing the estimating procedure, dictated the need 

for daily traffic measurements and only at tower airports is such 

information collected every day of the year. Data from a two year 

period (1971 and 1972) was the basis for this analysis. Data 

considered as most representative of today's conditions (the two 

latest years of record, 1971 and 1972) was the basis for this 

analysis. 
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1.4 RESULTS 

Two products have been developed in this study; a procedure for 

estimating traffic at non-towered airports and a procedure for 

estimating those airports~peak traffic characteristics. Both of 

the procedures require solutions to a mathematical formula as the 

means of arriving at the estimates. The only other procedural 

requirement is the collection of appropriate data statistics 

to use in defining the independeht variables of the estimating 

equations. This latter step can be accomplished simply by extract­

ing the information from several reference documents that are 

normally present or at least readily available to everyone. 

Both procedures may be implemented on a single airport in less 

than an hour. 

Solutions to the equations that yield estimates of annual itinerant 

or total operations require relevant statistics of the airport's 

air carrier departures (if any), acreage, based aircraft (multi­

engine, four place single engine, and total B.A.), registered 

aircraft in the county, fuel storage capacity (~ 100 octane), 

student pilots, and the airport's facility index (a term coined 

in this study that represents a composite measure of several air­

port features and services). Local operations are estimated as th~ 

difference between total and itinerant operations estimates. The 

actual formula for estimating annual itinerant operations is: 

= 100 (.0237X3 + 3.588X4 -.0356X7 + 2.487X gAIRPORT 
ITINERANT 

OPERATIONS + .534X
13 

+ .332X14 + .171X15 - 70.880) 

FAA WJH Technical Center 

\\IIII\II\\IIII\\III\II~1111111I111I11I111111I1 
00090703 
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The relationship for estimating total operations is: 

= 100 (.0337 X 3 + 4.921X4 + 1.472X - 3.902XAIRPORT S IO 
TOTAL 

OPERATIONS + 3.057X + 1.OSOX - 77.3S9)
13 14 

where: 

X3 = Annual Scheduled Air Carrier Departures 

X4 = Airports Facility Index 

XS= Portion of Student pilots in the county attributed 

to this airport (Pilots in County times X13/X14) 

X7 = Airport Acreage 

X9 = Multi-engine Based Aircraft 

XIO= Single-engine (~4 place) Based Aircraft 

X13= Total Based Aircraft 

X14= Registered GA Aircraft in county 

Xl S= Fuel (>100 Octane) Storage Capacity 

The independent variable X3 can be defined from the CAB & DOT (FAA) 

published document "Airport Activity Statistics of Certified Route 

Air Carriers" using Table 7 - Aircraft Departures Scheduled. The 

Office of Management Systems within the FAA publishes "Census of 

u.S. Civil Aircraft" and Table 43 of that report (U.S. Active 

Civil Aircraft by Type, Region, State and County) contains data 

that can define variable Xl4 • 

Another MS document, "U.S. Airmen," RIS-MS-8070-37 is the source of 

data for defining variable Xs ' student pilots in the airport's 

county, although this basic value is then mUltiplied by the ratio 

of parameter X13 and parameter X14 • The variable X4 ' Facility 

Index, is a composite measure of airport characteristics and addresses 

such features as runways, their surfaces and corrected lengths, fuel 
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storage capacities, hangar facilities and service buildings. The 

method for establishing an airport's index is detailed later in 

Table 2.4.4-1. All of its requisite data is contained in the FAA 

Airport Master Record, Form 5010-1. 

The procedure for estimating peak traffic characteristics at a 

non-tower airport also requires~the solution of several equations. 
I , 

Using the estimated value of annual total operations from the 

above step as a starting point, the subject airport's theoretical 

peak day operations are computed as follows: 

I 
P = 7.95 T - .013 (T)2 

when the dubject airport is an air carrier 

airport 

P = l6.l5T - 2.74(T)1.26 

when the subject airport is a general aviation 

airport 

Where 

p = theoretical peak day operations 

T = annual total operations (in thousands) 

The above formulas which show peak operations to be a function 

of annual total operations describe the mean relationship based 

~ an analysis of all tower airports within the United States. A 

more precise estimate can be made however by correcting for the 

actual variations that exist about this mean. Analysis verified 

that such variations are predictable according to the airport'S 

location (i.e.: according to FAA regional boundaries). A geographical 

factor has therefore been designated to provide this correction. 
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It is based on the assumption that airports in the same vicinity, 

regardless of their size, have a similar percentage variation. 

The geographical factor is derived by averaging conditions at 

three neighboring tower airports where actual peak day operations 

and actual average day operations are recorded. Depending on 

whether the reference tower airport is an air carrier or a general 

aviation type of airport, the following expressions define their 

appropriate geographical influence:' 

RG = 2.90 - .005T 

when the tower airport is an air carrier airport 

RG = 5.90 - T·26 
when the tower airport is a general aviation 

airport 

Where 

R = ratio of peak day to average day operations at the tower 

airport 

T = annual total operations (thousands) at the tower airport 

The product of the airport's theoretical peak day operations and 

the average geographical factor constitutes the estimated value of 

peak day operations. That is: 

= G x P 

PEAK OPERATIONS ESTIMATE = AVERAGE GEOGRAPHICAL FACTOR x 

THEORETICAL PEAK OPERATIONS 

Busy hour operations at a non-tower airport can be readily estimated 

as it has been found to be a direct function of the airport's annual 

total operations. The following expressions apply: 
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B = 6.6(T)·6ac
 

B = 2(T)·85 + (T)·75 In (85/T)
ga 

Where 

= Busy hour operations at a non-tower air carrier airportBac 

= Busy hour operations at a non-tower general aviationBga 

airport 

T = Annual total operations (thousands) at the non-tower 

airport. 

An alternate process for estimating peak traffic has been developed 

which does not require the formal solutions of the associated equa~ 

tions. This simplified procedure yields identical results but 

relies on graphical interpretations of the pertinent relationships 

instead of computational techniques. Otherwise the estimating 

methodology is similar to that previously described. This 

graphical solution is detailed on pages 117 through 122. 
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1.5 EVALUATION 

The procedures derived in this study for estimating annual itiner­

ent, local and total operations as well as peak day and busy hour 

operations will satisfy the basic objectives of the study. The 

procedures are straight forward and simple to implement; less than 

one man-hour effort should be sufficient to develop these estimates 

at a non-towered airport; just five source documents are needed to 

provide necessary data and the computation procedures involve only 

arithmetic processes. The method is a standardized one; it has beeh 

designed to be applicable at any non-towered location throughout 

the continental United States. 

Acceptability of the estimators is based on two considerations, the 

foundation on which the modeling process was based and the testing 

performed on an independent set of airports. Considerable care 

was taken during the early part of the study to ensure that the 

airports model, on which the regression analyses were subsequently 

made, was in fact representative of the overall spectrum of NASP 

airports. This effort enabled a confidence to be associated with 

the theoretical aspect of the results in that attention necessarily 

had to be given to the numerous real and hypothetical airport con­

ditions that might exist within the NASP population of airports. On 

the other hand the testing activity, wherein the estimating proced­

ure was actually put into practice on 34 independently selected 

airports, has contributed to the practicality aspects of the pro­

cedure's acceptability. This latter evidence, though indicative, 

shows the application only on a limited and finite number of airports, 
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and by itself is not conclusive. Yet these practical results do 

bear out the theoretical anticipations from the modeling analyses 

which operated on the variety of characteristics at 162 different 

airports. 

A measure of the acceptability of the estimating method is a dif­

ficult and subjective item to produce. Even the acceptable method 

will, for certain conditions, generate undesirable estimates. For 

example, the proposed method has estimated for Medford, Oregon, one 

. of the airports independently selected for testing, 47,600 annual 

itinerant operations when in fact that airport is known to have 

72,100 itinerant operations. This discrepancy of 24,500 operations 

could not be considered as a good estimate, so how can the estim­

ating process which generated it be considered as acceptable? 

The reason is that the process, though fallible, in most cases yields 

good results and overall is a better estimator than another method. 

Of course, some other method might be designed such that it could 

predict itinerant operations at Medford, Oregon to be exactly 

72,100, yet that same method would then likely give very poor es­

timates for Dawson, Georgia, Paso Robles, California, or Pasco, 

Washington, each of which were similarly selected for testing by the 

proposed method and were each estimated to be within 400 operations 

of their actual annual values. 

Acceptability must be determined from an overall assessessment of the 

estimating method rather than from isolated evaluations of a few 

individual cases. This is especially important when the method 

is intended to be standardized and anticipated to have a wide 
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application. This latter requirement indicates that the resultant 

estimator must represent a compromise of sometimes divergent factors. 

Hence, the acceptable method must be expected to possess inherent 

errors and yield improper estimates at times. From a statistical 

standpoint, there has been more than an adequate number of observa­

tions (162), on which to base the regression analysis and sufficient 

testing at independent sites (34) to suggest the propriety and the 

repeatability of the study's conclusions. However, only the test 

of time, i.e. the multiple application of the technique, can fully 

evaluate the method. 

A general evaluation of the estimators might describe the formula 

for estimating itinerant operations as good, and total operations 

as reasonably good. Difficulties in estimating local operations 

which are included in total operations accounts for the poorer 

performance of the total operations formula. A more specific 

evaluation shows the itinerant operations model to have a multiple 

regression coefficient of 0.853 and a standard error of estimate 

of 7195. An overall description of the model shows the mean air ­

port itinerant operations level to be 26,499 with a standard devia­

tion of 13,799. Examination of the resultant variables for the 

estimating formula, exposed by the regression analysis, establishes 

a confidence level of greater than 96% that the seven parameters 

are, in fact, significant contributing elements to the estimate. 

Testing of the itinerant operatibns estimator on the 34 independently 

selected airports which ranged in size from 4,100 to 72,100 annual 

itinerant operations resulted in 24 good estimates, four poor estimates, 
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and six marginal estimates not easily categorized as good or bad 

though they are certainly "ball park. 1I These 34 test airports were 

known to have had an average of 36,200 actual annual itinerant 

operations. They were estimated to have an average of 31,600 

operations, i.e. a 12% average error. 

In the case of estimating total operations on the test group, 23 
I' 

I 
were good estimates, six were poor and five were marginal. This 

group as an average had 62,650 total operations per year. They 

were estimated to have an average of 57,900, i.e. a difference of 

4,750 per airport or a 7.5% average error. By comparison the 
I I 

model's average airport had 49,950 total annual operations. 

I, 
Certain features about the model as well as the consequence of 

the testing program require amplification. In the first place it 

must be recognized that there is no single quantitative measure 

to adequately identify the acceptability of the estimating formulas. 

Secondly, the measures that are used must be cautiously evaluated. 

Average error values tend to oversimplify the unfavorable conditions 

associated with large errors by enabling an overestimate to be 

cancelled by an underestimate. The standard error of estimate can 

be equally misleading in that its value is disproportionately in­

fluenced by the absolute errors from large airports even though 

the estimates for those airports represent a small percentage error. 

Consequently to rule on the merits of one or another estimating 

method the following considerations must be accounted for: 

l} an evaluation of individual airport estimates, 2} an overall 

evaluation on the set of airports, and 3} a critical review of 
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the type of airports selected for testing. 

For practical reasons both the "airports model" and the group 

of test airports include a significant number of tower airports. 

Such sites, with their already recorded number of operations 

can readily be made part of either airport set and thereby in­

crease the number of observations and hence the statistical 

validity. Yet tower airports are normally large airports and 

not necessarily typical of the sites where the estimating formula 

is intended to find application. In spite of the efforts made 

to select only the "small" tower airports to be part of the model, 

there probably is an undue influence, at least in the measurement 

characteristics of the model, caused by these larger airports. 

For example, the tower airports within the test set have a standard 

error of estimate of 14,700, whereas the non-towered airports have 

a 6,700 standard error of estimate. 

One other critique should also be addressed to the study; it con­

cerns the data on which the regression analysis has been derived. 

For each of the 162 airports in the model, data was collected 

about the airport's community together with data about the airport 

itself so that it could be correlated with other data concerning 

the airports' numbers of operations. Because the validity of the 

study is dependent on the validity of all input data, considerable 

attention was directed toward insuring data propriety. However, 

the practicalities of data collection, in certain cases, imposed 

limitations. Primarily the problem concerned the data's timeliness 



rather than its absence or its inaccuracy. At times certain 

data sources that had to be used reflected outdated information 

and the applicability of such data necessarily was based on 

conjecture rather than assurance. In addition, with the except 

of tower airports, the data about the airports' annual numbers 

of operations were the result of field surveys and it must be 

recognized that such procedures yield estimates of operations 

rather than a true reference level as necessarily assumed in 

the study. In the main these daua difficulties were of a minor 

nature, however in certain cases when either the airport data 

or the operations data was really suspect; such airports were 

deleted from the model. 

In summary, a favorable evaluation can be made of the estimating 

methods developed in this study. In theory, the accuracy of the 

operations model proves to be good and the test program has 

borne out the model's practicality. Though it is somewhat sur­

prising that the operations estimates are not more dependent on 

socio-economic factors, there are a variety of parameters that 

are influential and necessary distinction is therefore provided 

for within the spectrum of airports. The study has been con­

ducted honestly and objectively and has resulted in a simply 

implemented technique which can be standardly applied at all 

towered airports. 

On the other hand, little can be said that will similarly verify 

the estimating formula applicable to non-towered airports' peak 
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operations. Their validity can not be tested (short of conducting 

a full years survey); rather the process is totally dependent on 

the assumption that peak operations at non-tower airports are 

similar to and an extension of peak operations at tower airports, 

i.e. a function of the airports annual number of total operations. 

The characteristics of the peak data concerning tower airports 

suggest that this assumption is appropriate; certainly there is 

sufficient data to indicate a definite correlation between peak 

and total operations. However the total absence of similar data 

for non-towered airports prohibits a testing of the assumption 

and therefore makes a definite conclusion improper. 

The peak operations estimating technique is recommended for use 

not just because it is available, but because it is based on the 

best information that is available. The method of application 

permits either formal computation of several equations or the 

use of graphs to yield estimates of peak characteristics. 
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2.0 DEVELOPMENT OF OPERATIONS ESTIMATES 

2.1 Theoret~cal Considerations 

Before entering into the process of creating an operations 

estimating method that will possess those qualities dictated 

by the study guidelines, i.e., accuracy, inexpensiveness, 

simplicity and standard application, it is appropriate to 

consider certain theoretical aspects about the effort. Be­
" 

ginning with a given need for estimates of aircraft operations 

at non-tower airports, the problem to be addressed is, "what 

procedures can be employed to obtain such estimates?" There 

appear to be three possible approaches to this problem: 1) a 

sample survey to estimate aircraft operations, 2) an estimate 

based upon the judgement of knowledgeable personnel and 3) a 

model which will estimate operations by using certain variables 

which are descriptive of the airport and its environs. 

The FAA has had sufficient experience with the first two estima­

tion procedures to be familiar with their pitfalls and advantages. 

A field survey to collect a sample of operations data, such as 

is performed to obtain operations estimates for tower candidate 

airports, can be quite accurate but is expensive and there can 

be a considerable delay before such an estimate is completed. 

Judgement estimates have been employed to provide operations 

data for the FAA Form 5010-1 for some time and though they may 

at times be excellent, more frequently they suffer from the 

hazard of wide variation due to the varying qualifications of 

the individuals making such estimates. Moreover, such estimates 

may be biased, either intentionally or unintentionally, to meet 

some special purpose. 
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A model, on the other hand, has several clear advantages over 

the other two estimation procedures. It is much less expensive 

than a survey. Since it is an objective combination of variables 

which are generally available, its estimates will not vary de­

pending upon the individual who makes the estimate. Its major 

disadvantage is that it can not be expected to give as accurate 

an estimate as a good sample survey. Consequently in those 

situations where inexpensive, unbiased and repeatable estimates 

of aircraft operations are desired, the employment of a model 

is strongly indicated. 

In order that a model of aircraft activity at non-tower airports 

be considered as a viable alternative to a sample survey for 

obtaining accurate operations estimates or as a means for ac­

comodating the objectives of the study, three model criteria 

must be met. First of all, the model variables must be readily 

available to all users. Clearly, if not all users of the model 

have equal access to model variables, the possibility of a standard 

estimation process throughout the United States would be lost. 

Moreover, if the variables were available but only by the ex­

penditure of considerable time or money, the cost advantage of 

the model over a survey would be reduced or even lost. 

Secondly,the model should not require a computation procedure 

which is lengthy or involves the use of computer facilities. Again 

here, as in the first criterion, a costly or lengthy model estimate 

would reduce the cost/benefit argument in favor of a model. Finally, 

the estimate of aircraft operations must be accurate enough to meet 

the purpose of the estimate. It is this objective which is sac­

rificed relative to the survey approach, however, unless model 
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estimates are adequate to requirements, there is really no 

benefit in employing a model. Insofar as these criteria are 

met, a model is a useful alternative to other estimation pro­

cedures. 

The choice among the many possible model types is determined 

largely upon the feasibility of model development. Certain 

hypothetical models may have many attractive features but if 

the process of determining model constants does not meet certain 

requirements, such models can not in fact be adequately defined. 

Among these requirements are: 

1.	 The mathematical model that will correlate airport data 

with operations must be such as to allow the simultaneous 

employment of many variables. Moreover, it is vital that 

it be practical to delete or add variables to the list as 

the development process continues. This requirement is 

essential in order that hypotheses as to the effectiveness 

of certain variable sets can be fully tested. 

2.	 The computation procedure for constant determination must 

be able to accommodate a number of airports sufficient to 

validate the statistical adequacy of the model. An approach 

which does not allow the employment of a large number of 

observations (airports) would suffer in that the user would 

have little assurance that the estimates given by the model 

were valid for an extended set of airports. 

3.	 The model chosen should be such as to permit statistical in­

ferences to be drawn concerning the accuracy of model estimates. 

Moreover, the model should be such as to allow one to choose 

among potential model variables on a statistical basis. With­

out such a statistical foundation on which to base decisions 
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made during model development one can have no assurance 

that real progress is being made in designing an effective 

model. 

4.	 Finally the extensive amount of computation required for 

model development must be accomplished within the framework 

of the contract, i.e. a timely and economical manner. To 

achieve this it may be necessary to have a computer program 

perform the required computation. 

One model that can fully meet these requirements is a Multiple 

Linear Regression model and consequently attention during the 

course of this study was directed toward developing such a model. 

The multiple linear regression model equates aircraf"t operations, 

Y, to a linear combination of ~ariables Xi' hence: 

Y =	 a + al Xl Xo + a2 2 + •.• + an Xn 

The problem posed in developing such a model is to determine 

the values of the constants ai as well as discovering variables 

Xi which can give good estimates of Y. The fundarnen"tal assumption 

made by this linear approach is that aircraft operations can be 

considered to be the resultant of a sum of separate effects. 

Hence, such a model proposes that aircraft operations are the 

result, for example, of the sum of effects due to the number of 

pilots in the area, number of based aircraft on airport, airport 

facilities and airport services. 

The procedure for determining the constants ai for a given sample 

of airports and a given set of variables Xi can be automated on 

a computer and no computational difficulties are presented as 

long as the number of variables employed in anyone run does not 
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exceed 50 or so. Such computer programs can also supply in­

formation on the performance of each variable in the model 

as well as overall model accuracy so that informed decisions 

can be made as model development proceeds. 

This theoretical approach forms the basis for the subsequent 

analytical procedures. The five major areas of investigation, 

airports model, data collection, computer preparation, analysis 

and testing, as mentioned in Section 1.3, Study Approach, were 

designed to supply the practical requirements that would verify 

the approach. Each of these major areas are described in the 

following sections. 

2.2 AIRPORTS MODEL 

The first and perhaps the most critical task to be performed in 

the study is the selection of a group of airports, i.e., an airports 

model, that will be used as a test bed for all subsequent analysis. 

Its importance stems from an interdependence with each of the 

other tasks and its inherent influence on the kind of conclusions 

to be drawn in the study. As the principal factor in dictating 

subsequent study requirements, this task must also consider the 

compromises necessary to meet the practical constraints of the 

study. 

The study approach requires that a group of airports be analyzed 

to determine which of their characteristics affect operations and 

then define an appropriate mathematical relationship that reflects 
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'annual operations. The selection of which airports should be in­

cluded in the group of airports to be analyzed is the key step and 

the objectives of the study must be used to indicate how this step 

must be performed. The question becomes, "What should be the make­

up of this group of airports?" For example if the selected group 

contains only airports with annual operations greater than 40,000, 

or only airports with less than 5,000 operations, the bias of the 

airports model is evident. Though an accurate estimating formula 

might subsequently be produced from that model, its applicability 

would be limited to airports similar to those of the limited data 

base; there could be no confidence in that formula when applied 

to different airports not in that category. 

Consequently, the problem of selecting the airports model reduces 

to a definition of the resultant formula's applicabili.ty. When 

and on what type of airports will the estimating formula be 

applied? Airports with operations greater or less than a certain 

amount should not be included in the model group if there is no 

intention or no need for estimating operations at such airports. 

In addition to the provisions that consider applicabilitY,there 

must also be provisions made for ensuring statistical validity. 

Aside from the requirements of statistical ingegrity, validity 

is enhanced with a greater number of observations which in this 

case is a larger group of airports. However, attention must also 

be given to having sufficient representation within each subset 

category as well as the total group of airports. 
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Interdependent with all of the aitport selection determinants is 

the matter of practicality and study constraints. Finite limits 

of time' and resources necessitate compromises between the conflict ­

ing aspects of validity and the data collection/analysis which is 

required with each airport added to the airports model. The de­

sire for a model totally representative of the intended application 

must be weighed against not only the difficulties of acquiring 

the necessary information but the practicality of getting a suf­

ficient amount to ensure statistical accuracy. 

2.1.1 SELECTION PROCESS 

The initial event in creating the airports model was the random 

selection of 200 airports from a listing of approximately 3,100 

airports throughout the country who had some type of federal 

agreement, (FAAP, WAA, ect.). These were the airports formerlv 

identified as NAP airports. The process used a table of random 

numbers to specify the page number and the item entry from the FFA 

Source Document RIS-AS-50l0-2 dated January, 1972, as the method 

for selecting the 200 airports. This listing was immediately 

culled by eliminating the very large tower airports such as L. A. 

International, Chicago O'Hare, etc. The remaining airports were 

then grouped according to their state and their number of itinerant 

operations as specified in the 5010-2 document. 
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Given that the resultant estimating formula is intended for use 

as a NASP tool, particularly in the development of five and ten 

year plans, such applications direct that the airports model be 

representative of the set of NASP airports. Consequently this 

required an analysis of the NASP airport population to be made. An 

examination was made of all 3,100 NAP airports, assumed to be typical 

of the then-not-issued NASP listing, to determine airport location 

and size so they could be categorized accordingly. Figure 2.2.1-1 

presents the distribution by size (i.e., aircraft operations) of 

these airports and it is significant to note that three of every 

four airports have less than 10,000 annual operations though the 

activity levels range from almost zero to greater than 600,000 per 

year. Theoretically then it would be desireable to create an air ­

ports model which had a similar distribution so tha1: it would be 

representative in terms of airport's size. 

In the same manner it was concluded that for the model to be equit ­

ably representative throughout the country it should simulate the 

statewide distribution of NASP airports. In this case it was 

deemed that a geographical reckoning based on FAA regional 

boundaries would be more meaningful than a state by state basis 

and each of the 3,100 airports were thereby categorized. A 
i 

graphical representation of this geographical distribution is 

shown in Figure 2.2.1-2. 
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FIGURE 2.2.1-1 SIZE DISTRIBUTION OF NASP AIRPORTS
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FIGURE 2.2.1-2 GEOGRAPHICAL DISTRIBUTION OF NASP AIRPORTS
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A distribution analysis of the 200 randomly selected model can­

didates was similarly made according to size and geography and 

not unexpectedly was found to ha~e characteristics dissimilar to NASP. 

Certain airports causing the distributional dissimilarities were 

then culled according to their order of random selection until a 

more appropriate distribution was reached. However this caused 

a deficiency in the number of candidate airports and prompted a 

new round of activities wherein the random selection process, the 

airport categorization and the distributional analysis was repeated. 

An additional and equally important consideration was simultaneously 

applied as criteria for model candidacy. This concerned the type 

of airport chosen: tower and non-tower classifications were dis­

tinguished and the non-tower types were further categorized as 

tower candidates and non-candidates. Such an examination was due 

to the quality difference in available data about annual operations 

that is associated with these three types of airports. Tower air­

port's operations, recorded daily by the FAA can be assumed 

totally accurate as well as easily available. Tower candidate 

airports have operation estimates based on FAA conducted field 

sample surveys. Though estimating errors may appear at times, on 

the whole such estimates are relatively accurate. Furthermore 

a summary tile of these estimates is maintained within the Air 

Traffic Division of the FAA and can be made available. However, 

operations data about non-towered, non candidate airports is suspect 
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and can not be used as a reference value. Only if such airports 

are surveyed (using the tower candidate procedure) can their 

bperation levels be used as a reference; availability for such 

cases are therefore constrained by the resource limits of the study. 

The compromise to be made in selecting airports as possible model 

airports therefore considered the quality and the availability of 

operations data for each airport in addition to the desired dis­

tributional makeup of the model. On the one hand there was plenty 

of accurate and readily available information for the large airports 

that are only a small portion of the NASP population, while on the 

other hand there was little or no reliable operations data for the 

bulk of NASP airports which are the ones where the model should be 

most applicable. As a consequence, priorities were given to tower and 

tower candidate airports as model candidates; moreover the smaller 

tower airports and tower candidate airports were made prime candi­

dates because of their better corttribution to the distributional 

simulation. Twenty five non-tower, non-candidate airports were 

selected to be part of the model and thereby provided modeling 

coverage for the "small" airports even though they required contractor 

conducted field surveys. 

\ 

2.2.2 Model Description 

As a result of these various compromises and subsequent iterations 

an airports model consisting of 162 airports was finally selected. 
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Of these 62 are towered and 100 are non-towered airports. Table 

2.2.2-1 identifies these airports by type and by location. 

As shown in Figure 2.2.2-1 their locations across the country are 

proportionally distributed. Figure 2.2.2-2 gives the geographic 

distribution by FAA region and compares favorably with the actual 

distribution of NASP airports previously discussed. In terms of 

individual airport size, the airports model shows the effect of 

the bias introduced to favor tower airports. Figure 2.2.2-3 pre­

sents the models' size distribution and comparison with the ideal 

case, i.e. the NASP's distribution, one can see a shift in the 

concentrationlIeduced percentage level) from the small airport 

size toward the larger airport. With the exception of "under 5,000," 

there appears to be a reasonable similarity with those airports. 

normally considered as non-towered airports. 

Later in the study, it was found that certain discrepancies that 

were occurring could be traced tQ some of the airports selected 

as part of the airports model. To an extent, this model was in­

tended to be representative of the typical airport, that is those 

that make up the bulk of the NASP airport population; yet airports 

within large metropolitan areas, or those principally servicing 

resort areas could not be classified as typical. Especially those 

airports in the proximity to military installations appeared to 

cause an undue influence on the regressions. Furthermore, the 

original selections still included some large tower airports as 

well as tower candidate airports whose operations estimates appeared 

questionable. Consequently, a final purge of the airports model 

modified it to 124 airports. Table 2.2.2-2 lists the airports and 

the basis for their deletion. 
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TABLE 2.2.2-1 AIRPORTS MODEL TYPE AND LOCATION 

I
 

I
 
I
 

I
 

I
 

I
 
I
 
I
 

r:RPORT 

Alabama 
Anniston 
Mobile 
Tuscaloosa 
Muscle Shoals 
Arizona 
Goodyear 
Flagstaff 
Grand Canyon 
Prescott 
Winslow 
Arkansas 
Pine Bluff 
El Dorado 
Fayetteville 
W. Memphis 
Hot Springs 
Texarkana 
Brinkley 
Harrison 
California 
Salinas 
S. Lake Tahoe 
Visalia 
Red Bluff 
Corona 
Sacramento 
Orland 
Colorado 
Pitkin Co. 
Grand Junction 
Julesburg 
Limon 
Florida 
Destin 
Naples 
Titusville 
Ocala 
Pompano Beach 
L,akeland 
Vero Beach 
Gainesville 
G~orgia 

Albany 
Augusta 
Macon 
Valdosta 
Brunswick 

._--­ ,~--

NON-TOWER NOW-TOWER 
TOWER ·TC OTHER .AIRPORT ~rOWER ore PTHER -­

Georgia (con' t. ) 
j 

x I Athens x, 
I 

x I Rome x 
x I Dawson x 
x I Butler x 

Idaho 
x Idaho Falls x I 

I x Pocatello x 
x Illinois 
x I Decatur x 
x I Marion x 

I 
! 
,

I Mt. Vernon x i 

i x Danville x I !

I E. St. Louis x 
, 

x ; 

x 
! 

Greenville x 
x Shelbyville x 

! x Indiana i 
x Terre Haute x I 

i 

Gary 
, 

x x I 
; 

x Elkhart x ! 

I 
Paoli x 

ix Madison x 
x Iowa 

x 
I 

Cedar Rapids x Ix Kansas Ix I Salina x 

I x Hutchinson x 
x Liberal x ,

I , 

I 
Elkhart x 

x Junction City x 
x Hugoton x 

I x Concordia x
\ 
I x Kentucky 

Owensboro x 
x Bowling Green x 
x London x 
x Middlesboro x 
x Morehead x 
x L-ouisianna 
x Patterson x 
x Maine 

x Bangor x , 
Fryeburg x 

x Auburn-Lewiston x 
x Maryland 
X Gaithersburg x 
x Hagerstown x 

x Massachusetts 
Orange x 
Gardner x 

.. -._.,. " ... . ~._.. ~ .. .... .~ ... _.-.~ .._.__ .....­ '" -,,, .. . . __ ..._.... --. ~ .. _... 

I 
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'H\tlLt: i.2.2-l (continued) .._,___._____... ... _.<'~#_	 w~ .. ,.... '''_'w_"o,.' 

! 
NON-TOWER IIrtOWER TC OTHEF I AIRPORTfAIRPORT --_... -.- .. -_. '-"~' ..., - --.. -----~-,,-_._. ._'.. _" 

f Michigan 
I Jackson xI Grosse ILE 
I Traverse CityI Alpena
i Minnesota 

Duluth \ x 
International Fal~s 
Mankato I
Albert-Lea i 
Mississippi )

I 

Meridian x 
Tupelo 
Greenville x 
Madison 
Philadelphia 

,Starkville ! 
Missouri I 
K.C. International j x 
St. Josephs ! x 
C. Girardeau 
Columbia 
Montana 
Helena x 
Missoula x 
Red Lodge 
Hardin 
Nebraska 
Grand Island 
David City 
Fremont 
Nevada 
Tanopah 
Hawthorne 
New Hampshire 
Lebanon 
New Jersey 
Atlantic City 
Readington 
Wildwood 
Belmar 
New Mexico 

x 

Hobbs x 
Roswell x 
Farmington x 
Santa Fe x 
Alamagordo 
Artesia 
New York 
Utica x· 
Elmira x 
Binghamton x

'" 

.... - '.~,-.~.- ._~ ... _--_..... -f'''---.-- -'-"'" ....-- ... 

x 
x 
x 

! 
I x 

x
I 

I
I 

x 
I 

I 
I x 

I
[ 

i 
i 

x 
x 

x 

x 

x 
x 
x 

x 

_

! 
!

\ 
New York (cont. ) 
Schenectady 

, Poughkeepsie
1 

• Shirley
I,I Glen Falls 

IthicaI 
I North Carolina 
t
 
i Ahoskie
 

Elkinf 
x	 I North Dakota 

I Bismark
f 

I 
I I Frand Forks 
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TABLE 2.2.2-1 ( concluded) 
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AIRPORT SITES INCLUDED IN MODELFIGURE 2.2.2-1 
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F.IGURE 2.2.2-2 GEOGRAPHICAL DISTRIBUTION OF AIRPORTS MODEL 

22 

20 
-+-----,~---. 

18 

16 _ 

~ 
Q) 14 .. 
't:I 
0
 

::E::
 
12s:: 

.~ 

tn
 
+J
 10 ­I-l 
0 -_._...._.­ . ­0.. 
I-l 
.~ 

8F:t: 

4-l .. 
0
 

6
+J
s:: 
Q) . 
t> 
I-l 
Q) 4 ­
~ 

1--.. 

2 

0
 

SO
 SW GL CE RM WE EA NW NE 

FAA REGIONS 

44 



--
FIGURE 2.2.2-3 SIZE DISTRIBUTION OF AIRPORTS MODEL
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TABLE 2.2.2-2 DELETIONS FROM AIRPORTS MODEL
 

AIRPORT 
1.0. 
No. CAUSE FOR DELETION 

Bangor, Maine 1040 
Alpena, Michigan 1590 
Grose Isle, Michigan 1570 
Traverse City, Michigan 1580 
Duluth, Minnesota 1060 
International Falls, Minnesotc 370 
Greenville, Mississippi 80 

Anniston, Alabama 
Mobile, Alabama 

Goodyear Arizona 
South Lake Tahoe, California 
D~stin, Florida 

Valdosta, Georgia 
EAst St. Louis, Illinois 
Liberal, Kansas 
Patterson, Louisiana 

Madison, Mississippi 
Meridian, Mississippi 
Kansas City Int'l., Missouri 
Atlantic City, New Jersey 
Belmar, New Jersey 

Readington, New Jersey 

Lima, Ohio 

Toledo, Ohio 
Enid, Oklahoma 
Klamath Falls, Oregon 
Franklin, Pennsylvania 

Johnstown, Pennsylvania 

Millington, Tennessee 
Smyrna, Tennessee 
Amarillo, Texas 
Big Spring, Texas 
Del Rio, Texas 
Laredo, Texas 
San Antonio, Texas 
Martinsburg, West Virginia 
Rhinelander, Wisconsin 

470 
480 

10 
250 
580 

1000 
490 

1520 
360 

390 
1070 
1080 
1110 
1650 

400 

420 

1720 
1730 
1200 
1740 

1750 

1760 
1770 
1210 
1810 
1820 
1780 
1230 
1880 
1900 

Only one T.C. Survey 
63,000 Itinerant Operations -

Too large 
160,000 Total Ops - too large 
Too few local Ops - Resort area 
Only one T.C. Survey - 26 mo. 

from data 
Significant military operations 
71,000 Total Ops - too large 
Disparity in T.C. Surveys 
Only one T.C. Survey - data 

discrepancy 
Significant military Ops 
Only one T.C. Survey - Military Ops 
Wide disparity in two T.C. Surveys 
Outdated 5010 data; Military Ops 
Significant military Ops 
Wide disparity in two T.C. Surveys 
One T.C. date point - Late '72 

tower 
Only one T.C. Survey 
Significant military Ops 
125,000 Total Ops - too large 
Significant military Ops 
Only one T.C. Survey - data 

discrepancy 
Only one T.C.SurvE~y; 22 mos. from 

data 
Only one T.C. Survey - 19 mos. from 

data 
Disparity in T.C.Surveys 
Significant military Ops 
Significant military Ops 
Only one T.C. Survey; 12 mos. from 

data 
Only one T.C. Survey; 12 mos. from 

data 
Wide disparity in two T.C.Surveys 
Significant military Ops 
Significant military Ops 
Significant military Ops 
Significant military Ops 
Significant military Ops 
Significant military Ops 
Significant military Ops 
Only one T.C. Survey; 15 mos. from 

data 

I 
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'2.3 AIRPORT OPERATIONS - REFERENCE LEVELS 

'The next major task of the study was the collection of appropriate 

data for each of the airports that were selected to be part of the 

airports model. One of the necessary data items concerned the 

airports' actual numbers of annual operations. Though itinerant, 

local and total operations were of principal concern due to their 

direct bearing on the study objectives, attention was also directed 

to the collection of information about airports' air carrier, air 

taxi and military operations. The data collection process was 

dependent on the type of airport being examined and required either 

of two different procedures. For tower airports and tower candidate 

airports,a routine literature-search type effort sufficed. On the 

other hand, an extensive estimating process requiring field inspection 

and surveys at the airport was required for the small non-towered 

airports. 

Tower airport operations are recorded daily by the FAA on Form 7230 

and such information summarized and published on a fiscal and cal­

endar year basis in the report "FAA Air Traffic Activity." This 

source was used in the study to define the reference operations 

levels for the tower airports in the model. An extraction from 

this source is shown below and illqstrates the categories of data. 
'rABL£ 10 tALENDAJrYOll-rJ I ~ 

AI~CRAfT OPtRATIONS AT AIRPORTS MIIH fAA-OPfR4TEO TRAfFIC CONTROL T~kER5 BY STATE 
tl 

STAn AND LCCATlO~ U _I~ AjR GENERAL 
LOCATICH "'AME IOENllFlElt e TOTAL CAIl/lU:R TAXI AVIATION MILITARY 

"ICHIGAN ICONTlNU£:DI 

«;ftANO KAPHIS U:C.IH I"'UEOI 
ITINtRANT UPERAIIONS <;3l60 2'015'0 <:607 6(,21)3 296 
LOCAL CPEHATI~"'S ".<558 Io24d 145 
TOTAL OPERATI(~S 135818 21015'0 i!607 Hl8e16 441 

JACKSON REYwClLS HUhlC CJXNJ 
ITINERANT ug£RATI~NS 'd361 .3213 073 3<;060 35'
LOCAL Oi~RAII(NS 31694 3135'0 )40
TUTAL GPtHATluhS 7)055 3273 673 . 10414 695 

KALAltAlUO CAlvi 5 
I11NLRANT OPtRjllI~S 71;:52 10777 .. 79 5"7.3 283 
LUCAL URERATIL"'S 6cHt> 663'tZ 19.. 
TuTAL OPtRATIChS 137788 10717 .. 7<; 126"55 417 

47
 



The operation levels used as reference values for the model's 

tower candidate airports were extracted from airports surveys 

conducted by the FAA Regions. These surveys require a seven day 

count of operations and are periodically made as a step in a formal 

procedure to estimate airport operations; the estimates are used to 

assess an airport's qualification for tower installation. Sununary 

r~cords of these surveys/estimates are maintained within the Air 

Traffic Division of the FAA. A typical record is shown below. It 

should be noted that the data is slightly different from tower data 

in that general aviation and military itinerant traffic is combined 

~~ a single entry. 

._--­
--~,- . ..­

Harlingen, Texas Industrial Airpark Af¥AIRPORT TYPE AIRPORTL 0 CAT ION 
TOTAL BASEDSCH ' GIA AND AIR TAXI I LOCALTOTAL 

Nrf<A1IJTSURV~Y DATES OPSCOMHUTER OPS AIRCRAFTAIC MILITARY PASS. 
. 

6/21-27/69 23,242 7,072 16,172 22,672 45,914 38- -
11/4-10/70 24.268 7.176 17 ,092 37,940 195.00013.672 53-
r:,/?_R/71 ?u .M,h h.uuR lR.01R 10 518 15.004 64-
11/6-12/71 30,000 6,500 23,500 15,800 45,800 64-

5/22-28/72 31,040 6,344 24.696 <;q n1 h27.97f, 1:./. - , 

';..'" 

When more than one survey was recorded, a smoothing process was 

applied to the difference in operation levels and the reference 

value selected was a composite of the recorded values rnodified if 

necessary, to be applicable to the date of the airport~ most recent 

5010 inspection. For those cases where wide disparities in operations 

made it impossible to reasonably smooth the difference from one survey to 

another, it was assumed that at least one estimate was improper 
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and the airport was deleted from the model. 

Data collection of operations at the small non-towered airports 

represented a significant portion of the effort. For these airports 

in the model it was necessary to conduct, as part of the study, the 

same procedures that are normally done in the FAA's tower candidate 

surveys, i.e., schedule the field survey, perform the actual count 

of operations, correlate this count with operations at neighboring 

tower airports to determine its normalcy and then project the count 

from the sample period to an annual basis. 

The itinerary that was prepared to give coverage to small airports 

indicated the need for a six month period. As a precaution, an 

alternate airport was selected as a backup for each basic airport 

in the event that uncontrollable conditions might prohibit a success­

ful survey. Table 2.3-1 lists the itinerary for surveying the primary 

and alternate airports. As these airport locations were spread through­

out the United States, this order was chosen to minimize the effect 

of expected seasonal conditions. Airport surveys commenced on March 

1, 1973. 

The composite method as described in Report No. FAA-RD-73-l8, Statis­

tical Methods for Measuring Aeronautical Activity at Non-Towered 

Airports, was the technique followed in estimating these operations. 

Abrams Counters were used as a supplement to the surveyors on~site 

count and were provided to the contractor by the Michigan Aeronautics 

Commission. A summary of the results of these surveys with the estim­

ated levels of annual operations is given in Table 2.3-2. 

As scheduled, 24 airports were surveyed. However, two airports, 
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TABLE 2.3-1 ITINERARY OF AIRPORT SURVEYS
 

WEEK NO.
 

I. 

2. 

3. 

4. 

5. 

6. 

7. 

8. 

9. 

10. 

II. 

12. 

13. 

14. 

15. 

16. 

17. 

19. 

20. 

2l. 

22. 

23. 

24. 

AIRPORT 

Aloskie, N. Carolina 

Dawson, Georgia 

Philadelphia, Mississippi 

Brinkley, Arkansas 

Wilburton, Oklahoma 

Hearne, Texas 

Coleman, Texas 

Tanopah, Nevada 

Sacramento, California 

Tillamook, Oregon 

Red Lodge, Montana 

Wheatland, Wyoming 

Julesburg, Colorado 

Elkhart, Kansas 

Junction City, Kansas 

David City, Nebraska 

Albert Lea, Minnesota 

New Richmond, Wisconsin 

Greenville, Illinois 

Paoli, Indiana 

Middlesboro, Kentucky 

Punxsutawnay, Penn. 

Orange, Massachusetts 

Fryeburg, Maine 

ALTERNATE AIRPORT 

Elkin, N. Carolina 

Butler, Georgia 

Starkville, Mississippi 

Harrison, Arkansas 

Hugo, Oklahoma 

Coleman, Texas 

Artesia, N. Mexico 

HawthornE~, Nevada 

Orland, California 

Hermiston, Oregon 

Hardin, Montana 

Julesburg, Colorado 

Limon, Colorado 

Hugoton, Kansas 

Concordia, Kansas 

Freemont j' Nebraska 

New Richmond, wisconsin 

Eau Claire, Wisconsin 

Shelbyville, Illinois 

Madison, Indiana 

Morehead ,. Kentucky 

Titusville, Penn. 

Gardner, Massachusetts' 

Auburn-Lewiston, Maine 
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Table 2.3-2 SMALL AIRPORT OPERATION ESTIMATES BY SURVEY METHOD 

, , 

ITINERANT OPERATIONS 

SURVEY AIR AIR GENERAL LOCAL 
AIRPORT CARRIER TAXI MILITARY AVIATION TOTAL OPS. 

e Punxsutawney, Mun. 
Pennsylvania 0 0 0 2,720 2,720 500 

• Orange, 
Massachusetts 0 0 0 7,000 7,000 8,580 

• Fryeburg, 
Maine 0 0 0 6,120 6,120 12,780 

• Elkin, 
North Carolina 0 0 0 5,710 5,710 5,040 

• Dawson, 
Georgia 0 0 0 4,310 4,310 9,200 

• Phila.Mun., 
Mississippi 0 0 0 3,240 3,240 4,850 

• Brinkley, 
Arkansas 0 0 0 150 150 0 

• Wilburton, 
Oklahoma 0 0 0 2,110 2,110 2,780 

• Hearne, 
Texas 0 0 0 2,800 2,800 160 

• Coleman, 
Texas 0 0 0 960 960 0 

• Elkhart, 
Kansas 0 0 0 440 440 160 

., Tonopah, 
Nevada 0 180 0 4,900 5,080 5,980 

• Orland Haigh, 
California 0 0 0 7,270 7,270 6,190 

co Tillamook, 
Oregon 0 180 0 1,880 2,060 730 

• Red Lodge, 
! Montana 0 0 0 3,310 3,310 980 
• Vvheatland, 

Wyoming 1,280 0 0 3,190 4,470 2,190 
.. Junction City, 

Kansas
I- David City,
i Nebraska 

0 

0 

0 

0 

3,720 

0 

4,090 

2,040 

7,810 

2,040 

10,420 

1,330 
i. Albert-Lea,
! Minnesota 0 0 0 9,180 9,180 6,020 
;. New Richmond,
I Wisconsin 0 0 0 2,380 2,380 1,090 
• Greenville, 

Illinois 0 0 0 4,860 4,860 1,460 
.. Middleboro, 

Kentucky 0 0 0 5,190 5,190 2,920 
pPao1i, 

Indiana 0 0 0 2,210 2,210 0 

TOTAL 
OPS. 

3,220 

15,580 

18,900 

10,750 

13,510 

8,090 

150 

4,890 

2,960 

960 

600 

11,060 

13,460 

2,790 

4,290 

6,660 

18,230 

3.370 

15,200 

3,470 

6,320 

8,110 

2,210 
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Ahoskie, North Carolina, and Brinkley, Arkansas were scrubbed 

due to bad weather. Elkin, North Carolina was select:ed as an 

alternate to Ahoskie, North Carolina and Orland, California was 

substituted for Tenco Tractor Airport outside of Sacramento, 

California because this airport had recently been closed to all 

outside operations. Bad weather plagued much of the early part 

of the survey although near the end the weather was quite good. 

Table 2.3-3 lists all of! the airports in the model, 1:ower, tower 

candidates, and small airports, and identifies the IE~vel of itin­

erant, local and total operations that has been associated with 

each as a result of the various data collection efforts. The file 

sequence number given with each airport is simply an identifier 

used to simplify the computer processing of the data .. 



TABLE 2.3-3 REFERENCE OPERATION LEVELS FOR AIRPORTS MODEL
 

r FILE ANNUAL OPERATIONS (THOUSANDS) 
I
 SEQUENCE 
II NUMBER TOTALAIRPORT NAME , LOCALITINERANT 

10
 
20
 
30
 
40
 
50
 
60
 
70
 
80
 
90
 

100
 
110
 
120
 
130
 
140
 
150
 
160
 
170
 

!GOOdyear, Arizona 
Gainsville, Florida 
Idaho Falls, Idaho 
Pocatello, Idaho 
Terre Haute, Indiana 
Hutchinson, Kansas 
Owensboro, Kentucky 
Greenville, Mississippi 
Helena, Montana 
Hobbs, New Mexico 
Farmington, New Mexico 
Elmira, New York 
Grand Forks, North Dakota 
Ardmore, Oklahoma 
Spartanburg, South Caroline 
Rapid City, South Dakota 
Plainview, Texas 

180 ICharlottesville, Virginia
 
190 IMorgantown, West virginia
 
200 IAppleton, Wisconsin
 
210 IOshkosh, Wisconsin
 
220 Hot Springs, Arkansas
 
230 ITexarkana, Arkansas
 
240
 Salina, Kansas
 
250
 S. Lake Tahoe, California
 
260
 Pitkin Co., Colorado
 
270
 Grand Junction, Colorado
 
280 Albany, Georgia
 
290
 Augusta, Georgia
 
300
 Macon, Georgia' 

Tuscaloosa, Alabama
 
320
 
310
 

Muscle Shoals, Alabama
 
330
 El Dorado, Arkansas
 
340
 Visalia, California
 
350
 Marion, Illinois
 
360
 Patterson, Louisiana
 
370
 Int'l. Falls, Minnesota
 
380
 Mankato, Minnesota
 
390
 Madison, Mississippi
 
400
 Readington, New Jersey
 
410
 A1amagordo, New Mexico
 
420
 Lima, Ohio
 
430
 Anderson, South Carolina
 
440
 Jackson, Tennessee
 
450
 Har1ingan, Texas
 
460
 Tacoma, Washington 

43.4 
50.0 
26.1 
30.4 
40.2 
40.3 
29.6 
20.6 
23.5 
21.7 
30.3 
39.4 
24.0 
26.6 
29.6 
44.0 
27.9 
30.5 
37.1 
28.5 
48.8 
43.2 
46.2 
30.3 
26.9 
20.6 
37.1 
54.9 
56.2 
43.6 
23.0 
20.5 
15.9 
25.8 
28.1 
19.9 

6.3 
9.0 

21.8 
17.6 
10.5 
11.1 
13.9 
17.4 
27.5 
23.0 

117.6 
30.4 
10.0 
17.5 
31. 5
 
24.1 
18.9 

6.1 
23.9 
9.4 
5.6 

47.9 
65.0 
31.9 
26.8 
43.8 
15.8 
15.8 
28.6 
23.5 
48.4 
21.2 
25.1 
24.5 

7.0 
4.1 

18.1 
30.6 
46.6 
41.8 
28.0 
15.0 
14.0 
22.4 
12.1 
15.0 
19.8 
18.8 
28.9 
37.2 
23.8 
3.7 
9.2 

17.1 
16.0 
50.0 

161. 0 * 
80.4 
36.1 
47.9 
71.7 
64.4 
48.5 
26.7 * 
47.4 
31.1 
35.9 
87.3 
89.0 
58.5 
56.4 
87.8 
43.7 
46.3 
65.7 
52.0 
97.2 
64.4 
71. 3
 
54.8 
33.9 * 
24.7 
55.2 
85.5 

102.8 
85.4 
51. 0 
35.5 
29.9 
48.2 
40.2 
34.9 * 
26.1 * 
27.8 
50.7 * 
54.8 * 
34.3 
14.8 * 
23.1 
34.5 
43.5 
73.0 

_.__. --,it-'----- ,_. .Iooaoc_-----I-------..L------.....I
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Table 2.3-3 (continued) 

ANNUAL OPERATIONS (THOUSANDS)FILE 
SEQUENCE
 

r MBER
 

470 
480 
490 
500 
510 
520 
530 
540 
550 
560 
570 
580 
590 
600 

1000 
1010 
1020 
1030 
1040 
1050 
1060 
1070 
1080 
1090 
1100 
1110 
1120 
1130 
1140 
1150 
1160 
1170 
1180 
1190 
1200 
1210 
1230 
1240 

I 1250 
I 1260 
, 1270 
i 1280 

I 1290 
I 1300 

I ~310 

L 320 

AIRPO'R'l" NAMF. 

Anniston, Alabama 
Mobile, Alabama 
Flagstaff, Arizona 
Grand Canyon, Arizona 
Prescott, Arizona 
Winslow, Arizona 
Pine Bluff, Arkansas 
Fayetteville, Arkansas 
W. Memphis, Arkansas 
Red Bluff, California 
Corona, California 
Destin, Florida 
Naples, Florida 
Titusville, Florida 
Valdosta, Georgia 
Decatur , Illinois 
Cedar Rapids, Iowa 
Salinas, California 
Bangor, Maine 
Jackson, Michigan 
Deluth, Minnesota 
Meridian, Mississippi 
Kansas City Int'l, Missour 
St. Joseph's, Missouri 
Missoula, Montana 
Atlantic City, New Jersey 
Rosewell, New Mexico 
Santa Fe, New Mexico 
Utica, New York 
Binghampton, New York 
Bismarck, North Dakota 
Toledo, Ohio 
Pendleton, Oregon 
Hillsbora, Oregon 
Klamath Falls, Oregon 
Amarillo, Texas 
San Antonio, Texas 
McAllen, Texas 
College Station, Texas 
Brownsville, Texas 
Lynchburg, Virginia 
Clarksburg, West Virginia 
Parkersburg, West Virginia 
Wheeling, West Virginia 
LaCrosse, Wisconsin 
Casper, Wyoming 

ITINERANT
 

9.5 
28.6 
26.5 
23.0 
28.5 
21.5 
29.5 
29.8 
39.5 
19.2 
21. 8 
21.1 
26.0 
30.0 
21.1 
33.5 
49.3 
48.7 
51. 0 
41. 4 
51. 4 
34.6 
19.2 
41. 6 
42.9 
41.9 
29.1 
37.3 
39.4 
38.3 
40.7 

117.7 
22.5 
42.2 
37.7 
56.7 
30.1 
33.1 
38.7 
28.5 
41. 3 
32.8 
29.2 
27.2 
39.8 
41. 9 

LOCAL TOTAL 

12.J 21.6 * 
35.1 63.7 * 
23. ~5 50.0 
16. ') 39.5 
24.0 52.5 

3. !3 25.0 
11.0 40.5 
17.0 46.8 
77.0 116.5 

9.4 28.6 
86.0 107.8 
31.1 52.2 * 
10.0 36.0 
39.2 69.2 
70.2 91.3 * 
25.2 58.7 
34.8 84.1 
56.6 105.3 
27.7 78.7 * 
26.4 67.8 
26.1 77.5 * 

7.3 41. 9 * 
82.6 101.8 * 
82.5 124.1 
41. 4 84.3 
63.2 105.1 * 
17.3 46.4 
24.3 61. 6 
47.9 87.3 
20.9 59.2 
31. 4 72.1 
76.9 194.6 * 
19.4 
37.4 
14.4 
30.5 
60.8 
14.6 
40.,4 
8.6 

24.9 
10.,2 
13 .. 8 
21.. 9 
23 .. 9 
23 .. 6 

---'---------..1------L--__--L
 

41.9 
79.6 
52.1 * 
87.2 * 
90.9 * 
47.7 
79.1 
37.1 
66.2 
43.0 
43.0 
49.1 
63.7 * 
65.5 
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l ,1D l.\:>. ::::. 3- 3 (con"tinued r 
~---.a. 

I FILE 
>-

AIRPOR'r NAME 

Florida 
Pompano Beach, Florida 

Florida 
Florida 

Georgia 
Georgia 

Georgia 
Vernon, Illinois 

Illinois 
St. Louis, Illinois 

Indiana 
Indiana 
Kansas 

Bowling Green, Kentucky 
Kentucky 

Gaithersburg, Maryland 
Hagerstown, Maryland 

lIe, Michigan 
Traverse City, Michigan 

Michigan 
Tupelo, Mississippi 

Girardeau, Missouri 
Missouri 

New Hampshire 
New Jersey 

New Jersey 
Schenectedy, New York 
Poughkeepsie, New York 

New York 
Falls, New York 

New York 
Island, Nebraska 

Ohio 
Oklahoma 

Pennsylvania 
Pennsylvania 

Millington, Tennessee 

I SEQUENCE 
NUMBER 

lL!!)O Ocala, 
1410 
1420 Lakeland, 
1430 Vero Beach, 
1440 Brunswick, 
1450 Athens, 
1460 Rome, 
1470 Mt. 
1480 Danville, 
1490 E. 
1500 Gary, 
1510 Elkhart, 
1520 Liberal, 
1530 
1540 London, 
1550 
1560 
1570 Gross 
1580 
1590 Alpena, 
1600 
1610 C. 
1620 Columbia, 
1630 Lebanan, 
1640 Wildwood, 
1650 Belmar, 
1660 
1670 
1680 Shirley, 
1690 Glen 
1700 Ithaca, 
1710 Grand 
1720 Toledo, 
1730 Enid, 
1740 Franklin, 
1750 Johnstown, 
1760 

1--. ANNUAL OPERATIONS (THOUSANDS) 

IT: Nt<: I<AI\I LOCAL TOTAL 
.. 

13.5 5.0 18.5 
60.0 86.4 146.4 
30.5 26.0 56.5 
59.0 75.0 134.0 
31.4 31.0 62.4 
31.0 32.5 63.5 
13.5 15.3 28.8 
22.0 4.0 26.0 
25.8 32.0 57.8 
65.8 131. 6 197.4 * 
29.0 58.3 87.3 
34.9 29.8 64.7 
17.6 38.3 55.9 
25.4 20.1 45.5 
16.4 19.0 35.4 
39.9 52.0 91. 9 
37.8 12.0 49.8 
17.2 18.2 35.4 * 
25.1 34.6 59.7 
18.7 6.0 24.7 * 
16.9 17.4 34.3 
23.0 16.2 39.2 
29.5 12.5 42.0, 
21.4 6.1 27.5 
14.2 14.1 28.3 
25.2 35.9 61.1 * 
24.3 25.0 49.3 
39.8 18.8 58.6 
40.5 49.9 90.4 
21. 5 19.6 41.1 
27.0 14.0 41. 0 
~5.5 22.5 48.0 
19.3 60.2 79.2 * 
33.2 32.5 65.7 * 
12.1 8.9 21. 0 * 
17.4 10.6 28.0 * 
13.2 62.6 75.8 * 

-
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Table 2.3-3 (continued) 
FILE 

SEQUENCE 
NUMBER AIRPORT NAME 

ANNUAL OPERATIONS (THOUSANDS) 

ITINERANT LOCAL TOTAL 

1770 Smyrna, tennessee 9.4 14.0 23.4 * 1780 Laredo, Texas 52.1 66.0 118.1 * 
1790 Killeen, Texas 25.0 90.0 115.0 
1800 Victoria, Texas 17.5 2.0 19.5 
1810 Big Spring, Texas 14.1 24.8 38.9 * 
1820 Del Rio, Texas 20.8 47.6 68.4 * 
1830 Galveston, Texas 20.7 21. 0 41.7 
1840 Temple, Texas 21. 5 21. 0 4~.5 

1850 Staunton, Virginia 16.4 6.2 22.6 
1860 Walla Walla, Washington 25.8 27.2 53.0 
1870 Olympia, Washington 28.5 57.0 85.5 
1880 Martinsburg, West Virginia 16.4 20.5 36.9 * 
1890 Mosinee, Wisconsin 16.0 6.0 22.0 
1900 Rhine Lander, Wisconsin 9.2 2.4 11. 6 * 
2000 Elkin, North Carolina 5.4 4.7 10.1 
2010 Dawson, Georgia 4.3 8.1 12.4 * 
2020 Phila., Mississippi 3.2 5.0 8.2 
2030 Wilburton, Oklahoma 2.2 2.4 4.6 
2040 Hearne, Texas 2.7 .7 3.4 
2050 Coleman, Texas 1.1 . 5 1.6 
2060 Elkhart, Kansas .9 1.9 2.B 
2070 Tonopah, Nevada 4.2 .7 5.5 
2080 Orland, California 7.2 6.4 13.6 
2090 Tillamook, Oregon 2.9 .5 3.4 
3000 Red Lodge, Montana 3.1 .5 3.6 
3010 Junction City, Kansas 8.0 10.1 18.1 
3020 David City, Nebraska 2.0 1.6 3.6 
3030 Albert Lea, Minnesota 9.0 6.1 15.1 
3040 New Richmond, Wisconsin 2.6 1.0 3.6 
3050 Greenville, Illinois 4.4 1.2 5.6 * 
3060 Wheatland, Wyoming 3.9 1.0 4.9 
3070 Paoli, Indiana 2.1 .5 2.6 
3080 Middelsboro, Kentucky 5.4 .5 2.6 
3090 Punxsutawney, Pennsylvanic 2.7 .5 3.2 
4000 Orange, Massachusetts 6.0 4.5 10.5 
4010 Fryeburg, Maine 5.5 12.5 18.0 * 

I

~-......,j"",.---------"""---_..L-_. ..L-_._~<,..J 

* NOT INCLUDED IN FINAL MODEL 



2.4 AIRPORT PARAMETERS 

In addition to operation levels, each airport in the airports 

model must have associated with it certain data that can dis­

tinguish one airport from another and hence be useful as an in­

dicator of the airport's operations. Though certain factors have 

traditionally been considered as prime indicators of airport 

operations, in this study there was no attempt to give priorities 

to such factors nor to exclude any possibly related parameter. An 

attempt was made to consider every characteristic about the airport 

or its environs as a potential factor of influence, trusting that 

the subsequent regression analyses would in a most objective way 

either validate or dispute its merit. The one constraint that was 

applied to each parameter was that its pertinant data had to be 

readily available. 

2.4.1 Indirectly Related Parameters 

A variety of parameters can initially be listed as potential factors 

of influence but early in the study an attempt was made to expand 

this list and achieve a more exhaustive coverage. This effort 

questioned the basic causes for flying which then led to the identi~ 

fication of several categorical reasons. An examination of each 

reason in turn led to an identification of certain requisite conditions 

and these could subsequently be assuciated with a measurement parameter. 

As a consequence, a number of socio-economic factors about the com­

munity were found to be indirectly relatable to airport operations 

and were therefore candidate parameters together with the more 

obvious dirtctly related factors. 

57 



I 

2.4.2 Parameter Listings 

Approximately 70 different parameters were considered and later 

evaluated as possible indicators of airport operations. Table 

2.4.2-1 contains a listing of these parameters. Each of the 

parameters identified in the listing together with their data 

source have at various times been employed in the model and eval­

uated for their contributions to airport operations. It should be 

noted that the FAA Airport Master Record (5010-1) and the Census 

Bureau's City County Data Book were the primary data sources. 

For everyone of the 162 airports in the mode~ appropriate statistics 

for every listed parameter was t~en gathered as a part of the data 

collection process. Table 2.4.2-2 is presented to illustrate the 

extent of information that was afsociated with each airport. The 

mean values of each parameter at typical tower, tower candidate, ani: 

small non-towered airport are shown. 

2.4.3 Multi-County Analysis 

A principal decision-problem that was encountered during the study 

concerned the question of the geographical boundary of the community 

wherein the airport was located. Such boundaries are not obvious, 

yet mu~t 0e known if the community is to be evaluated properly. 

Socio-economic characteristics are principally identified by states 

and by counties and with the exception of major SMSA's, no smaller 

regional areas are recorded. Consequently a problem a.rises when an 

airport's hypothetical community boundaries do not coi.ncide with 

county lines. For instance when more than one airport. is located
 

within the same county, only a fraction of the county's resources
 



Table 2.4.2-1 AIRPORT PARAMETERS LISTING 

1. 

2. 
3. 
4. 
5. 
6. 
7. 
8. 
9. 
10. 
11. 
12. 
13. 
14. 
15. 
16. 
17. 
18. 
19. 
20. 
21. 
22. 
23. 
24. 
25. 
26. 
27. 
2d. 
29. 
30. 
31 ~ 
32.1 

/33. 
34. 
35. 
36. 
37. 
38. 
39. 
40. 

PARAMETER 

Reference	 Annual Itinerant Operations 
Tower Airports 
Tower Candidate Airports 
Non Candidate Airports 

Reference Annual Local Operations 
Reference Annual Total Operations 
Total AVGAS Storage Capacity 
Less than 100 Octane AVGAS Stor. Cap. 
Greater than 100 Octane AVGAS Stor.Cap. 
Jet Fuel Storage Capacity 
Total Based Aircraft 
MUlti-engine Based Aircraft 
Single Engine (~4 place) Aircraft 
Single Engine « 4 place) Aircraft 
Hours Flown 
Number of FBO's 
FBO Services: Instructional 
FBO Services: Sales 
FBO Services: Rental/Charter 
FBO Services: Agriculture 
FBO Services: Other 
Repairs - Airframe - Major 
Repairs - Airframe - Minor 
Repairs - Engine - Major 
Repairs - Engine - Minor 
Hours of Attendance 
Normal Maximum Temperature 
Number of Runways: Paved 
Corrected Runway length 
No. of T-Type Hangars 
No. of Conventional Hangars 
Runway Lights 
Airport Acreage 
Military Operations - Towers 
Military Operations - Non-towers 

Air Taxi Operations - Towers 
Air Taxi Operations - Non-towers 
Airport Landing Fees 
Fire/Rescue Index 
Taxiway Lights 
Military Landing Rights 
Joint Use Agreements 
Military Based Aircraft 

SOURCE 

FAA Air Traffic Activity 
FAA-AT Internal Records 
SCI Surveys between March & 

Sept., 1973 
Same as above 
Same as above 
Form 5010-1 Item #114 
Form 5010-1 Item #114 
Form 5010-1 Item #114 
Form 5010-1 Item #114 
5010-1 #124,125,126 
5010-1 #126 
5010-1 #124 
5010-1 #125 

5010-1 #112 
5010-1 #113 
5010-1 #113 
5010-1 #113 
5010-1 #113 
5010-1 #113 
5010-1 #102 
5010-1 #103 
5010-1 #104 
5010-1 #105 
5010-1 #74 
5010-1 #29 
5010-1 #36 
5010-1; page 2; 5010-2 
5010-1 #98 
5010-1 #99 
5010-1 #44 
5010-1; page 2; 5010-2 
?AA Air Traffic Activity 
5010-1 #119, Mil. AT Activity 

Report 
FAA Air Traffic Activity 
5010-1 #120 
5010-1 #77 
5010-1 #84 
5010-1 #81 
5010-1 #116 
5010-1 #115 
5010-1 #118 

;,

l,_..a.­ --L	 ----I 
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Table 2.4.2-1 (continued) 

PARAMETER SOURCE 

4!. FOO Index 5010-1 
42. FACILITIES INDEX 5010-1 
43. , N'o. of Student pilots 8070-37 U.S.Airmen 
44. No. of Private Pilots 8070-37 U.S.Airmen 

,45. No. of Instructors 8070-37 U. S .,Airmen 
46. No. of Commercial Pilots 8070-37 U. S .' Airmen 
47. No. of Total Pilots 8070-37 U.S .. Airmen 
48. No. of Registered Aircraft (GA) in 

County Census of U.s. Civil Aircra,ft:
49. Population City/County Data Book 
50. Population per square mile CitY/County Data Book 
5!. Median Income CitY/County Data Book 
52. Number of Families CitY/County Data Book 
53. Percentage of families > 10K Income City/Count:y Data Book 
54. Number of Employed Persons City/County Data Book 
5 ":;.J • Percentage of White Collar Workers CitY/County Data Book 
56. Bank Deposits City/County Data Book 
57. No. of Retail Establishments CitY/County Data Book 
58. Manufacturers with ~ 100 employees CitY/County Data Book 
59. Manufacturers with> 20 employees CitY/County Data Book 
60. Service Establishments Payroll City/County Data Book 
6!. Service Establishments Gross Rec'pts. CitY/County Data Book 
62. Paved Miles of Highways in Sta.te Highway Statistics - DOT 
63. Paved Highway miles per sq. mile Highway Statistics 
64. Number of Hotel/Motel Rooms Hotel Red Book 
65. GA Aircraft per 100,000 Population Census of U.S.Civil Aircraft 
66. Air Carrier Scheduled Departures Airport Static-Certified 

Route Air Carriers 
67. Air Carrier and Air Taxi Operations FAA Air Traffic Activity 
68. Population Index 5010-2 
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Table 2.4.2-2 TYPICAL VALUES OF AIRPORT PARAMETERS USED IN MODEL 

VARIABLES EMPLOYED IN THE MODEL 
OWEl'lSBORO, 

KV 

LEBANON, 
N. RAMP 

DAVID CITY, 
NEB. 

ACTUAL OPERATIONS: DEPENDENT VARIABLES 

Total Annual Itinerant Operations 29,600 21,400 2,000 

Total Annual Local Operations 48,500 27,500 3,600 

Total Annual Operations 78,100 48,900 5,600 

5010-1 VARIABLES - (AIRPORT DEPENDENT) 

Total Non-Jet Fuel c.< 100 + '> 100 Octa~ (100 gal.) 216 195 5 

Non Jet Fuel ~ 100 octa~ (100 gal.) 106 85 5 

Non Jet Fuel ~ 100 octa~ (100 gal.) 110 110 o 

Jet Fuel (100 gal.) 226 170 o I-' '"
 

Total Based Aircraft 61 15 8 

Based Aircraft: Multi-Engine 17 o 1 

Based Aircraft: Single Engine - Z 4 place 35 15 6 

Based Aircraft: Single Engine - < 4 place 9 o 1 

Hours Flown 12,192 9,900 1,655 

Number of FBO's 2 1 75 

Scheduled Air Carrier Departures 1, 385 561 o 
Population Index 4 4 2 



'I'able 2.4.2-2 TYPICA.L VALUES OF AIRPORT PARfu'vlErrEHS USED IN MODEL (CONTINUED) 
~. --'.,_.---", ----"-,,._----~"-----~_."._-,---_. ---,---_..,,-",-----""----- --'-------r-­

VARIABLES EMPLOYED IN THE MODEL
 

5010-1 VARIABLES - (AIRPORT DEPENDENT) 

FBO Services: Instructional 

Sales 
(yes = 1) 

Rental/Charter 
( no = 0) 

Agricultural 

Miscellaneous 

Repair Services: 

Airframe Major 

Minor" 
Engine Major 

II Minor 

Hours of Attendance per Day 

Airport Temperature: Normal Maximum 

Number of Runways: Paved 

Corrected Runway Length (ft) 

Number of T-Type Hangars 

Number of Conventional Hangars 

(Cont.) 

(OF) 

OWENSBORO" 

KY 

1 

1 

1 

o 

1 

1 

1 

1 

1 

18 

90 

2 

5,372 

0 

'6 

LEBANON, DAVID CITY, 

N. RAMP NEB. 

1 o 

1 o 

1 o 

o o 

1 o 

1 0 

1 0 

1 0 

1 0 

14 0 

82 88 

2 0 

4,409 2,100 

7 8 

1 1 



Table 2.4.2-2 TYPICAL VALUES OF AIRPORT PARAMETERS USED IN MODEL (CONTINUED) 

VARIABLES EMPLOYED IN THE MODEL
 

5010-1 VARIABLES - (AIRPORT DEPENDENT) (Cont. ) 

Runway Lights (Yes = 1 No = 0) 

Airport Acreage 

5010-1 Operations:Annual Military 

Annual Air TaxiII II 

It II Annual Local 

II Annual Itinerant 
0"1 " 
W 

Airport Landing Fees (Yes = 1 No = 0) 

FBO Index #1 

FBO Index # 2 

Facilities Index 

UNI-COUNTY VARIABLES (AIRPORTS AREA OF INFLUENCE) 

Student Pilots 

Number of GA Aircraft Registered 

MULTI-COUNTY VARIABLES (AIRPORTS AREA OF INFLUENCE) 

Pilots: Student 

Private 

Total 

DAVID CInOWENSBORO, I LEEANON, 
KY
 

1 

363.5 

490 

797 

19,409 

30,099 

0 

82 

-6 

63 

58 

44 

68 

139 

266 

N. RAMP
 

1 

617.0 

150 

5,000 

10,000 

15,000 

0 

67 

-10 

72 

40 

23 

18 

24 

58 

NEB.
 

1 

160.0 

0 

100 

4,410 

1,890 

0 

5 

0 

24 

13 

13 

5 

24 

35 



Table 2.4.2-2 TYPICAL VALUES OF AIRPORT PARAMETERS USED IN MODEL (CONTINUED) 

VARIABLES EMPLOYED IN THE MODEL 

OWENSBORO, 
KY 

MULTI-COUNTY VARIABLES (AIRPORTS AREA OF INFLUENCE) (Cant. ) 

Population 

Population per Square Mile 

Median Income ($/year) 

Number of Families 

% of Families with Income > $lOK 

Number of Persons Employed 

% of White Collar Workers 

Bank Deposits ($1,000). 
Retail Establishments 

Manufacturers with > 100 Employees 

Payroll of Service Establishments ($1,000) 

Gross Receipts of Service Establishments ($1,000) 

Number of GA Aircraft Registered 

AIRCRAFT AND MISCELLANEOUS 

Number of GA Aircraft per 100,000 population in State 

. Air carrier Plus Air Taxi Operat'ions 

87,688 

87 

4,382 

22,056 

8.2 

2.9,536 

33.8 

80,184 

578 

15 

212 

11,466 

51 

i 
30 

j,400 

LEBANON, 
N. RAMP 

18,268 

34 

5,125 

4,537 

10.3 

6,824 

37.8 

28,480 

, 165 

5 

79 

3,980 

9 

62 

B,OOO 

~ 

DAVID CITY r 

NEB. ' 

8,250 

18 

3,231 

2,226 

3.2 

2,894 

25.5 

12,888 

58 

0 

10 

483 

10 

122 

b 



should be associated with either airport. On the other hand, when 

an airport is located near a county line, it should be expected that 

this airport would draw on the resources of the adjacent county as 

well as its own. 

It was concluded that a multi-county approach to the problem would 

first require an identification, in some manne4 of the community's 

boundaries. Then county lines could be superimposed and finally a 

comparison of these outlines would allow the appropriate airport vs. 

county relationship to be made. The most reasonable approach to 

identifying an airport's hypothetical boundary was to locate on a 

map, the airport in question as well as each of the nearest airports 

that surround it. Points on the boundary were then determined by 

dividing the radial distance (from the central airport to the sur­

rounding airport) in proportion to the number of aircraft based at 

either airport. The entire boundary was then plotted by circling the 

central airport according to these premeasured points. This area 

was then compared with the very well-defined county lines and an 

estimate was made of the portion of the county or counties that were 

included in the airport's influence. 

This procedure was employed in evaluating all of the reference air ­

ports. The results show quite a variety of relationships. Some 

of the airports are influenced by only 20 percent of the county in 

which it is located; other airports may be influenced by as many 

as 10 neighboring counties. A total of 405 counties were identified 

as affecting the reference airports. This information is presented 

in Table 2.4.3-1. In that review, each airport within the model is 
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TABLE 2.4.3-1 AIRPORT IN£'LUENCE-REGION BY COUNTY
 

CITY 

ALABAMA 
Anniston 
Mobile 
Tuscaloosa 
Muscle Shoals 

- ARIZONA 
Goodyear 
Flagstaff 
Grand Canyon 
Prescott 
Winslow 

ARKANSAS 
Pine Bluff 

EI Dorado 
Fayetteville 
West Memphis 
Hot Springs 
Texarkana 
Brinkley 
Harrison 

CALIFORNIA 
Salinas 

Callioun 50% 
Mobile 40% 
Tuscaloosa 100% 
Colbe rt 80% 

Maricopa 20% 
Coconino 40% 
Coconi.no 40% 
Yavapai 50% 
Navajo 30% 

Grant 60% 
Jefferson 100% 
Union 100% 
Washington 100% 
Crittenden 90% 
Garland 100% 
Miller 80% 
Monroe 50% 
Boone 100% 

Monterey Count"y 40% 
So. Lake Tahoe Alpine 50% 
Visalia Tulare 20% 
Red Bluff Tehama 80% 
Corona Riverside 200/0 
Sacramento Sutter County 10% 
Orland Tehama 10% 

COLORADO 
Pitkin County Pitkin County 100% 
Grand Junction Mesa 100% 
Julesburg Sedgwick 100% 

.Limon Lincoln 70% 

FLORIDA 
Destin 'Okaloosa 30%
 
Naples Collier 50%
 
Titusville Brevard 30%
 
Ocala Mar ion 80%
 
Pompano Beach Broward 20%
 
Lakeland Polk 30%
 
Vero Beach Indian River 70%
 
Gaine svi-ile Alachua 100%
 

GEORGIA 
Albany Bake r 80%; Lee 100% 

Mitchell 30% 
Augusta Rchm.nd. Colmbia lO 

Cleburne 50%
 
Baldwin 20%
 

I,I..auderdale 80% 

,!I ~ 

Coconino 20% 

Calhoun 50%
 
IViadison 50%
 

Hot Springs 20%
 
Bowie -Texas 40%
 
Lee 30%; St. Francis 20%
 
Marion 40%; Newton 40%
 

El Dorado 20%
 
Kings 15%
 

Sacramento 10%
 
Glenn 20%
 

Dueul-Nebraska 100% 
'Elbert 40% 

Walton 20% 

Dougherty 100%
 
Worth 400/0
 
Jffrsn. Burke, McAf£l :~%
 

Talladega 200/c' 

.. 
Lincoln 60% 

Bradley 2.0% 

Woodruff 30% 
Carroll 30% 

Douglas :-Neva.da 80% 

Terrell ZO% 
Edgefield, S. C • . 800/0 

Aikeh. S. G. 400/0 



TABLE 2.4.3-1 AIRPORT INFLUENCE-REGION BY COUNTY
 

COUNTYCOUNTY COUNTYCITY 

GEORGIA (cont)
 
. Macon . Bibb, Monroe 100% Crawford 100%
 J aspe r, Wilkins onBe 

Peach, Twiggs 50% Putnam 40% Hauston, Baldwin 20 
Valdosta Laundes, Echols 1000/« Lanier, Lynn 100% Brooker, Clinch 30~o 

Cook 20% adison,-Florida 50% Hamilton,- Fl. 80% 
Brunswick Camden 80% Charlton 20%; Wayne, McIntosh 30~ 

Brantley 90% 
Athens Oconee, Clarke 100% Oglethorpe 80%;Bankr 400/« Jackson, Franklin S( 

art 50% 
Rome Cherokee-Alabama 2CPl« Floyd 100%; Bartow 20% Chattooga 80%
 
Dawson Terrell 80%Smter 10 Wbstr, Stwart 30%
 Randolph 50%
 
Butler Taylor 100% arion 20%
 

IDAHO 
Idaho Falls Bonneville 90% efferson 50% Bingham 20%
 
Pocatello
 Bannack 90% Carribou 70% Power 30% 

ILLINOIS 
Decatur acon 1OO%;Piatt 40% Moulte re 60% Shelby 10%
 
Marion
 illiamson 100% ohnson 50%
 
Mt. Vernon efferson 100% Wayne 20%
 Hamilton 20%
 
Danville ermillion 80% Vermillion-Ind. 40%
 Warren-Ind. 30% 
E. St. Louis t. Clair 100%
 
Greenville Bond 80% ayette 20%
 
Shelbyville helby 70% hristian 20%
 

INDIANA 
Terrehaute igo 100% lark-Illinois 20%
 
Gary orte r 20% Lake 50%
 
Elkhart lliliart 40% ass-Michigan 20%
 
Paoli range 70%
 
Madison' efferson 100% rimble-Ky. 100%
 

IOWA 
Cedar Rapids Linn 100% enton 60% Johnson, Iowa 20% 

KANSAS 
Salina alina 100% ttawa 80% Lincoln, Elswrth 20~ 

Hutchinson eno 100% rvey 20%
 
Liberal eward 90% eaver-Okla. 20%
 
Elkruirt
 Cimarron-Okla. 10~ 

Junction City eary 60% Hey 30% 
Hugoton tevens 80% orton 20% 
Concordia loud 100% 

orton 50% exas -Okla. 10% 

KENTUCKY
 
.Owensboro aviess, Hancock 1000/« Ohio 40%
 McLean 50% 

, Bowling Green Edmonl;on 80%
 
London aurel 100% ackson 50%
 

arren 100% utler 80% 
Rockcastle 50%
 

Middlesboro ! ell 100% nox 50%
 Claiborne -Tenn. 50' 

Moreland owan 100% leming 30% 

F.7 



AIRPORT INFLUENCE-REGION BY COUNTY'I'liBLE 2.4.3-1 

~'-------r-----------'r----------;----------_ 

CITY COUNTY COUNTY COUNTY 

LOUISIANA 
:Patterson St. Mary 80% Port St. Martin 100% Terrebonn ZO% 

MAINE
 
Bangor
 

_ Fryeburg 
Auburn-Leus 

MARYLAND 
Gaithersburg 
Hagerstown 

MASSACHUSTS 
Orange 
Gardner 

MICHIGAN 
Jackson 
Grosse He 
Traverse City 
Alpena 

MINNESOTA
 
Deluth
 
IntI I. Falls
 
Mankato
 
Albert-Lea
 

Penobscot 20% Hancock 10% 
Cumberland Co. 10% Oxford Co. 15% 
Andrascoggin 100% Oxford 10%; Cmbrlnd 2D% 

Montgome ry 80%
 
Washington 80% Frederick 30%
 

Franklin 30% Worcester 10%
 
Worcester 20%
 

Jackson 80%
 
Wayne 10% Monroe 10%
 
Grand Traverse 100%
 
Alpena 100% Pre sque Isle 20%
 

St. Louis 40% Carlton 20%
 
Koochiching 80%
 
Blue Earth 80% Nicollet 40%jWaseca 20%
 

I Freeborn 80% 

Sagadahoe 900/0 

Franklin ... Pa. 20% 

Le Sueur EO% 

MISSISSIPPI 
Meridian 
Tupelo 
Greenville 
Madison 
Philadelphia 
Starkville 

MISSOURI 
-:R::" C. Inti!. 
St. Joseph 
C. Girardeau 
Columbia 

Clay 40% 
Andrew 20% 

,Cape Girardeau 50% 
Boone 70% 

Lewis & Clark 60% 
Missoula 70% 
Carbo 80% 

Hall 70%
 
Butler 80%
 
Dodge 40%
 

Kempe r 40%
 
Itawamba 60%
 
Bolivar 20%
 
Yazoo 20%
 
Kemper 30%
 
Clay 50%
 

Platte 50%
 
Buchanan 40 %
 
Scott 40%; Bollinger 60%
 
Callaway 10%
 

Jefferson 50%
 
Mineral 30%
 

Howard 30%
 

Saunder 300/0
 

Sumter-Ala. 300/0 

Rankin 20% 
Winston 20% 

Doniphan-Kan. 50% 
Union-Ill. 200/0 

Broadwater 50Ofo 

Hamilton, Merrick?J)o/ 

Washington 30% 

-
---------.l--~.,--------.L------------J----------....



AIRPORT INFLUENCE-REGION BY COUNTYTABLE 2.4.3-1 

CITY COUNTY COUNTY COUNTY 

NEVADA 
Tan~ah. 
Haw orne 

Nye 500/0 
Mineral 700/0 

Esmeraldo 300/0 

NEW HAMPSHR 
Lebanon Grafton 200/0 

-
NEW JERSEY 
Atlantic City Atlantic 400/0· 
Readington Hunte rdon 200/0 
Wildwood Cape May 700/0 
Belmar M onmouth 300/0 

I Winds or 200/0 

Somerset 200/0 

NEW MEXICO 
Hobbs . 
Roswell 
Farmington 
Santa Fe 
Alamagordo 
Artesia 

Lea 600/0 
Chaves 1000/0 
San Juan 1000/0 
Santa Fe 1000/0 
Ote r 0 1000/0 
Eddy 200/0 

Gaines -Tex. 

Chaves 200/0 

300/0 • 

NEW YORK 
Utica One ida 400/0 
Elmira Chemung 900/0 
Binghamton Broome 600/0 
Schene ctady Schenectady 1000/0 
Poughkeepsie Dutchess 500/0 
Shirley Suffolk 300/0 
Glen Falls Warren 700/0 
Ithaca Tompkins 1000/0 

NO. CAROLINP 
Aloskie Hertford 1000/0 
Elkin Yadkin 600/0. 

Steuben 300/0 

Saratoga 200/0 

Saratoga 100/0 

. 
Be rtie 200/0 
Wilke s 200/0 

Montgomery 200/0 

Washington 500/0 

Gates 300/0 
Surry 200/0 

NO. DAKOTA 
Bismarck 

.Grand Forks 
.. 

OHIO 
Toledo-T. 
Toledo-TC. 
Lima 

Burleigh 1000/0 
Grand Forks 700/0 

'Lucas 1000/0 
Wood 400/0 
Allen 500/0 

Kidder, Emmons 1000/0 
Pock-Minn. 200/0 

Fulton 200/0 

Shridn 700/0; Logar 

: OKLAHOMA 
Ardmore 
Enid 

I Wilburton, 
i Hugo 

Carter 700/0 
Garfield 1000/0 
Latime r 1000/0 
Choctaw 1000/0 

Love 300/0 
Major 200/0 
Haskell 500/0 
Pushmataha 700/0 

Johnston 200/0 

Pushmataha 200/0 

,, 

hQ 
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TABLE 2.4.3-1 AIRPORT ,INFLUENCE-REGION BY COUNTY
 

CITY COUNTY COUNTY COUNT~ 
OREGON 
Pendleton 
Hillsboro 
Klamath Falls 
Tillamook 
Hermiston 

Urnatilla 50% 
ashington 70% 

Klamath 70% 
Tillamook 70% 
Umatilla 20% 

ultnomah 30% 

Benton-Wash. 10% 

PENNSYLVNIA 
Franklin Venango 80% 
Johnstown Cambria 40% omerset 30% 'Westm.or·eland 10%
 
Punxsutawny effe rs on 400/0 ndiana 10% Clearfield 10%
 
Titusville Crawford 30% Tarren 20% Venango 20,"0
 

SO. CAROLIN"A
 
Anderson nderson 100% bbeville 20%
 
Spartanburg partanburg 80% Cherokee 20%
 I 
SO. DAKOTA 

I
! 

Rapid City PennLngton 500/0 eade 30% 

TENNESSEE
 
Jackson adison 100% hester 60% Henderson 20%
 
Millington helby 30% ipton 60%
 
Smyrna utherford 40% illiamson 20% Davidson 20% I 

i
 

ITEXAS
 
Amarillo' Potter 50% artdall 50%
 
Plainview ale 80% loyd 20% Swisher 20%
 
Tyler mith 100% enderson 20% Van Zandt 20%
 
San Antonio exar 100%
 
McAllen idalgo 60%
 
College Station Brazos 100%
 rimes 30% 
Brownsville ameron 50% 
Laredo el:>b 80% 
Killeen ell 50% oryell 40% 
Harlingen ......ameron 50% illacy 20% Hidalgo 20% 
Victoria ictoria 100% oHad 30% 
·Big Spring oward 100% artin 20% Glasscock 20%
 
Del Rio alVerde 50% inney 20%
 
Galveston alveston 100%
 
Temple ell 50% aHs 30%
 
Hearne obertson 20%
 Ham 20% 
Coleman oleman 60% 

VIRGIN"IA
 
'Lynchburg ampbell 60% ppomatx, Amherst 100% Nelson 20%
 
Charlotte sville 1bemarle 70%
 
Staunton ugusta 70%
 



AIRPORT ·INFLUENCE -REGION BY COUNTYTABLE 2.4.3-1 

CITY COUNTY COUNTY COUNTY 

WASHIN'GTON 
Tacoma 
Walla Walla 
Olympia 

W. VIRGINIA 

Pierce 20% 
Walla Walla 80% 
Thurston 100% 

I 

Harisn, Dodrdg 100% 
Monongalia 100% 
Wood, Wirt 100% 
Ohio 100% 
Berkeley 100% 

Outgamie 60% 
La Crosse 100% 
Trempealeau 20% 
Winnebago 70% 
Marathon 30% 
Oneida 80% 
St. Croix 40% 
Eau Claire 40% 

Natrana 100% 
Platte 60% 

Umatilla-Ore. 20% 

Taylor 50%; Lewis 20% 
Preston 20% 
Pleasants 100% 
Brooke 50% 
Jefferson 40% 

Wi.p.nebago 30% 
Houston-Minn. 40% 

Chippeau 30% 

Converse 40% 
Gurnsey 20% 

..., 

Barbour 40% 

Washington-O. 100% 

Washington,-Md. 20% 

, 
Winona -Minn. 20% 

Dunn 20% 

Johnson '20% 

Clarksburg 
Morgantown 
Parkersburg 
Wheeling 
Martinsburg 

WISCONSIN' 
Appleton 
La Crosse . 
Oshkosh 
Mosinee 
Rhine1ander 
New Richmond 
Eau Claire 

WYOMING 
Casper 
Wheatland 

. 

. . 

.. 
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associated with all of its influencing counties, i.e. its sur­

rounding counties (if applicable) as well as the resident county. 

The percentage of each county's resources that should be attrib­

uted to the respective airport is noted. 

To illustrate, from Table 2.4.3-1, it can be noted that the air­

port at Anniston, Alabama, has bE~en found to be influenced by 50% 

of Cleburne County, 20% of Talladega and 50% of its own Calhoun 

County. (The remaining portions of these counties are assummed 

to contribute to other airports).. Then if the parameter 'popula­

tion' is being considered, using the multi-county approach, the 

population statistics for these t:hree counties would be collected 

and appropriately factored (50%, 20% and 50%) and then added 

together as the number of people to be associated with this air­

port. All other parameters with county-defined statistics would 

be treated similarly. 

2.4.4 Index Measurements 

A feature that drew special attention during the study has since 

been referred to as the airport's Facility Index and the FBO (fixed 

base operator) Index. These indices were developed to get some sort 

of composite measure about the airport's physical makeup or the avail­

able airport services, both of which were thought to be influential to 

airport operations. By combining a number of airport parameters 

(which by themselves were ineffectual as operations indicators) 

into a hypothetical index,such measures could be made and additional 

airport distinguishing characteristics could be accounted for. 

FBO Index - It had been recognized that the services provided at 

an airport, primarily as a result of the FBO's efforts, are 
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probably of major significance in the level of activity that 

will occur at the airport. More comprehensive and better pro­

vision of services probably results in a higher level of operations; 

poor services or the lack of services should result in lower than 

otherwise expected activity levels. It was therefore necessary 

in this study to include in its evaluation process some kind of 

characteristic that would serve as a measurement of services pro­

vided at the local aiport. 

The problem encountered was that no single characteristic existed 

to provide a measure that would relate airport services with air ­

port operations. On the one hand, though it is certain that the 

efforts of a personable and energetic fixed-based operator will 

promote activity at his airport, it was impractical to find a means 

to measure his personableness or his energy. On the other hand, 

rather than a single characteristic that could be useful in meas­

uring overall airport services, which was unavailable, there were 

a number of characteristics that were available but they only 

addressed a portion of the subject. For example, information was 

available about the number of FBO's and their principal services, 

i.e., instruction, charters, crop dusting, etc., at an airport. 

The airports operating period, types of fuel available, and the 

presence of repair facilities were other indicators of airport 

services but each of these bits of information by themselves could 

not provide an answer to the problem. With each airport having 

different varieties of services it was difficult to see a pattern 

that associated airport activity with airport services. 

To enable such an evaluation and hopefully to find an additional 
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predictor of operational levels, a scheme was developed that 

attempted to evaluate total airport services, at any airport, 

on a common basis. For study purposes, this was referred to as 

an FBO Index. Several different procedures were used throughout 

the study with varying degrees of success; however each scheme 

had in common,the attempt to scale airport services. The following 

description is typical of the mariner in which the FBO Index was 

derived. 

The FBO Index is assummed dependent on five factors: the number 

of FBO's, his services, type of fuel, availability of repairs 

and the airport's attendance schedule. Arbitrary values are 

assigned to each factor, according to a preset priority assessment 

of their relative importance, in such a manner that t~he best pos­

ible Index value would equal 100. The following rati.onale appli.es 

to development of the Index: 

Number of FBO's: Though unable to measure personality of 

individual operators, it is assummed that competition 

encourages better service. Therefore two FBO's at the 

same airport should enhance services more -than if there 

is only one FBO. Three is better than two but to a lesser 

degree than two is to one. More than four FBO's at any 

one airport provides no improvement over the services 

that four FBO's could provide. The absence of an FBO at 

an airport should imply a negative effect on services. 

FBO Services: These services can be categorized into 

five areas: instruction, sales, charter or rentals, 
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agriculture and miscellaneous (i.e., mapping, sight­

seeing, etc.). The number of these services available 

at an airport is deemed important as is the type of service. 

In other words, an airport providing all five is superior 

to one that provides only four or three of these services. 

However, the availability of instruction is indicative of 

better service than the provision of miscellaneous services 

or agriculture, etc. 

Fuel Availability: Fuel has been divided into three groups: 

jet fuel, under 100 octane and over 100 octane. The cap­

acity of storage facilities is not considered. The avail ­

ability of the jet fuel is considered less important than 

the others. Airports without fuels of any type should 

be penalized when services are assessed. 

Repair Facilities: Readily available information about 

repair facilities differentiate the airport's ability to 

accomplish major or minor repairs as well as engine or 

airframe repair capabilities. Minor repair capability is 

deemed most essential when assessing airport services. 

Attendance Schedule: Data is available concerning the daily 

operating hours, days of the week and seasonal variations. 

All day and night attendance throughout the year would be 

the best possible service. Unattended airports should 

indicate a negative effect on services. 

Using the rationale described above, hypothetical airports with 

varying services available were considered and appropriate ratings 
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assigned to cover the range between the best and worst extremes.
 

Then each airport in the selected set of airports used in the
 

model were compared against this hypothetical rating and an apporpriate 

FBO Index was assigned~ 

The most effective FBO Index was finally derived after it was noted 

that certain individual service related parameters had an opposing 

effect on each other in terms of indicating operations, i.e., they 

would tend to cancel each other. To negate this effect, those para­

meters were segregated into two sets, one with a strong positive 

itinerant effect or strong negative local effect and another which 

had the opposite effect. The natural logarithm of the ratio of 

these variables, where the numerator contains strong local operations 

variables and the denominator contains strong itinerant operations 

variables, then defined the FBO Index. 

The expression which leads to±he FBO Index is: 

. FBO X(25) + X(2d) + 9.X(27) + 3 X(21) + 2 X(24) + lEi ')=IOG ( LogIndex X (22) + 6 X(29) + 5 X(2) + 2 X(28) + 2 X(30) + 16 ) 

where the following table identifies the variables: 

Variable Description 

X (2) Jet Fuel Storage 

X (20) More than one FBO 

X (21) Instructional Service 

X (22) Equipment Sales 

X(24) Agricultural Service 

X(25) Other FBO Services 

X(27) Airframe Repairs (major) 

X(28) Airframe Repairs (minor) 

X (29) Powerplant Repairs (major) 

X (30) Powerplant Repairs (minor) 
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These variables are all of yes or no type, meaning that if a 

particualr service is available at an airport that variable is 

assigned a value of 1, while the lack of service means that a 

zero value is assigned to it. The constants in the 

ratio are chosen proportionally to the variable's relative in­

fluence as an operations indicator and in this wayan index is 

obtained which is 0 when all variables are 1; the index is +69 

(natural logarithm multiplied by 100) when the variables in the 

numerator are all 1 and those in the denominator are all zeros. 

The index is -69 when all variables in the numerator are zero and 

those in the denominator are 1. figure 2.4.4-1 depicts a system­

atic procedure for computing the FBO Index. 

Facility Index - Another probable determinant of aircraft operations 

is the facilities at an airport, i.e., those items physically lo­

cated at the airport to accomodate aircraft activity. These 

facilities differ from airport services since services are mostly 

airport personnel oriented. However, there is a similarity in that 

neither services nor facilities can easily be measured. 

'~irport facilities consist of such things as runways, hangars, 

restaurants, lighting, fuel tanks, etc. Airports with facilities 

in good condition are assummed to attract aircraft operations and 

conversely the lack of facilities usually results in loss of aircraft 

operations. All facilities must be considered before any conclusions 

can be made as to their impact on operations. Unfortunately, data 

on all existing airport facilities is not readily available. For 

example, data about the existance of a restaurant at an airport is 

not easily available. Consequently, it is necessary to restrict 

attention to those items for which data is available. 
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FIGURE 2.4.4-1 DETERMINATION OF THE FBO INDEX
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Data on many facilities is reported on FAA 5010-1 form and the 

Airports Facility Records Statistical Report (RIS AS 5010-2). 

Most of the facilities reported on these two documents have some 

correlation with aircraft operations but there is no single char­

acteristic which can effectively relate aircraft operations. Con­

sequently, to develop a statistic which will serve as a measure of 

the facilities at the local airport its facilities have to be 

combined in such a fashion that they can be represented by a single 

numerical value. 

In a manner similar to the development of the FBO Index, a computa­

tional procedure was developed to yield a Facilities Index which 

quantifies a number of facility related parameters into a single 

airport measurement. The variables of importance in determining 

an airport's Facilities Index are: 

1. Number and types of runways 

2. Corrected Runway length 

3. Fuel capacity 

a. Underground 
b. Above ground 

4. Conventioanl Hangars 

5. T-type Hangars 

6. Weather Station on Airport 

7. Administration/Terminal Building 

8. Airport acreage 

Each data element included in the Index receives a specific point 

value according to the criteria listed in Table 2.4.4-1. The 

point value of each variable is tletermined by the airport's actual 

physical makeup and their cumulative total is the Facilities Index 

for that airport. An example which shows the derivation of the 

Facilities Index at the Municipal Airport, Gainesville, Florida, is 

presented	 in Table 2.4.4-2.
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FACILITYTABLE 2.4.4-1 

DETERMINANT 

Number of Runways 

Runway Surface 
Composition 

--_..__._ .._---------""--­

In the case where an airport: has more than 3 
that give the highest possible point value. 

- ._­

Corrected Runway 1000-4000 
Length. (ft. ) 4001-8000 

>8000 
Consider only the longest runway. 

Fuel Storage 
-Underground-

Fuel Storage 
-Above ground-

No. of Hangars 
-Conventional-

No. of Hangars 
-T-Type-

Weather Station 
on Airport 

Administration/ 
Terminal Bldg. on 
Airport 

Airport Acreage 

~_._--_.-.-.._-------­

INDEX DETERMINANTS 

VARIABLE 

1 
2 

~3 

Asphalt-Concrete 
Gravel 

Dirt-Turf 

Type Fl2-lS 
Type F18-22 
Type ~F30 (Jet) 

Type F12-l5 
Type F18-22 
Type ~F30 (Jet) 

1 to 5 
6 to 10 
,>10 

1 to 20 
21 to 60 

>60 

Yes 
No 

Yes 
No 

-< 300 Acres 
300-1000 Acres 

1001-3000 Acres 
;>3000 Acres 

r;L~=· .0 30.: 

POINTS 
~.f Si~:r():) 

.~-

-';~: .t':;5
 
7
 

11
 
--,~, . -- ~-- - - . 

8 per Rwy. 
2 per Rwy. I 

\ 
I 0 per Rwy. I 
runways, use those 

f 
I 

3 I 
6 

10 
I 

3 1 
4
 
7
 

. 
1
 
2
 
2
 

3
 
5
 
6
 ,-,._-_..­

1 
3 

10 
,~ ...>, 

10 
0 
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0
 

-
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5
 
9
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FIGURE 2.4.4-2 EXAMPLE OF FACILITY INDEX DETERMINATION
 

MUNICIPAL AIRPORT ­

Facility Index 
Variable 

No. of Runaways 

Types of Runaways 

Runaway Length 

Fuel Capacity 

Underground	 F-12-l5
 
F-18-22
 
F >30
-

Above ground
 
F-12-l5
 
F-18-22
 
F >30
 

Hangars (Conventional) 

Hangars (T-Type) 

Weather Station 

Administration/Terminal 
Bldg. 

Acreage 

Facility Index = 89
 

GAINESVILLE, FLORIDA 

Points 
5010 Data Received 

3
 11
 

Asphalt 24
 

5480
 6
 

120
 3
 
4
120
 

80
 7
 

24
 1
 
28
 2
 
40
 2
 

3
 3
 

20
 1
 

Yes 10
 

Yes 5
 

940
 5
 

Total 89
 

81
 



2.4.5 Evaluation 

In general, the data collection activity was straightforward and 

though an extensive effort was involved there were no major dif­

ficulties encountered. In the interest of objectivity there was 

little or no attempt made in the study to question the accuracy 

of the referenced parameter's statistics; rather they were simply 

accepted, just as such data would need be accepted when the estim­

ating formula would be implemented in the field. There was one con­

dition however that should be reported in that it had some bearing 

on the outcome of the study. It concerns the timeliness of the 

data. The basis of the study relied on the hypothesis that air­

port data could be correlated with airports' operations and it is 

necessarily required that both sets of data are applicable to the 

same time period. In most cases the annual publication of the 

reference documents used as data sources enabled the extraction of 

data that was appropriate with the date of the operations estimate. 

However the Census Bureau's City and County Data Book was an ex­

ception in that the most recent and applicable publication was 

unavailable in time to be of use to this study. Necessarily then 

in drawing the conclusions that it has, this study presumes that 

differences in statistics for county data that appears in one 

publication or the next is of a minor nature. The other exception, 

that is, the FAA Airport Master Record, FAA Form 5010-1, was not 

due to an inablility of acquiring the most recent edition but 

rather the fact that the latest edition was at times outdated. In 

those cases an attempt was made to acquire operations data for that 

airport appropriate with the inspection date of the 5010. Failing 

that the airport was deleted from the model. 
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2.5 COMPUTER ANALYSIS PREPARATION 

After the process of collecting requisite data is complete but 

prior to the analysis period certain preparatory steps were required 

to 1) convert the data into a usable format and 2) provide the 

necessary computer programs that would facilitate analysis. As an 

integral part of the study, these efforts also required considerable 

care in their development; additional attention was subsequently 

given to rechecking their correctness. 

Development of the data base required the conversion of data from 

source documents into computer usable format. Each airport in the 

airports model was assigned a file sequence number and with that 

number, the appropriate statistics about the airport's parameters 

were entered via the computer terminal's keyboard. The basic data 

base was a matrix of 20 variables (airport parameters) and 162 ob­

servations (airports). Several of these data bases were therefore 

required to accommodate all of the variables. These different sets 

of data were identified as MODATA 1, MODATA 2, etc. The ability of 

conversationally entering or deleting data from the basic data bases 

enabled the analyses of numerous sets of parameters. Later in 

the study an expanded data base accommodating 50 variables was also 

developed which permitted computer analysis of more parameters simul­

taneously. 

The development of computer programs were necessary to facilitate 

the analysis, perform the regression routines and enable evaluations 

to be made of the estimators. This effort relied on a standard 

library multiple regression FORTRAN program, MULREGX, and two other; 

programs, SHIVA and NEWCOMP, specifically designed to meet the needs 
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of this	 study. 

MULREGX performs a multiple linear regression analysis on up to 20 

variables, with an unlimited number of observations. Input for the 

regression analysis may be raw data consisting of the values of the 

variables at each observation, or it may be the means,standard de­

viation, and correlation matrix of the variables. Any number of 

regressions may be performed on the same input data. MULREGX computes 

the following statistics: 

• Beta weights (regression coefficients of standardized variables) 

• Standard errors of the beta weights 

• T-test of each beta weight against zero 

• B coefficients (regression coefficients of raw variables) 

• Intercept (constant term of raw variable regression equation) 

• Standard errors of the B coefficients 

•	 Partial correlation of each predictor variable with the 

criterion variable (holding all other variables in the 

regression constant) 

• Multiple correlation coefficient 

• F-test of the multiple correlation coefficient against zero 

• Standard error of estimate 

• Proportion of unexplained variance 

MULREGX can also calculate the means, standard deviations, and cor­

relation matrix before performing the regression. Data for the re­

gression was located in a data file (MODATA) although in certain 

cases it was also ~ntered conversationally in response to program­

generated questions. During the course of program execution MULREGX 

requests the following information from the user: 

84
 



• Type of data being used as input (raw data or means, standard 

deviations, and correlation matrix) 

• Total number of variables and observations 

• Location of data (data file or conversational input) 

• Number of variables to be used in the forthcoming regression 

•	 For the forthcoming regression, which is the dependent 

variable and which are the independent variables 

SHIVA is basically a standard Multiple Regression FORTRAN program 

which in effect was a modification of MULREGX to suit the needs of 

this study. The modifications included 1) a capability at the user's 

option, of temporarily modifying file variables within SHIVA without 

affecting the data file, MODATA; 2) also at the user's option, a 

capability of listing for each file airport the actual number of 

aircraft operations, the model's estimate of operations, and their 

absolute and percentage difference; 3) an expansion of program 

to permit 50 variabies; 4» changes to speed execution time. A listing 

of the SHIVA program is shown in the Appendix. 

NEWCOMP is a special FORTRAN program developed for this study to 

permit the analyst to examine in detail, model performance, variable 

by variable, for any particular airport. NEWCOMP was developed to 

detect the reasons for individual estimates having large percentage 

error; however it is also helpful in detecting errors in the data 

file. The program lists the product of each variable multiplied by 

its constant term. Any product term which stands out is investigated. 

Three categories of estimates are chosen for each particular run of 

NEWCOMP; namely, gross overestimates, very good estimates, and unden­

estimates. Their comparison then enables the exposure of certain var­

iables that may be responsible for causing bad estimates. 
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2.6 ANALYSIS 

The analysis phase of the study was initiated with t~e supposition 

that 1) the data base contained an exhaustive listing of parameters 

that were possible indicators of airport operations and 2) computer 

programs had been developed and were available to determine, via 

regression analysis, a best fit mathematical formula that could 

relate airport parameters (as independent variables) with airport 

operations (as the dependent variable ). The analysis effort there~ 

fore set out to find which particular parameters were of more im­

portance than others so that a concise and easily implemented formula 

could be derived. In setting an arbitrary goal of "a formula with 

less than 10 variables," the problem became one of systematically 

reducing the list of 70 parameters to a much smaller group which 

contained only those parameters that were most effective in esti~ating 

operations. 

The analytical tools available did not permit an examination of all 

parameters simultaneously and though it was possible to identify the 

more effective indicators within a group of parameters, each group 

could contain no more than 20 variables. The numerous list of var~ 

iables and the even more numerous permutations and combinations of 

variable subsets therefore introduced complexity into the process 

of selectively discriminating good predictor parameters from poor 

ones. Consequently the initial procedure was to justify the elimin­

ation of certain parameters as potential indicators of airport 

operations and thereby get a more workable listing wherein all 

parameters could be examined at the same time. 

I 
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2.6.1 Iteration Process 

An iterative process was followed as the means for reducing the 

parameters list. Each iteration consisted of a number of regression 

analysis computer runs whereby an arbitrary set of parameters 

(usually 20 to begin with) was whittled down in successive increments 

to a smaller group (five to ten) that contained only parameters 

with a high degree of confidence in their predictive ability. 

With each regression, a statistical measurement of its success in 

estimating airport operations was made together with a conclusion 

of each parameter's probability as a predictor. This information 

was used as criteria for eliminating parameters from the subsequent 

regressions and therefore useful in assessing the parameter's 

candidacy as a variable in the final version of the relationship 

defining airport operations. Those parameters that remained for the 

next regression were still considered as candidates while those 

excluded became suspect as candidates. Then when subsequent iterations 

made on different sets of parameters also resulted in similar suspicions 

about a parameter's candidacy, that parameter was deleted from any 

further consideration~ However a judicious approach was sometimes 

necessary because of the intercorrelation between parameters; certain 

parameters appeared important when grouped with one set of parameters 

but unimportant when grouped with another set. 

To aid in this elimination process, correlation coefficients were 

derived for each parameter according to the parameter~ individual 

relationship with airport operations (itinerant and local) as well 

as with each other parameter. A summary of the correlation analysis 
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is shown in Table 2.6.1-1. A more complete correlation matrix 

with all the parameters is attached in the Appendix. Parameters 

having high correlations with airport operations automatically 

became highly rated candidates although those that were also highly 

correlated with other parameters were often superceded by these 

other parameters. On the other hand, certain parameters not highly 

correlated with operations sometimes ended up as useful indicators, 

even in the final version. The correlation matrix was useful in 

suggesting parameter sets to be i:estedi however the complexity 

introduced with parameter intercorrelations when multiple parameters 

were considered, limited its further usefulness in the study. 

Each regression analysis computer run was initiated by activating 

the computer with a few instructions that identified which variables 

(airport parameters) were to be investigated. A multiple linear 

regression was then performed on this data and a description of its 

results were output on hard copy. For any iteration, three items 

were paid the foremost attention out of all output that was gen­

erated. These were the T-value, the multiple correlation coefficients 

and the standard error of estimate. The decisions made as to the 

acceptance or rejection of a particular set or combination of 

variables depended heavily on these factors. A description of an 

iteration will perhaps best demonstrate both the importance of 

these factors and the procedure used in developing the analysis. 

The computer run starts with the set of independent variables selected 

for observation, operating on either of the three dependent variables 

that is itinerant, local or total 'operations. The computer output 

lists the T-values and the coefficients for each independent variable 
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TABLE 2.6.1-1 PARAMETER CORRELATIONS - SUMMARY
 

! 

: 

NO. 
i\ 

1 
<',j. 2 

3 
4 

~ 5 
6 
7 
8 

9 

10 
11 

12 
13 
14 
15 

16 
17 

18 
19 

20 

21 
22 

23 . 24 

25 . 
26 

27 
28 
29 
30 

PARAMETER 

Total AVGAS Storage 
Jet Fuel Storage 
M..11ti Engine Aircraft 
'Ibtal Based Aircraft 
Actual Itinerant Ops 
N:. and Air Taxi Ops 
Actual IDc:::al Ops 
Student Pilots 

Total Pilots 

FBO Index 
Population 

Population/Mile2 
% Families> $loK Incane 
Malian Incane 
Employed Persons 

% White Collar Workers 
Bank Deposits 

Manufacturers > 100 People 
No. Retail Establishments 

No. Selected Service 
Establishuents 

::> 100 OCtane AVGAS 
2. 4 place single engine 

Airport Acreage 
Private Pilots 

No. Families 

Selected Services Gross 

Hours of Attendance 
No. of FOOlS 
FOO Service ­
FBO Service - Sales 

CORRELATION WITH arHER PARAMETERS WITH 

INTERCORRELATIONS > .50 

2, 21 

ITINERANT OPS LOCAL OPS 

.48 .18 

.47 .10 1, 21 

.53 .28 4, 41 

.43 .39 3,8,9,13,21,23,41,44,49 
1.00 .51 3,6,49 

.53 .05 

.51 1.00 8,48,49 

.47 .50 4,9,11,15,16,17,19,20,22, 
24,25,26,41,49 

.43 .46 4,8,11,15,17,19,20,22,24,25, 
26,41,49 

.49 .28 28,29,30,31,35,36,37,38 

.32 .27 8,9,12,15,17,18,19,20,24,26, 
28,41 

.06 .14 4,15,17,19,20,25,26 

.22 .22 14,16,22,24,26 

.14 .21 13,16 

.32 .24 8,9,11,12,17,18,19,20,24,25, 
26,41 

.40 .34 8,13,14,24 

.27 .23 8,9,11,12,15,18,19,20,24,25, 
26,41 

.25 .14 11,15,17,19,20,25,26 

.39 .30 8,9,11,12,15,17,18,20,24,25, 
26,41 

.37 .29 8,9,11,12,15,17,18,19,24,25, 
26,41 

.46 .15 1,2 

aircraft .35 .33 4,8,9,13,24,26,41,44 
.24 .18 42,43 
.46 .42 4,8,9,11,13,15,16,17,19,20, 

22,25,26,41,49 
.34 .26 8,9,11,12,15,17,1$,19,20,24, 

26,41 
.26 .24 8,9,11,12,13,15,17,18,19,20, 

22,24,25,41 
.35 .16 
.32 .29 10 

truction Ins .10 .10 10,41 
.25 .15 10 
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- -------"---.._-----­

TABLE 2.6.1-1 PARAMETER CORRELATIONS SUMMARY (continued) 

NO .. PARAMETER 

CORRELATION WITH arHER PARAMETERSWI'ffi 

IN.I'ERX)RREIATIOOS > .50 

10,29,36,38 

ITINERANT OPS I.DCAL OPS 

31 Fro Service - Rent/Charter .26 .16 
32 FBO Service - AGRI .11 .09 
33 FBO Service - Other 

, .08 .00 
34 landing Fees .• 06 .08 
35 Repairs - AF, Major .35 .23 10,36,37,38 
36 Repairs - AF, Minor .24 .10 10,31,35,37,38 
37 Repairs - Engine, Major .35 .18 10,35,36,38 
38 Repairs - Engine, Minor .24 .10 10,31,35,36,37 
39 Max. Tanperature -.01 .06 
40 IAircraft"i>er 100,000 -.08 -.05 
41 aft in County .45 .39 3,4,8,9,11,15,17,19,20,22, 

24,25,26,49 
42 Corrected RLmway Ft. .32 .16 23 
43 No. Runways .34 .12 23 
44 No. T Hangars .21 .14 4,22 
45 ~. Conventional Hangars .26 .12 
46 Military Operations - 5010 .18 .29 
47 
48 
49 

Air Taxi Operations - 5010 
"rY'::Il Operations - 5010 
Itinerant Operations-SOlO 

.15 

.47 

.76 

.06 

.70 

.53 
49 
3,4,8,9,24,48 

50 aours Flown .70 .71 3,4,8,22,41 
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under observation in that particular regression. The output also 

shows the multiple correlation as well as the standard error (same 

as the standard deviation about a mean of 0) associated with that 

set of variables. Each variable is then examined independently 

according to its T-value. The T statistic is most important since 

it is a determinant of the coefficient for that variable. The 

higher the T-value (positive or negative), the more confidence that 

the actual value of coefficient is not zero and hence a predictor 

of aircraft activity. 

After the first regression, all variables having a value of less 

than 0.7 are eliminated and the remaining variables are now subject 

to closer scrutiny in the next regression. Whenever the number of 

variables is reduced, there is a drop in the multiple correlation 

coefficient and an increase in the standard error._ However, there 

is a trade-off involved in this process. The variables which are 

statistically less valid according to the T statistic are eliminated 

to get a more stable and statistically valid model; and certainly, 

it is easier to implement an estimating model with five variables 

than one which has 20 or more. So, in effect, a little accuracy is 

sacrificed for ease of implementation of the model. In successive 

regressions,variables are eliminated when their T-values are less 

than 1.0 and 1.5. Finally a set of variables is obtained in which 

all variables have T~values of 2.0 and greater. This particular 

regression is then judged against other models from other iterations 

according to its mUltiple correlation coefficient and its standard 

error estimate. 

Once the user is satisfied with a particular set of variables that 
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may possibly be effective in estimating annual aircraft actd.vity, 

a listing is obtained of actual and estimated airport operations 

(computed according to the variables currently in the re<}~ession 

model at that time) along with their absolute and percentage dif­

ference for each airport in the data file. The listing informs 

the user as to how effective the model really is in esti.mating alullu.l 

aircraft activity. 

2.6.2 Iteration Illustration 

The study's final iteration process, i.e., the derivation of the 

recommended formula for estimating itinerant operations, occurred 

only after the parameters list had been reduced to 15 independent 

variables. However that iteration is typical of all other iterations 

and is presented in Figure 2.6.2-1 to illustrate the process. Its 

first regression was made by instructing the computer that sixt.een 
, 

variables were applicable (one dependent variable) and the I.D.'s o~ 

those variables were input. The computer results of the regression 

then listed, for each dependent variable sho~n in the first column, 

the appropriate statistical measures. This regression's overall 

measure shows a multiple correlation coefficient of .8610 and a 

standard error of 7019 (absolute units of operations are in hudredsl. 

It can be noted that according to the T-test, variables five and 

twelve are most suspect. 

ConsequentlYithe next reqression does not include these two independent 
I 

variables; rather it operates only on the other 13 variables. The 

results of this second regression shows four variables ~8,19,11 and 
:1 

'19) that 
I 

most suspect because of their T-values less than 1.0, 
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FIGURE 2.6.2-1 DERIVATION OF ESTIMATING RELATIONSHIP 

FIRST REGRESSION 

· . 

,." INPIJI' _ ~ TYPE NUMEER OF VP.FI~ELFS FOB THIS FFfF.F~~tC'N? H.. 
~, ~,~.. TYPE ~N O~DER OF VARIABLES--DEPFNDENT FIFST?II~,4151 

____ ? 6"7,,8 ..9,,10,11,, U~ .. 13114,,15,,19,,20 
--- -­ .. -~ 

VAR - BET ' STD ERR" T B COEF. S.E.B. PART R. 
3 .3006 .0532 5.650 .226766E-OJ .401353F-02 .4584 
4 .4026 .0824 4.888 3.33861 .:683069 .4075 

~5 -.0190 ".0869 -.218 -.410120F-Ol .188042 -.0199 
6 -.0764 .0563 -1.358 -1.18345 .871263 -.1231 
7 ~.1713 .0687 -2.493 -.309550E-Ol .124162F-Ol -.2219 
8 .0457 .0584 I .782 5.53076 7.07401 .0712 
9 .0989 .0781 1.266 1.58293 1.25029 .1148 

10 -.1538 .1874 -.821 '-.739037 .900349 -.0747 
11 .0577 .0806 .716.703968E-0 1 .983630E-01.0652 
12 .0248 .0778 .319 .2.5300E-Ol .76~010E-Ol .0291 
13 .3418 .2241 1.525 1.12464 .737597 .'379 
14. .2411 ~0715 3.370 .364912 .108290 .2940 
15 .0998 .0963 1.037 .111858 .107846 ~0943 
19 -.0570 .0667 -.855 -5.88222 6.88264 -.p778 
20 -.0829 .0603 -1.375 -.268423 .195202 -.1246 

NDF =108 INT z -27.1916 
M~TIPLE R= .8610" STD.ERR.EST.= 70.191 .. UNEXPLAINED= .2587 

F­ 20.6287 "NDF­ 15.0" 108.0 

SECOND REGRESSION
 

INPtJr ~ TYPE NUMBER OF VARIABLES FOR nUS"REGF:ESSION? 14 _. ' 
~TYPE IN"O~DEE OF VARIABLES--DEPENDENT FIRST111314,6.. 

O~<c;b>z ~ 17"8,,9,,10,11,13,14,, 15" 19120 

VAR BEr~~ srD ERR T B COEF. S.E.E. FtFT F. 
3 ·3032 .0526 5.7~6 .228730E-Ol .396666F-02 .4~58 
4 .4073 .0800 5.089 3.37704 .663617 .4213 
6 -.0758 .0529 -1.432 -1.17412 .819728 -.1296 
7 -.1713 .0685 -2.501 -.309485E-Ol .12376~E-Ol -.2225 
8 .0436 .0577 .755 5.28237 6.99526 .0688 
9 .10,08 .0774 1.303 1.61297 1.23828 .1181 

10 -.1604 .1867 -.859 -.770777 .897099 ~.0782 
11 .0558 .0798 .699 .680234E-Ol .973019F-Ol .O~37 
13. ·3375 .~173 1.554 1.11075. .714933 .1404 
14 .2340 .0669 3.500 .354224 .101215 .3043 
15 .1187 .0776 1.531 .133003 .8689911F-0.l .13~4 
19 ~.0593 .0650 -.912 -6.11458 6.70780 -.08e9 
eo -.0837 .0594 -1.409 -.271017 .192329 -.1276 

NDF -110 INT = ~27.5339 

MULTIPLE	 R= .8608" STD.ERR.EST.= 70.234 .. UNEXPLAINED= .2590 
F= 24.2029" NDF= 13.0" 110.0 
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(continued) 

THIRD ItEGImSSION 

ty:P£Nt1MBER OF VARIABLES FOR THIS REGRESSION710 
TYP. tN ORDER OF VARIABLES--DEPENDENT Fl,RST1·'l;131... &",,7#~,,·13'#lb ' 
11S,,20 

k MULftR-E tlEGft£SS10N fiESUL15 

> \MR' 9ETA STD ERR T' B CO£F. S.E.B. PAM'R. 
:J', .,30g 1 .0526 5.878 .233152E-O-l • '39 (l630E-O'S' .4728 

"c, 

I, II .-396a .,0138 5.372 3.28536 .611620 .IltQ03 
(I: "'.0605 .0516 -1 -173 - .937355 .799409 -.1'06'4: 
T' -.,lS11S .066~ -2.363 ".283308F-Ol .,I'198'gO~-oI} --21309 
9 .1633 • OFf,(=' P.152 2.29255 1 • O~520 .1928 

lG} .'1136 .0139 2.350	 .571340 .243100' -2C9i& 
I.	 .a~05 .0636 3.467 .333770 .962832F-'(rt' .,3017' 

.171629 .619013£-or .2454." .1532 .0552 2.773 
10 ....,0534 .0537 - .994 -.172983 .173957 -.0904 

NOV-114 INt = -4,;.?ROP 
~Ttpt.! R- .8510, S1D.EF'F/.EST.= 71.106 , UNEXPLJ:\ I:NFt'., .2655, 

.,. 35.0388" NDF'= 9.0" 114.0 

~OO~TR RE:GRESS!ON 

rtfE N'OlViBER OF' VARIABLES FOR nil S Rr.<:fF~SION?8 
1tPf IN ORDER OF VAPIPBLFS--DFPENDFNT FIJ1ST?1"3 ..,4#7,,,9,,1'3~,14i1l15 

T 
5.915 
6.073 

-3.260 
2.324 
2.160 
3.413 
2.736 
INT = 

~T~~E R"GF.~SSlON RESULTS 
~. B~TA STO ~~F 

:to .3141.0S31 
4 .:4'328 .0113 
" .... 1974 .0606 
" • ISS'S .0669 
~ .1623 .0144 
lilt' .2194 .0643 
.. .1$~8 .05513 

NDt =116 

B CO~F. 

• 236925F-O 1, 
3.58634 

- .356759F-Ol 
2.48741 
.534071 
~332149 

.171175 
-70.8800 

S.E.B. 
.400579£-02 
.590679 
• 109 4~9'E'-G'1 

1.07022 
.244977 
.973153F-'Ol 
.62~581F-Ol 

P.P'R'T ~." 
.04751 
.4849 

-.28'52 
.20'76 
.·19[52 
.29'75' 
.2423 

71.953 " UNEXPLP.lroF~= .2719 
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so the next regression operates only on the remaining nine 

variable. The third regression indicates that variables six and 

20 are less than 1.5 and should be deleted. With the fourth re­

gression it is concluded that no further regressions are necessary 

in that all variables have T-values greater than 2.0. 

It should be noted that the stepwise elimination of parameters is 

an important process and the most effective way, from the study's 

viewpoint, is using the successive criteria 0.7,1.0, 1.5, and 2.0 

as permissible T-values. When a different procedure is followed, 

different conclusions will be derived for the end product. For 

example, if the final criterion, T-value ~ 2.0, had been applied 

to the first regression, only variables three, four, seven, and 

14 would have been retained. 

With all variables in the regression exceeding the T-value criteria, 

this regression is considered as the final version and its character­

istics are then defined as the iteration's characteristics. In 

other words, this iteration (and not just this regression)has seven 

independent variables, with each variable having the coefficient 

as indicated in the B COEF column, and the intercept term is -70.88. 

As an estimating model it has a standard error of 7l95'and a 

predictability coefficient (MULTIPLE R) of .8533. These values are 

a basis for comparison with similar values from other iterations. 

Another basis for comparison is the effectiveness of the final 

regression's estimating formula when applied to individual airports. 

This evaluation is made by directing the computer to assign the 

appropriate coefficients, as defined in the B COEF. column, with 
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each variable remaining in the regression and thereby compute the
 

es'timated operations at each airport in the airports model. Table
 

·2.6.2-1 presents such information. For each airport whose I D is 

given in the first column, actual operations and estimated operatiofis 

are shown in the next two columns and their difference in absolute 

te:rnt'S (fourth column) and percentages (fifth colum.n) are alS'O Sn'OWn. 

Absolute operations are shown in units of hundreds. 

'rhe iteration process was identically performed when total op&rations 

and local operations were considered. The final version of the pro­

cess which identifies the recommended estimating relationShips Itas 

been included in the Appendix. Individual airport estimates for 

total and local operations are also included. 

2.6.3 Model Evaluation 

The next step in the development of an operations estimating Model 

was to examine all the bad estimates that appear on the listing 

of actual versus the estimates currently under observation. Two 

techniques were tried to improve the bad estimates. The first:. was 

a graphical approach where the residuals (difference between estimated 

and actual operations) was plotted against actual operations and 

other independent variables. This process suggested consideration 

. of certain other mathematical techniques such as a logarithmic model 

but such schemes proved unsuccessfull. However the graphical data 

was helpful in categorizing the error ranges of the estimator; such 

as 10 - 20% or 5 - 10K absolute error. It also pointed out trouble 

spots where the model was having its greatest difficulty in estimating 

aircraft operations. For instance, the model's difficulty in est.im­

ating operations at very large airports (towers) was visually 

". 
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FINAL ITERATION'S AIRPORT ESTI~~TESTABLE 2.6.2- 1 

AIRPORT's 
FILE 
SEQUENCE 
NUMBER 

ACTUAL 
OPERATIONS 
(HUNDREDS) 

ESTIMATED 
OPERATIONS 
(HUNDREDS) 

ABSOLUTE 
DIFFERENCE 
(HUNDREDS) 

PERCENTAGE 
DIFFERENCE 

-20 
30 
40 
50 
60 
70 
90 

100 
110 
120 
130 
140 
150 
160 
170 
180 
190 
200 
210 
220 
230 
240 
260 
27·0 
280 
290 
300 
310 
320 
330 
340 
350 

, 380 
410 
1130 
440 
450 
L160 
A90 
500 
510 
520 
530 
540 
550 ~ 000 

-­

500.000 
261.000 
30Ll·000 
402.000 
403.000 
296.000 
235.000 
217.000 
303.• 000 
394.000 
240.000 
266.000 
a96.000 
~40.000 

279.000 
305.000 
371.000 
285.000 
il88.000 
432.000 
462.000 
303·000 
206.000 
371.000 
549.000 
562.000 
436.000 
2?0.000 
205.000 
159·000 
258.000 
281.000 

90.000 
105.000 
139.000 
174.000 
275·000 
230.000 
265.000 
~30.000 

285·000 
215·000 
295.000 
298.000 
39Ci. 

-" -

339.447 
362.289 
281.612 
303:0 847 
407.927 
eS3.358 
327.831 
311.613 
330.797 
380.706 
334.525 
152.918 
431.073 
414.085 ' 
295.431 
266.431 
268.176 
232.033 
441·308 
305.399 
299.018 
296.529 
209.777 
393.344 
374.488 
535.829 
438.741 
308.573 
320.253' 
155.295 
223.820 
230.482 

.­ i 3"9~i --::;-;;­
200.890 
177.750 
240.879 
373.132 
~79. 569 
201.851 
216·017 
170.596 
171.259 
2611·354 
266.818 
2El4.443 

-160·553 
101.289 
-22.388 
-98.153 

4.927 
-12.642 
92.831 
94.613­
27.797 

-13.29L1 
94.525 

-113.082­
135.073 
-25.915 

16.431 
- 38.569 

-102.824 
-52.967 
-46.692 

-126.601 
-162.982 

-6.471 
3.777 

22.344 
-17/~.512 

-26.171 
2.7LJl 

78.573 
115.253 
-3.705 

-34.180 
-50.518 
49.174 
95.890 
38.750 
6(-,.879 
98.132 
49.569 

-63.149 
-13.983 

-114.ll04 
-43.741 
-30.646 
-31.182 

-190.c;c; 8. 2 2 

-

- 32.111 
38.808 
-7·364 

-2L,.LlI6 
1- 223 

-4.271 
39.503 
43.600 
9·174 

-3.374 
39.385 

-42·512 
45.633 
-5.890 

5.889 
-12.645 
-P7.715 
-18·585 
-9.568 

-29.306 
-35.277 

-2.136 
1.833 
6.023 

-31.787 
-4.657 

d,29 
34.162 
56.221 
-2.330 

-13.248 
-17.978 

54.638 
91·3PLl 
27.878 . 
38. Ll36 
35.684 
21.552 

-23.830 
-6.080 

-lI0.142 " 
-20·3[l5 
-10.388 
-10.464 
-Lj • LI 
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TABLE 2.6.2-1 (continued) 

AIRPORT'S 
FILE ACTUAL ESTIMATED ABSOLUTE PERCENTAGE 
SEQUENCE OPERATIONS OPERATIONS DIFFERENCE DIFFERENCE 
NUMBER (HUNDREDS) (HUNDREDS) (HUNDREDS) 

560 192.000 262.957 70.957 3£,.957 
570 =H8.000 322.507 104.507 L!7.939 
590 260.000 21L1.964 -45.·036 -17·32'2 
600 300.000 ~6·0.255 -39.745 -13.248 

1010 335.000 ~§8. 362 53.382 15.935 
1020 ~93.000 ~90.~00 -102.400 -20. ''17 1 
1030' 467.000 554.6~3 67.623 13.886 
1050 1114.000 ~95. 329 -18.671 -4.510 
1090 4£6.000 233·211 -182.789 -43.940 
1100 42~ .000 Li33·277 4.277 .997 
1120 291.000 270.254 -20.746 -7.129 
1130 373.000 316.0L!2 - 5L1. 958 -111.73L1 
1140 394.000 330.841 -63·159 -16.030 
1150 383.000 ~76.336 -6.664 -1.740 
1160 407.000 392.070 -111.930 -3.6(-8 
1180 225.000, 277.. 4 50 52.Ll50 23.311 
1190 422·000 .!Ill1.885 -7.115 -1.68!­
1220 361.000 333.835 -27.165 -7.525 
1240 331 .• 000 404'.308 73·308 22.1L17 

·1250 387.000 . ·309.451 -77.5119 -20.038 
1260· 285.000 445.732 160.732 56.397 
1270 413.000 426.431 13.L131 3.252 
1280 328.000 . 316.914 -11.086 -3.380 
1290 292.000 ~33. 152 41 elS2 1L!. 09 3 
1300 272.000 241.648 -30.152 -11.085 
1320 419.000 385·388 -33·612 -8.022 
1400 135.000 ?03.493 68.493 50.735 
1410 600.000 . 590.103- -9.89/7 -1.650 
1420 305.000 296.389 -8.611 -2 •.823 
1430 590.000 326.575 -263.425 -L14.6LJ8 
1440 314.000 250.782 -63.218 -PO.133 
1450 310.000 271.935 -38.065 -12.279 
1460 1~5.000 ~54.239 119.239 88.325 
1470 220.000 238.491 18.491 8.405 
1480 258.000 378.972 120.972 1I6.888 
1500 290.000 295.120 5·120 1.766 
1510 
1530 

349.000 
25~.000 

373.461•213.903 
24.1I61 

-1I0.097 
7.009 

-15.786 
1540 164.000 145.638- -18.36P -11-196 
1550 399.000 409.125 10.125 2.537 
1560 378.000 329.507 -1I8.493 - 12.829 
1600 169.000 225.999 56.999 33.727 
1610 2'30.000 270.824 40.824 17.749 
1620 295.000. 282.289 -12.711 -4·309 
1630 214.000 213.240 -.760 -. 355:" 

142.000 217.8691640 75.869 53.429 
1660 243·000 ~79. 100 36. 1 00 14.R 515 
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TABLE 2.6.2- 1 (continued) 

AIRPORT'S 
FILE 
SEQUENCE 
NUMBER 

ACTUAL 
OPERATIONS 
(HUNDREDS) 

ESTIMATED 
OPERATIONS 
(HUNDREDS) 

ABSOLUTE 
DIFFERENCE 
(HUNDREDS) 

PERCENTAGE 
DIFFERENCE. 

1670 ... 39'S.OOO - ~44 • ()6-1 
- - - ~ 

--53.939 -13.552 
1~80 1l0S·000 321.7()3 -83.297 -20.5f7 
1690" 215.000 191.164 -23.836 -11.086 
1700 270.000 208.656 -61.344 -2P.7PO 
1710 255.000 265.039 10.039 3.937 
1790 250.000 180.140 -69 .8~0 -27.9LJLJ 
1800 175.000 27J~.507 99.507 56.861 
1830 207.000 ~4Q. 520 142.520 68.850 
1840 215.000 ~45.769 30.769 14.311 
1850. 164.000 187.• 585 23·585 14·381 
1860 258.000 ~25.529 67.529 26.174 
1870 285·000 2~0 .841 -4.159 -1.459 
1890 160.000 94·757 -63.2L13 -39.527 
2000 ~4.000 79.192 25 el92 4f.651 
2020 32.000 4'J,.263 15.263 47.698 
2030 2g.000 -pO .926 28.926 131.481 
20LlO 27.000 74..712 LJ7.712 176.710 
2050 11.000 48.469 37.469 340.626 
2060 9.000 . 75.453 66.453 738.368 
2070 42.000 90.261 48.261" 114.908 
2080 72 • 000 85.657" 13.657 18.969 
2090 29.000 ~'t.119 69.119 238.3.iIO 
3000 3 \ .000 64.725 33.725 108.790 
3010 80.000 102.954 22.954 28.692 
3020 20.000 18. 122 -1.878 -9·388 
3030 90.000 115.142 25.142 27.935 
3040 26.000 51.400 25.400 97. f-92 

3060 39.000 29.389 -9.611 -24.642 
3070 21.000 43.390 22.390 106.618 
3080 54,,000 6~". 759 12.759 23.628 
3090 " 27.000 76·316 49.316 182.653 
4000 60.000 105·700 45·700 76.167 
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:~Rpar,entfr0m these plots,. Another examination of data plots 

~li:4e a 30% error, revealed that the bulk of those airports 

had ~~~gnificantly high levels of military operations. Such 

infomnat,ion then suggested ar.eas of investigation where improve­

mentswere necessary. Otherwise it pointed out the inherent 

limi1::,a\ta..ons of the estimating relationship. Examples of ,graphical 

evaluat.i.ons used to cempare iterations are presented in Figures 

2.:6. 3-1 and -2. 

'tnlle :S:ecaJld appreach in'Volvedan ekamination of the individaal 

·~QJlent.s that contribute to the estimate of airport operatiC:>Jls" 

.:i".:e. ,'bne regressions's variable and its coefficient. Thetir 

~r0duct was examined at eaeh airport where overestimates or unQer­

,e.st~ates had been made and were used to possibly explain why the 

~estimates had been made. 

i~net e,ff,ect of these two approaches was the reevaluation of 

~~ain variables as potential indicators of airport operations w~iOh 

~s~ved as input considerations for selecting the variali>les ,te 

.:us~ in the next iteration. .Numerous iterations finally resuUzed 

Ql the <e"limination 0f a ,sufficient number of parameters to permit 

~~eS$~on analyses to be performed on all remaining pa~ameters 

..;~t~eously• This ultimately lied to the regression described 

~ Figure 2.6.2-1. The process for developing an estimating re­

li(l~tionshi:p for total op,erations, local operations or itinerant Qper­

.ati0ns was the same. 

~t.i'S1::ical Evaluation - Certain values output by the computer 

~~ramwere particularly important in making a statisticaleval­

_ti'(i)'R 0f the multipl,e regression model. These values and their 

t ~"..~ 
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output identification are: the t value ("T"), multiple regression 

coefficient ("MULTIPLE R"), standard error of estimate ("STD,ERR. 

EST."), and the F value ("F"). 

The t-value ("T") is particularly significant in a statistical 

evaluation of the multiple regression model. The t-value is the 

ratio of a model coefficient called the Beta Coefficient (liB COEF.") 

and its standard error called the Standard Error of the Beta ("S.E.*."). 

Under the basic assumption of normality, the ratio is referred to as 

the "t-value" because it is statistically distributed as the well 

known t distribution with n-k degrees of freedom, where n is the 

number of airports (observations) in the data file and k is the 

number of variables in the model. Whenever the number of observations 

exceeds 30, the t distribution can be usually approximated by the 

standard normal distribution. 

In the computer program, the initial null hypothesis made is that 

the regression variable's coefficients are zero and then the t 

test is applied to each variable. Therefore, the larger the t-value, 

the lower the probability that the true value of ~he coefficient 

could be zero and hence, the more confident one is th~~ the variable 

associated with the coefficient does contribute to the model which 

estimates operations accurately. In the model, the degrees of freedom.. 
have been greater than 105, hence for t-values of 1.96 or more 

there is a probability of less than .05 that the coefficient could 

in fact be zero. In other words, we can say that we are 95% confident 

that the actual value of the constant is not zero. The different 

levels of confidence as well as their corresponding t-values are 

displayed in the following table. ' 
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Confidence Level t-value 

99 .. 8% 3.090 
2.576" .. 0% 

98.0' 2.326 
95.0% 1.960 
90.0% 1.645 
85 .. 0\ 1.439 
80.0% 1. 282 
75.0% 1.151 
70.0% 1.036 
68.0% 1 .. 000 

1n the iteration process, the procedure involved rejecting or 

acceptin<j variables dependin-q upon their t-valuesi those with 

lower t-values being rejectedsG that the final regression 

variables were only those whieh had statistically demonstrated 

their validity. 

1'hemultiple regression coefficient-R-measures how well operations, 

,are predicted at all airport~ in the modelJ here a value of zero 

would mean no predictabl1 ity and one would mea.n complete predict­

ability. The Z transformat iOhof tt, 

z = ,arctanh tt 

h.asa normal distributiOll with a standard deviation l/-rn = .09. 

'l'heref'ore, if R = .'8S3,t == :L26-8and the 95% confidence interval 

in terms of the z transformation is 1.2681, .18; or in terms of 

R. .tHHI t'o .898. In su<::11 a cais,e,only 2.5% of the time could 

theR value be as low as .8'Oe. 

The distribution of the difference between actual operations and 

model estimates is normal with a mean of zero and a standard 

deviation given by the st,andarderror of estimate. Therefore, 

only 1/3 of the estimates of the:lttodelwill be in error by more 

than the standard error of esttmate. 
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The F value is given by, 

R2/(k-l) 
F = 

It has an F distribution with k-l and n-k degrees of freedom under 

the hypothesis that the population R (multiple regression coefficient) 

is actually zero. For this model the value of F is 44 with 7., 116 

degrees of freedom. This means that there is only a negligible 

chance that the true R in this cas~ could be zero. In fact, an F 

of this magnitude and degrees of freedom represents a smaller 

probability than any that can be found on any of the standard F 

tables. 
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2.7 TESTING 

\. 

Statistical characteristics of the estimating model are useful 

indicators of estimating efficiency; however they should not be 

considered as the last word in evaluating the model. The very 

good estimates made for those airports that were part of the 

airports model can not legitimately be used to justify the estim­

ating process beca~se it was those very airports that influenced 

the regression analyses. Good estimates, in this case, simply 

prove that the regressions were performed effectively. It remains 

to be proven whether the airports model, i.e., the data on which 

the regression was based, was truly representative of all airports. 

A method for determining the applicability of the estimating pro­

cedure was by testing it on a number of airports, independently 

selected and not part of the airports model. Implementation of the 

estimating process at these airports yielded annual estimates 

for total and itinerant operations which then could be compared 

with actual operations known to have occurred at those sites. In 

this wayan independent assessment could be made of the estimating 

model. 

The assessment however was also subject to the same possible 

biases that the model had been subject to and similar precautions 

had to be taken in selecting which airports were to be tested. 

For example, if only airports with more than 40,000 operations 

were tested, then the estimating model could only be evaluated on 

that limited basis. Consequently it was important to select a 

range of airport sizes t~at might demonstrate the model's ability 
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across a broad spectrum. 

In a manner similar to the airports model selection, it was also 

considered important to select airports on a geographical basis 

so that coverage for all FAA Regions would be demonstrated. Con­

siderations of statistical sufficiency and intended application 

were also made in the selection process but ultimately all of 

these factors had to be compromised by practical conditions. 

Practicalities caused limitations in the selection of test airports. 

The choice of airports was minimized due to the basic requirement 

for knowing the actual number of operations at each airport selected 

for testing. The same requirement previously imposed in the sel­

ection of the airports model had, to an extent, exhausted the list 

of airports where such data was available. Many of the remaining 

airports, whether towered or not had previously been considered as 

candidates for the airports model and rejected for one reason or 

another. The limited number of airports, and especially the limited 

"typical" airports therefore prohibited a statistical validation of 

the tests. Moreover, the difficulty in approaching the desired 

size and geographical distribution in the set of test airports 

causes some concern for its applicability. However, these airports 

should be indicative of the models range of effectiveness. Figure 

2.7-1 shows the geographical locations of the airports selected for 

testing. A total of 34 airports were selected for testing. 

Data pertaining to each of the estimating model's parameters then 

had to be collected for each of the test airports. However since 

the number of parameters had been reduced to 20, this effort was 
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FIGURE 2.7-1 AIRPORT SITES SELECTED FOR TESTING 
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not as extensive as the original data base development. Computation 

of the tentative estimating formula as defined by each iteration 

then yielded estimates of operations and their accuracy with re­

gard to the airport's actual operations gave an indication of that 

method's effectiveness. Such procedures were duplicated for each 

df the estimating methods reaching final consideration. They 

provided further comparative data to use in determining which of 

the tentative estimating methods was best. Table 2.7-1 lists the 

applicable data that was required for implementing the final version 

(recommended) estimating process at each of the test airports. The 
~. 

resultant estimates of itinerant operations and their comparison 

with actua1s are shown in Table 2.7-2. Estimates for total operations 

are shown in Table 2.7-3. 
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TABLE 2.7-1 DATA STATISTICS FOR TFSl' AIRPORI'S 

TEST FUEL BASED MULTI OOUNTY STUDEN1' TOI'AL SCHED. iIioACILI'TY 
ACRESAIRPORl' S'IDFAGE AIICRAFl

~ 4 PL. 
' ENGINE 

AIK:RAFI' 
AI~'l PIIDl'S BASED 

AIRCRAFl' 
lA.C. 
DEPARl'S. 

Dawson, Ga. 10 6 0 8 11 22 0 26 61 
Greenville, Ill. 100 7 2 12 7 15 0 38 480 
Fryeburg, ~. 0 8 0 57 33 14 0 37 533 
Chico, Ca. 250 31 13 169 162. 52 1380 44 1073 
Paso Robles, Ca. 250 19 7 181 112 53 1184 64 1200 
Twin F.~il1s, Idaho 360 29 13 61 93 89 1118. 61 585 
Dubt.Iqtlf!, Iowa 29 42 12 91 43 60 2746 78 1087 
Paducap, Ky. 150 12 9 32 24 25 4030 592 
Alexandria, La. 150 14 11 127 72 27 31'11 63 206 
sa1is1:my, M:1. 80 12 8 37 34 40 0 79 660 
Ponca City, Ok. 60 21 7 59 47 46 1278 43 690 
Pierre, S.D. 15 32 6 53 54 60 3016 73 1735 
Jackson Hole, Wy. 160 16 4 19 23 29 1411 44 764 
Irnperi~l, Ca. 35 35 7 112 173 71 1448 59 279 
Marysville, Ca. 100 23 6 123 55 52 244 69 833 
lewiston, Idaho 200 46 9 50 75 94 4016 69 708 
Carl:x>nda1e, Ill. 100 32 15 67 47 78 0 69 441 
Lawrenqe, Mass. 60 90 9 394 190 114 0 57 430 
Joplin, loD. 
New :sem, N.C. 

150 
112 

41 
25 

11 
0 

70 
111 

89 
29 

70 
35 

4084 
4505 

72 
71 

641 
400 

Florence, S.C. 210 23 11 56 65 44 2105 70 1115 
Pasco, Wash. 140 39 3 45 47 58 4594 73 1762 
~cester, Mass. 130 51 11 369 283 68 1441 84 720 
M.1skegon, Mich. 220 57 33 104 63 99 3854 81 780 
Ashville, N.C" 205 26 18 85 7 50 7725 62 440 
Eugene, Ore. 370 80 20 279 237 128 4067 69 680 
M9dford, Ore. 170 58 38 148 194 136 2738 69 750 
Williamsport, Pa. 290 26 10 50 63 46 2430 81 735 
Mmcie, Ind. 110 71 28 83 49 102 0 75 150 
Portland, ~. 216 35 5 165 63 50 3406 66 598 
Saginaw, Mich. 290 21 25 121 67 54 5554 73 1600 
Winston-Sa1em,N.C. 324 117 33 238 107 167 5990 76 702 
Wilkes Barre,Pa. 165 20 18 138 92 44 3024 85 980 
Green~i11e, S.C. 489 62 21 151 122 97 0 72 410 
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TABLE 2.7-2 TEST RESULTS FOR ITINERANT OPERATIONS ESTIMATES
 
._.~ - .., ...._•._._. _.. , ..•...- .. -- ._-._-_._._"--. "- --- "---~~---~-- --.-.. --',-,

_----~. 

TYPETEST AIRPORT TOWER 

.... .. -......- -.',-_.~ ~ '-~ .. -~ 

Dawson, Georgia 
Greenville, Illinois 
Fryeburg, Maine 
Chico, California 
Paso Robles, California 
Twin Falls, Idaho 
Dubuque, Iowa 
Paducah, Kentucky 
Alexandria, Louisianna 
Salisbury, Maryland 
Ponca City, Oklahoma 
Pierre, South Dakota 
Jackson Hole, Wyoming 
Imperial, California 
Marysville, California 
Lewiston, Idaho 
Carbondale, Illinois 
Lawrence, Massachusetts 
Joplin, Missouri 
New Bern, North Carolina 
Florence, South Carolina 
Pasco, Washington 
worcester, Massachusetts 
Muskegon, Michigan 
Ashville, North Carolina 
Eugene, Oregon 
Medford, Oregon 
Williamsport,Pennsy1vania ; 
Muncie, Indiana ; 
Portland, Maine I 
Sac-inaw, Michigan 
Winston Salem, N. Carolinai
 
Wilkes Barre, Pennsylvani~
 
Greenville, S. Carolina i
 

I 
--- t-

I 

I 

I 
No GA 
No GA 
No GA 
No AC 
No AC 
No AC 
No AC 
No AC 
No AC 
No GA 
No AC 
No AC 
No AC 
No GA 
No GA 
No AC 
No GA 
No GA 
No AC 
No AC 
No AC 
No AC 
Yes AC 
Yes AC 
Yes AC 
Yes AC 
Yes AC 
Yes AC 
Yes GA 
Yes AC 
Yes AC 
Yes AC 
Yes AC 
Yes GA 

,'.,. ,"- ..,,~""".'- , 
ITINERANT OPS --------_.. _-_.- ... _. 

i 
f-

ERROR 

ACTUAL 
"-,,~....__...... ­ . 

ESTIMATED !ABSOLUTE % 

I 

! 

4,100 3,700 400 - 9 
4,400 8,100 3,700 83 
5,500 6,600 1,100 20 

26,800 23,800 - 3,000 -11 
27,400 27,000 400 2 
31,500 34,000 2,500 8 
29,000 31,700 2,700 9 
33,000 29,600 - 3,400 -10 
26,000 33,000 7,000 27 
28,000 25,500 - 2,500 - 9 
30,000 15,700 -14,300 -48 
18,700 26,800 8,100 44 

8,900 15,400 6,500 73 
36,500 28,400 - 8,100 -22 
29,100 23,100 - 6,000 -21 
34,500 37,900 3,400 10 
39,500 27,200 -12,300 -31 
43,000 27,500 -15,500 -36 
35,200 38,200 3,000 9 
24,900 32,500 7,600 31 
32,300 29,900 - 2,400 - 7 
31,200 31,600 400 1 
48,200 41,900 6,300 -13 
38,500 47,800 9,300 24 
51,300 43,000 - 8,300 -16 
68,000 51,000 -17,000 -25 
72,100 47,600 -24,500 -34 
43,900 37,200 - 5,80Q -14 
52,800 35,200 -17,600 -33 
61,500 32,300 -29,200 -47 
49,400 43,000 - 6,400 -13 
63,400 58,200 - 5,200 - 8 
51,800 39,800 -12,000 -23 
51,000 40,100 -10,900 -21 
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TlmLE 2.7-3 TEST RESULTS FOR TOTAL OPERATIONS ESTIMATES 
, 

TEST AIRPOR'l' 

Dawson, Georgia 
Greenville, Illinois 
Fryeburg, Maine 
Chico, California 
Paso Robles, California 
Twin, Falls, Idaho 
Dubuque, Iowa 
Padtibah, Kentucky 
Alexandria, Louisianna 
SaliSbury, Maryland 
Ponca City, Oklahoma 
Pierre, South Dakota 
Jac){s:On Hole, Wyoming 
Imperial, California 
Marysville, California 
Lewiston, Idaho 
Carbondale, Illinois 
Lawrence, Massachusetts 
Joplin, Missouri 
New Bern, North Carolina 
Florence, South Carolina 
Pasco, Washington 
Worcester, Massachusetts 
MuSkegon, Michigan 
As'hville, North Carolina 
Eugene, Oregon 
Medford, Oregon
Wil1.iamsport,Pennsylvania 
Muncie, Indiana 
portland, Maine 
Sagirtaw, Michigan 
Winston Salem, N. Caroline 
Wilkes Barre, Pennsylvanie
Greenville, S. Carolina 

TOTAL OPERATIONS
 ERROR 
--~._------_._ .. ----~.-

ABSOLUTE % 
-- --- ._ .. _------- 1---._- -.-_.­

- 400 
9,700 

700 
-12,400 

8,30d 
15,900 
19,400 

3,200 
- 5,300 

5,000 
-11,500; 

21,600; 
13, 400 1 

3,100 
-28,400! 

I 

I 
- 6,100 ! 
-44, 100 1 
-45,700 [ 

18,400 j
! 13,900 1 
I 4, 400 1I 
i - 900 ' 
I 
i 5,700\
I - 6,100'! - 4,100,i 
I
i 

-24, 8OO l 
• -32,200) 
J - 9,500 l 
I 
1 -27,900. 

I -24,400! 
2,200 iI 5,900 I

I - 900,I -27,800! 

i 
I 

- 3 
174 

4 
-21 

16 
34 
48 

7 
- 9 

12 
-24 

60 
103 

6 
-40 
- 8 
-46 
-38 

40 
29 

9 
- 2 

1 
- 8 
- 6

_. 

-21 
-26 
-14 
-36 
-28 

3 
6 

- 1 
-30 

TOWER
 

No 
No 
No 
No 
No 
No 
No 
No 
No 
No 
No 
No 
No 

TYPE 
: 

GA
 
GA
 
GA
 
AC
 
AC
 
AC
 
AC
 
AC
 
AC
 
GA
 
AC
 
AC
 
AC
 

No 
No 
No 
No 
No 
No 
No 
No 
No 
Yes 
Yes 
Yes 
YesI Yes 
Yes 
Yes 
Yes 
Yes 
Yes 
Yes 
Yes 

GA 
GA 
AO 
GIt 
GA 
AC 
AC 
AC 
AC 
AC 
AC 
AC , 
AC 
AC 
AC 
GA 
AC 
AC 
AC 
AC 
GA 

ACTUAL
 

12,200 
5,600 

18,000 
59,800 
52,600 
46,500 
40,400 
43,500 
58,800 
42,700 
48,600 
36,200 
13,100 

i 56,100 
71,600 
72,000 
96,500 

120,500 
46,000 
48,900 
46,400 
58,800 
76,500 
81,300 
71,500 

119,800 
122,300 

65,800 
77,900­
88,200 
74,600 
95,800 
70,300 
91,400 

ESTIMATED 
-_._-~. 

11,800 
15,300 
18,700 
47,400 
60,900 
62,400 
59,80(} 
46,700 
53,500 
47,700 
37,100 
57,800 
26,500 

I 

I
 

I
 

1 
! 

59,200 
43,200 
65,900 
52,400 
74,800 
64,400 
62,800 
50,800 
57,900 
82,200 
75,200 
67,400 
95,000 
90,100 
56,300 
50,000 
63,800 
76,800 

101,700 
69,400 
63,600 
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3.0 DEVELOPMENT OF PEAK TRAFFIC CHARACTERISTICS 

Procedures for analyzing peak traffic characteristics were primarily 

of a much more academic nature due to the limited data applicable to 

this part of the study. Peak traffic by its very definition requires 

a measure of the maximum daily operations that occur in a one year 

period; consequently every day's actual number of operations must 

be known before the true peak day operations can be known. Though 

it is justifiable for a sample of daily operations from a survey to 

be projected to an annual basis, it would be improper to use a sim­

ilar approach to estimating peak day traffic unless an extremely 

long survey was conducted. Because of this inpracticality there is 

little or no true data about peak traffic at non-tower airports; 

clearly there is insufficient data on which to base a statistical 

analysis. 

However,' there is a considerable amount of peak operations data at 

tower airports where operations are recorded by the FAA on a daily 

basis as well as during busy hours. This information is not only 

available but can be considered accurate as well. Its one drawback 

is that it applies to tower rather than non-towered airports. Such 

a limitation represents a failing but in light of the absence of 

more appropriate data its use appears reasonable. Furthermore 

there is no evidence to indicate peak conditions at a tower airport 

differs from that at a similar but non-towered airport. Theoretically 

it may be presumed that the determinants of peak traffi~ are indepen­

dent of the airport being towered or not. 

This rationale formed the basis for the subsequent analysis of peak 
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traffic characteristics. One precaution used to minimize possible 

concern for using tower data was that only airports within the 

continental boundaries and with less than 300~()QQ total oper~t h'\~~ 

were considered. Certain other airports were also eliminated from 

the data base when it was discerned that their peaks were due to 

special or unusual (e.g. flyins) conditions. 

3.1 Peak Day 

D~ta from the reference document ":fAA Air Traffic Activity" for 

FY 1972 and from Terminal Area Air Traffic Relationships for FY 1971 

was analyzed to determine peak characteristics. An extract of such 

data is shown below. 

In particular, analysis of the peak day to average day ratio was 

most useful for it was determined 'that this ratio was a direct func­

tion of total operations. Further inspection rt:"v.'ti J '..;,i 1 /i'" j .-'/ j rfbi cf/i 

relationships were necessary to distinguish general aviation type 

airports and air carrier airports. Figure 3.1-1 and 3.1-2 graphically 
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depict these relationships along with the plots of the actual data. 

An additional feature was found when the airports were categorized 

according to FAA regional boundaries. Regardles,s of the total annual 

operations, airports within each region were predominantly either 

above or below the national average. It was subsequently recognized 

that the different weather experienced within the different regions 

accounted for this consistancy. Peak day to average day ratios were 

above average for airports in the northern latitudes and below average 

in the south. Figure 3.1-3 indicates relative comparisons for each 

of the FAA Regions. 

This analysis about tower airports' peak traffic characteristics has 

led to a procedure for estimating peak traffic at non-tower airports. 

The method presumes that with an estimate of an airport's total 

operations, the airport's theoretical ratio of peak day operations 

td average day operations is determinable according to the relation­

ship given in Figure 3.1-1 or Figure 3.1-2; hence, the airport's 

theoretical peak day operations may be computed. Furthermore by 

accounting for the airport's geographical location, an improvement 

to this theoretical estimate can be made. It appears that the latter 

step can best be accomplished by using neighboring tower airports as 
.--_._-_.._------~-_.- .... _._-- .... £--- ~_. - --- -._- - -,~-- -.~ ..__ .. - . -_._--­

indicators; if the tower airport is above or below average, then 

the non-towered airport should also be above or below average and 

its theoretical estimate modified ~ccordingly. An average of three 

trials, i.e., three tower airports, should eliminate possible dis­

parities at a tower airport. 

The method for estimating peak day operations has been described in 

Section 1.4 of this report and need not be repeated here. However 

this procedure can be performed in a manner that relies on graphical 
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interpretation instead of formal solution of several equations. 

Its description follows: 

1.	 On Figure 3.1-4 locate the curve that is applicable 

to the non-towered airport to be estimated (general 

aviation or air carrier) and read the value of peak 

day operations from the ordinate that is appropriate 

with the airport~ estimated total annual operations 

(abscissa). This is the theoretical peak day operations. 

2.	 For each neighboring tower airport selected (Maximum of 

three) as a geographical reference, determine in a 

similar manner, using Figure 3.l~4, its theoretical 

peak day operations. 

3.	 Divide the value from step 2 by the actual peak day 

operations for that airport as recorded by the FAA; 

average the results for the reference airports. This 

is the average geographical factor. 

4.	 Multiply the theoretical peak day operations by the 

average geographical factor to get the estimated peak 

day operations for the non-towered airport. 

The use of the graphical method or the procedure described in Section 

1.4 is at the discretion of the user. Either procedure will yield 

the same results for non-towered airports. 

3.2 Busy Hour 

Busy hour characteristics were similarly evaluated. The same refer­

ence documents used to identify peak day traffic were used to give 

busy hour operations at tower airports. A simpler procedure for 

estimating this value was possible due to its independence from 

geographical or climatic conditions. Busy hour operations appear 
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to be solely a function of an airport's total annual operations. 

However, this function differs when the airport is an air carrier 

or a general aviation airport. 

As with peak day operations, a graphical procedure may be used to 

estimate busy hour operations instead of the procedure previously
, u 

described in Section 1.4. The graphical procedure requires only,, 
i '"	 the use of Figure 3.2-1. Using the curve applicable to the type 

of non-towered airport to be estimated (air carrier or general 

aviation) the busy hour operations can be read from the ordinate 

for the applicable number of annual total operations. 
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FLGURE 3. 2- 1 BUSY HOUR ESTIMATOR 
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APPENDIX
 

COMPUTER PROGRAM LISTING 

S H I V A 

A-l 



LIst SHI'JAI 
5 ff.t.'lf-F.AM S·TFFt-1}-. -i".
 

15 [HJFNS ION E< 50 .. SO)~XM( SCI) .. '~'f)( $0) .. 1VFCC~ I"f: 11< 50 .. SCl) .. P H'( !:"(\ j .. PC ~O)
 
25 DI MENSIONF.l;:'( 50 .. ~O)'''t< 50);, S£BtSQOH),~S'IJ;TC SO>, P 1( 50) ..·TRFTNS(l)
 
35 DINF1~S,I ON ' SFB( 50) .. X<SO) ." " . ;.'
 
45 DIMENSION XX~H50)"XSD<50hi1P(50)
 
55 PRINT ';.5 ."t ", .~~.
 

6S FORMAT<JIc-TYPE:' 1 FOR 'RAW D.ATA~, . 2FQP.M~N .. STD DFV .. CORf-FLPTION INPUT*> 
75 INPOT.. N . 
85 IF<N-2) 95 .. 115,,95 " 
95 CALL COEREL(NVPR .. NOBS"F. .. XM .. Sn.. N.. X... F: 11) 
1'05 ,GO TO 535 
115 PUNT 125 
U?5 FOHlYjAT< *-TYFF NUMBFR OF, VAF1tABl,.FS .. OBSEF.VATI,QNS*)
135 INFUT .. NVAR.. NOPS 

, " 

IllS FFI NT 155 
155 FORl-iA TC *' -tYPF. NUMBER OF' VAF.IP.P.~~~.. OBScFF'lJAT IONS*-> 
165' I Nf'CT, I STATE 
lis IF<IST~TF.F0~IHt) GO TO 365 
185 IF(ISTPTF.EQ.1HN) GO TO 205' 
19 5 (,0 TO' 1 5 5 
205 PFINT 215 
215 FOPMAT<*TlFF IN MEAN~*> 

2~5 INPUT,<XM(I) .. I=l .. NVAF) 
935 CALL FEALIT<XM.. NVPF) 

.2LJ5 Fr-:I NT 255 
255 FOFMAT(*TYPF IN STn DFVIATIONS*) 
265 H1FtTT, < 5D< I), 1= h N\}t>F) 
215 CPLL FFPLIT(~D.. NVAR) 
285 PFIl\lT 295 
29~ FOR~PT<*TYFF IN COPPFLPTION MPTPIX*> 
305 DO 335 I = I;NVAF 
315 F'PINT 325 .. 1 
325 FOrMtT(*~O~*,13) 

335 INPUt .. (ECI,J) .. J=l,NVA~j 

345 CALL FFPLIT<P,~PS) 
355 CO TO 535 
365 FFAr .. <XMCI) .. I=I .. NvAF) 
375 CALL EFALITCXM .. N\iPF) 
385 FFP.D,(~D(I).. I=l .. N\iPF) 
395 CALL hF{.)LI T CSD.. N\i(lF) 
4Q5 DO LJ15 I = l .. NVPF 
LJ.l5' IiFP-D .. <E<I,J) .. J=l .. N\'PP) 
.425 CPLL hEALIT<R .. 625)
 
4,35 (0 TO 535
 
445 priNT 455
 
N'5 FOFL"lPT<*MPTHFl"jATICPL FREOR CONDI1'ION';"~ NO Ot1TPt.1T*)
 
'165 FP I f\} T LI 7 r=,
 

475 FORMAT<*-ANOTHEP fFPPF5510N FPOM THIS nATA Y OF N*)
 
148 5 I NPT.lT , Ir~ Q 

495 IF<IFr.FQ.IHY)GO TO 535
 
505 I Fe IF C. FQ. ltiN) (~O TO 5P5
 
51 f fO TO L!65
 
525 CALL FXIr
 
535 FEINT 5"5
 
545 FORM~T<//*-TYFF NDMFF~ OF VPFI?PLF5 FO~ THIS FF(r~~~IO~*)
 

A-2 



'. S55-f~.PUT"l\JV·-·--·"·· ..-' --- - ""'-"'."'.'-" ..-'..' ".' . 

565 IF<NV.C:T.N\;J.\R)~·nlNT57S, .
 
575 FORMPTC/*NtlM.BFRTOO L~lmE";·TF.Y AGAr'N$> "
 
585 tFCNV.GT.NV.F.)GO TO 535~' . '
 
595 PRINT 60~.. '..,' ' .' .', 

'605 FOEl1f'TC*-TtF;E IN50RDr.:R~,~QjrVAEIABLES-~DEFE~Or.NT foIl ~T*) 
615 INPUT"<IVEGCI) .. I=l,,NV)·· . . ,­
(,25 NVh = N\I ~ i' ':. 
635 b0705 I = 1,NVB .,~
 
645 K = IVECCI+l)
 
655 XXM(I) = XMCK)
 
665 XSDCI) = SDCK) '., 
675 I FC XSD<I » 685,445, 6a 5
 
685 DO 705 J = 1....NVR
 
695 L = IVECCJ+l)
 
705 EI1CI,J)= RCK.. L)
 
71 5 'K = 1 \I FCC 1>
 
725 DO 755, 1 = 1,N\lR
 
735L = IVFCCI+1)
 
7~5 F12C!)= R(K,L) 
755 PC!? =H UH 1>
 
765 XXMCN\I) = XMCK)
 
775 XSDCNV) =SDCK)
 
785 IFCXSDCNV» 795,455,,795
 
79 5 F: CC 1, 1) = 1 •
 
8(,5 DO 865 1=1,N\lR
 
815 K = 1+1
 
825 DO 845 J = l"N\lR
 
835 L = J+l
 
8b5 RQCK,L) = R11CI,J)
 
855 RQC1,K) = R12C!)
 
865 PO<K,l) = R12(1)
 
875 (,0 TO 925
 
88 5 FOF!~PTC II*,ACTT)AL CORRFLAT10N MATH1 x*)
 
895 DO 905 1 = l"NV
 
905 fhINT 915,CRQ(I,J),J=1,N\I)
 
915 FOfMATCBF9.3)
 
925 CPLL MPT1N\lCRC,NV,O,O.. DETERM,FPf)
 
93~, Fl'-<INT 9L~5,DETFRM,ERP. '
 
g·b.S FOP.MPTC/*DETFRM =*,FIO.5,* FRE =*,F5.l>
 
955 1F<FPF)445,,965,445
 
965 to TO 1005
 
~75 forM~T<II*INVFFSF*/) 

985 DO 995 1 = 1,NV
 
995 f-lIi\IT 9l5,CFOC!,J),J=1,NV>
 
100~> C = 1./ECC1,1)
 
10 1~, H'lf1L T = SOFTFC 1. -C)
 
10~~ DO 1065 I =2,N\I
 
1035 Y<I) = -C*EO<l"I)
 
10/'5 J = 1-1
 
1055 hP<J)=FQCl~I)/SQBTFCRQ(I,1)*E0(1,1»
 

10f5 rF<J)=SIGNFCFP<J),¥CI»
 
. 1075 CALL M~TINV<hll,NVF~B,l,DETEFM,FBR)
 

1085 !F<EFF) LlLt5, 1095,~b5
 

1095 ~;F.SQ=C
 

1105 SFM = SQETFCC)*XSDCNV)
 

A-J 



1115 FN{:=NOPS-q 
11 1'!1 ['0 1 ltl5 1 ~ 1" NVF: 
1185 ~FETSG( I )=(Rll( 1,1 )*SESG')/FNG 
11~5 ~EBT(I)=SQPTF(5FBT~Q(I» 

1155 DO 1165 I '= l;NVR 
11~5 TBFTP(I)=P(I)/SEBT(I) 
11'i5 NDFT=NOBS-NUF-l 
1165 DO 1195 1= 1, N\iF. 
1195 B1(I)=(B(I)*XSD(NV»/XSD(!) 
1205 BINT == XXM(NV) 
1215 DO 1235 I == 1, 1\i \if­
1225 PINT == BINT-P1<I)*kxM<!)
 
1235 SFF<I)=(SEBT(I)*XSD(NU»/XSD(!) 
H'LlS XNDF'l ==MJF 
1255 XNDF2==NOBS-NVP-1 
1265 F=<1.-C)*XND}~/(C*XNDF1)
 

1275 FFI!.\!T 12gS
 
1285 FOFl'1PT< / /, *MtTLTI FLF FFGEF5 51 ON I!ESlILT5*; /)
 
1::::-95 PPINT 1305
 
1305 FOH-ji"T(/*Vf.lF: EFTA STD FEF: T P COFF. ~.F.>:!:::
 

1315C * PAkT F.*) 
1325 DO l:"-lL)S I=I,NUF! 
1335 J == 1+1 
13LJ5 prINT 1355,IUFC(J),P<I),SFPT(!),TRVT{.I(!),P1(I),SFP(!),FP(I) 
13 5 5 For t-~ p, T ( 1X, 1 2, 1X, F9 • LI, 1X, F9 • LJ, 1X, F9 • ~, 2 Gilt. f, 1X, F 9 • Ii) 
13 (-- 5 F F 1[\'; T 1375 , NDFT , F I 1\i T ' 
1375 FO~MAT(16X,*NDF =*13,* INT =*G1~.6//) 

1885. PFU:T 1395, RMULT, .5Ft'l,SF~( 

1395 FOH·:fIT(*MULTIPLF F==*,Ff-.l\,*, STn.FFF.F~T.=*,G13.5,*, PNrXPLI'I'\!Vf'=:;:,
\' r . . 

1I! 05 C F f • Ll, /) . 

1~15 Frl~T 1425,F,XNr~1,XNDF2 

1L.i:?5 f<[lLiv;AT( f·?\,*F=*,F9. Lt ,* , NDF=*,P::;.I*,*,Ff,.l,//) 
lLJ35 I [\;F!lT,NFL[,
 

1~45 IF(NFLG) LJ65,Lt65,lLJ55
 
lL!5~, lVU NT' (,0
 
1Llf~J l.!<J=I vEe< 1)
 
VJ'lS Ul 1555 KX=I,NOES
 
1/185 IFP,r, (X( I), 1= 1, NiJP,F)
 
1/195 HJ TO 1575
 
1505 no 1585 l=l,NVE
 
1515 J==I\iFC( 1+1)
 
15?5 FXNT=PX~T+81(I)*X(J)
 

1535 ~X~=PXN1-X(JJ)
 

15Lt5 P~C=PXY*lrO./X(JJ)
 

1555 F}.L'iJ' 1595,;\jl~:,X(,J.J),PXNT,j:i':Y,PFC•
 
15 6 5 (-, l) T I ) II 6 5 
1575 rX,\:,T=FI!'J1 
15~S CfLL fEfLIT<X,N\Pl 
IS'}:- ,,(;]'''t:'1( If·,11Fl(I.3) 
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. . - -_._---.- . --- . _._. 
_._-,-~.-- - --_._--- -¥.- . 

16C5 (PLL RFGF<X) 
lEIS CALL GFTSFQeNIR) 
1f25 N1?=NI2-f, 
If.35 (cO TO 15(;5 
16b5 FrH 
1655 5l1FFOtlTINF FEGFeX) 
1665 DIMFNSION X(50) 
If75 Z;X(~)/X(12) . 
1~85 If (X(2G).FQ.O.) X(20)=.75 • 
1695 I F (~. (1T el.) Z== 1 • 
1705 IF (X(~O).LE.2.1) X(35)=1.~ 

1715 X(L12)=O.' 
1725 IF (X(4P).LE.15.1.AND.X(41).LF.~.1)X(L1~)=l. 

1735 X( 11)==X(11)*Z 
. 17hS" T-;=() _. 
17~~, IF (X(20).CT •• 8) R=7. 0'·· 

1765 IF (X(20).C:Tel.5) F::12,-­
1775 IF (X ( 20) • GT • 2 ~ 5) F= 15 •. ­
1785 IF (X(?O).GT.3.5) E=?O.· 
1795 Tl~PMIN1*1.,X(1)-X(13»*2.~ 
1805 T2={'lVJINlC l.,Xe 13»:1:3. ;. 
1815 T3=Pi~JIlH( 1.JX(2»*2 ..... 
1825 S=X(21)*5.+X(22)*10.+X(23)*3.+X(2~)*15.+X(25)*10.+Xe~7>*lr. 

1S~5C +~(28)*5.+X(29)*10.+X(30)*5. 

18h~ XC 1F)=F+T1+T2+T3+S 
1855 DO 1895 1=1,3 

. . 18 65 FLT=I *15 
1875 X ( I + [I 3) = 0 
1885 IF<X(.l)O) .GT.FLT.P·ND.X( 40) .LF.FLT+15. )X( 1+43)=1. 
18.9 5 CON r I NUV., 
19"05 2(47)=0 
1915 IF(X(hO).GT.60.) X(Lt7)=1!~ 

"1925 ;{(38)=PMIN1(1.,X(2» 
., 

. " • 
1935 X( 1B)=ALOGe(X(25)+X(27)*8.+X(21)*3.+i1.)/(X(pr)+X(28)*3.+ 
l~b5C X(29)*6.+X(30)*2.+11.» 
1955 X(33)=X(5)+X(7) 
1965 X(48)=O 
1975 IF(X(LJO).LE.15 •• AND.X(41).GT.S.) X(.l)8)=1. 
1985 X(31)=0 
1995 I:HX(I-!l).GT.48.) IX(3l)=l. 
2005 X(f,)=O 
2015 IF(X(LtO).GT.15 •• PND.X(41).LF.8.) Xe~)=l. 

2025 DO 2065 1=1,5 
?C35 FLT=I*B 
20ll:; X(I+25)=O 
2055 IF(X(~1).GT.FLT.ANr.X(hl).LF.FLT+8.)X(I+25)=I. 
2065 CONTINllE 
?075 X(39)==X(8)/~O.+Xe38)+X(39)+X(~1) 

~?O~5 00 TO 2095. . . 
2095 LFTUFN 
PI05 Fl\D 
~·11~, ~:{1PFl)T1TL\lF EFPLI T( PA,NN) . 
PIP5 DI~EXSION ~P(1) 

213:; T'll ;j 1:" 5 I = 1, Nt\) 
PlLI5 Plc.(I) == M,FAL(PP(I» 

. ? 15 5 COl'JT I NT iF 
21('5 FND 
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~ i 75 t 5 SUBEOlJTI NE COP..RF'L( NV" Nr" F,.XM" SD" N" X,,~.s) 

f'1 b 5 t 10 DI MEN S1 ON XC50) " SX( 50) " SS C50" 5 0 ) " PC 5 0 " 5 0) " XM C50) " ;.- N 5 (\ ) 
2195f15 FEINT 20 
2205 f 20 FOEMATC *-TYFIi:. NUMBFF OF VARli'PLn:."OBSFRV.A!I ON~*) 
2215f25 INFUT;NU,N~ 

2225f30 DO 60 I=l,~O 

2235f35 SXC!)=O 
22L!5 f 40 XM( I ) =0 
2255f45 SDCI)=O 
?2~5f50 DO FO J=I,,50 
r275f55 R(I"J) = 0 
2285f60 ~S(I"J)=O 

2295f65 FEINT 70 
" 

2305f 70 FOPMATC·*-DATf', ALREADY IN. A DATA FILE Y Of': N*) 
2315f75 INPUT"ISTATF 
2325f80 FNG = NG 
2335f85 DO 140 K = I"NG 
23LJ5f90 IF(ISTATF.FQ~lHN) GO TO 95 
2355f91 IF(ISTATF.FQ.1HY) GO TO 115 
2365f92 Fa TO 65 
2375f95 PRINT 100"K 
2385f 100 FORIViAT(*TYFF VPEIAPLES FOR· C.ASFlIc.,Il!) 
?395f105INPtiT.,eXCI),I=1"NV). 
2Ll05f 110 (~O TO 120
 
2415fl15 READ"(X(I)~I=l,,NV)
 

2425f120 CALL REALITeX,Nv? 
2435f121 CALL REGFeX) 
2445f122 DO 135 I = 1 " N\i 
245 5 f 125 ,SX ( I ) =SX ( I ) +x CI ) 
2465f130 DO 135 J=l~NV 

2475 f 135 sse I" J)=sse I ,,'J)+X( I) *xe J) 
2485f1hO CONTINUF 
2495f145 DO 155 I=l"NV 
2505f 150 DO 155 J=l,,'NU 
2515 f 155 .:: 5 ( I" J) =55 ( I "J) - ~x ( I ) * SX ( J) I FN G 
2525f160 DO 170 I=l"Nv 
2535f165 XM(I)=SX(I)/EN~ 

25h5f170 SD(I) = SCETF(SS(I"I)/FNG) 
2555f175 DO 215 I=1"NV 
2565f180 IF(SS(I"I»200,185,200 
2575f185 FEINT 190,,1 
2585f 190 FOI~JVoAT(*NO VARIANCF,,- RO\i;*"I3,,* OMITTFD*) 
~595f195 CO TO 215 
2605f200 DO 215 J=l"NV 
2615f205 IF(SS(J"J»210,,215,,810 
2625f[10 F(I"J)=SS(I"J)/SQFTFeSSeI"I)*SSeJ"J» 
2635f215 CONTINUE 
26h5f216 IFCN) 285,,21~,,218 

2655fP.18 NvXX = NV 
2665 f 219 IF( N\iXX. GT. 5)NVXX:::5 
~~75f220 FEINT 225"e~I"II=1"NVXX) 
2685 f ~)~ 5 FOElY; {'.T ( II/IX" 5( 110, l!X) ) 
2695f230 PEINT 235"(XMCI),I=1,,i\J\i) 
2705 f ~~35 FOFMATe *MFANS*ILj(2X" 5G 14.61» 
2715f2~O FFINT 2h5"eSD(I)"I=1"NU) 
2725f~h5 FOFMAT(II*STn,DFU*/h(2X,,5Gt~.6/» 
P785fP50 FEINT 255 
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?7b5 t ?55 F01'U'T( /*COEF MPTFIX*)
 
2755t?f,C' ['I) 265 I=l,N\)
 
27F~t2f~ prINT P70,I,CR(I~J),J=1,N\) 

2175t27C ~OFM?T(lX,I21,5(2X,10F7.2/» 

278~tP75 ~FINT 280
 
2795 t 280 FOFMPTC/)
 
P8L5t~85 EFTtJRN ., 
2S 15 t 290 END 
2b25t510 SUBROUTINE MATl~U(C,N,B,M,DFTER~,FFR) 

2835t5~0 DIMFN~10N CCSO,50),p(sd),TCCSO),D(SO) 
28145t530 DE1ERM=1. 
2;:355t SL)(J FRF.=O 
8[1(5 t 55'0 L=N-l 
2815t560 DO 15 K=l,N 
~'t3 ~) ~, t 5 7 U X = C ( 1, 1) 
2895 t 580 VETFHIv:,=DFTEFtvl*X
 
2905t500 IF(X)7,495,7
 
2S115 t 7 DO 8 1=2, [\i
 

. 2925t8 TCO-1>=C( 1,l) 
292·5 t 620 X= 1 ./X 
29~5t630 rOlh 1=I,L 
2955t6~O Y=-TCCI)*X 
2965t650 C(I,N)=Y 
2975tr60 DO 14 J=I,L 
2985 t lLJ C ( 1 , J ) =C ( I + 1, J + 1 ) + Y*T C( J) 
2995 t 15 C(N, N) =-X. 
3005t690 DO 19 !=l,~ 
3015t700 ['0 19 J=I,·i'J 
3025 t 710C(I,J)=-C(I,J) 
3035t19 ceJ,!)=C(!,J) 
30 LJ 5 t 7 3 0 I P. ( tv; ) 1 0 5, 50 0, 10 5 
30~;St H;~, DO 115 !=l,N 
30e, t 75C I\(!) =J3( I) 
2(Vi5t115 PC!)=o 
3mEit770 ro 130 I=L~N 

3095t780 no' 180 J=l,N 
310~t13C PC!)=PCI)+C(I,J)*D(J) 
31151800 GO TO 500 
31?~tLJ95 FEL=I. 
3135t L!96 FE!l\T,h 

. 3 1L' ~: t 5 0 n F F TTl r t\ 
3 1 ~~ ~. t 8 3 n p l~ Ii 
3165 t Fi 1i'.:CTI Ui\j MYI'L(;{) 
3175tFCVIVALFNCF(~X,N~
 

31B5tISIGN=1 S xx=x ~ ~EFAL=X
 

319~* CHFCK FOF NFr~TIVF FIT
 
:W05tIF<IBYTF( 1,X,lI7,O) .E~:. lB) GO TO POO
 
:~?15t~,C IFX=IFYTF( 12,XX,36,(')
 
.~.·r?5'" CHtCK IFP·LRFf\DY Po EF:PL
 
3235tIHIF~~ .GT. 1531E) RETCRN
 
32~5tAFFPL=N*!SIr:N
 

3255 t FFTT1[<N
 
3265t200 xx=-xx S ISIGN=-l
 
3275 t ('U TO 50
 
3285 t ENI:
 
3295110000 F~DFEOG
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DERIVATION OF ESTIMATING RELATIONSHIP 

TOTAL OPERATIONS 

WITH 

ESTIMATES OF AIRPORT OPERATIONS 
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rtPE NUMBFI~ OF VAFIAPLFS FOR THis RFGRFSSION116 
TYPE IN ORDER OF W~RIABLES--DEPENDENT FIRST116,,3,4 ... 5 ... 6 ... 7Jl8,,9,dO 
111,,12,,13... 14... 15,19 ... 20 

f-, R '5•DETEFiM = • 00002 ERR == o 
~t~RESSIO~ 

MtlLTIPLE REGRESSION' FESULTS 

DEF 16 IND 3 4 5 6 7 6 9 10 11 12 13 14 15 19 20 

VAF EETA STD ERR T B COFF. S.F.B. FAFt p. 
3 .. 1819 .0626 2 .. 903 .. 301995E-01 .1OLlG?OF-Cl ·2562 
4 .23:38 .0970 2,,1\ 10 4 .. 266l.i2 1,,77033 .2149 
5 .. 2963 .. 1023 2~895 1 .. 41103 ./-l873?4 .2555 
·6 • OOl~5 "Ocd,;2 ,,068 .,153214 2.25807 ·0062 
7 -.12:37 .. 0809 -1" 529 ~ .. 491863E-Ol • 32119 3F. - 0 1 -.1382 
8 .05()3 .. 0688 .. 731 13.4058 18.3339 .0666 
9 .OIBO .. 0920 -195 co 632590 3.24042 .0178 

lO -,,30B6 "fl206 = 10399 -3.26416 2.33346 -.1267 
11 .1264 .O9l19 1.331 '" 3:39424 ,,254930 .1207 
12. • 12!59 '" 0916 1 .. 314 .. 273917 .. 199306 ·1245 

, 1,3 
14 

.3143 

.3012 
> 26:39 
"OE42 

1.191 
3.576 

2 .. 21101 
1.00362 

1.91165 
.280658 

.1081 

.3103 
15 -.09B 3 .. 1 ],33 -(}86~l ~ .. 2/.j,2467 .. 219507 -.0789 
19 .. 0790 eO ;16 1 eOO5 17 .. 9256 17.6379 .0914 
20 .01 !;6 ~071'J ~219 0110858 .. 505911 .0200 

NDF ='08 l r'JT .., -117 .. 9'28 

" UNEXPLAINED= .. 3581
 

-TY-P-E-N-UM-::';;::B=E=R==O=F==V=;::·~::i='ABfEs~~=r-,s-R;~:;;~;:;P.;E;S:;;:;i;(,:N;;:;:1;3=====:====~"":"'--­
TYPE IN ORDER OF VARIABLES--O:EPENDEliIT FIRST? liS ... 3" 4 ... 517,8" 10... 11
 
112" 13114 ... 15,,19
 

DETERM = .. 00012 EBR ;, o 

MULTIPLE REGRESSION RESULTS
 

DEP 16 IND 3 4 5 7 B 10 11 12 13 14 15 19
 

VAR BETA STD ERR T B COFF. S"E.B. PART R. 
3 .. 1810 ,,0625 2,,895 .300478E-Ol .103775F-Ol .2555 
II .2365 .. 0947 2 .. i,l96 ll .. 31653 1" 72922 .2222 
5 .2902 .. 0967 3·.002 1.38201. .460295 .2643 
7 -. 1183 .. 0751 -1 .. 575 - .. 470546E-Ol .298692E-Ol -.1423 
8 .0514 .0625 .919 1.5 .. 3172 16 .. 6588 .0636 

10 -.3241 .. 1975 -1",644 -3.43465 2 .. 08959 - .. 1484 
11 .1232 .. 09110 1" 311 .330971 • ~ 5239f. • 1189 
12 
13 

.1221 

.3418 
.. 0896 
02173 

1·369 
1 .. 573 

.. 266955 
2~47581 

.. 1911929 
1 .. 51374 

.1241 
.. 1422 I 

14 
15 
19 

.3052 
-.0939 

.0717 

.. 0325 

.. 1119 

.0705 

3 .. 700 
- .. 839 
1.018 

1 .. 01694 
-.,231561 

J,6.2899 

.274816 

.216068 
15.9952 

.3200 
-.0763 

.0926 I 
NDF = 111 INT :: -108.017
 

MULTIPLE R= .80071 STD.ERR.EST.= 1.81 .. 97 , UNEXPLAINED= .3589
 



ANOTHER REGRESSION F~OM THIS DATA Y OR N1Y 

TYPE NUMBER OF VARIPBLES FOR THIS REGRESSION?10 
TYPE IN ORDER OF VARIABLES--DEPENDENT FIRST116,3,4,5,7,10,11 
112,13,14 

DETEI1M = .00104 ERR = o 

.~LTIPLE REGRESSION RESULTS 

Dtp 16 IND 3 4 5 7 10 11 12 13 14 

VAR BETA STD ERR T B COEF. S.E.B. P~RT R. 
3 
XI 

.1848 
-.2688 . 

.0627 

.0636 
2.946 

13 • 454 
.306845E-Ol 
5·27099 

• 104148E-0 1 
1.52605 

.2597 

.3007 
5 .2946 .0969 3.043 1.40390 .461363 .• 2676 
7 .-.1379 .0737 -1.671 -.548 590E-0 1 .293197E-Ol -.1684 

10 - .3950 .1929 -2.048 -4.17880 2.04035 -.1638 
11 .0810 .0732 1.108 .217615 .196463 .1006 
12 .0758 .0734­ 1.032 .164896 .159729 .0938 
13 .4159 .2119 1.963 3.01278 1.53463 .176LJ 

_14 .3249 .0792 4.105 1.08245 .263720 .3509 
NDF =114 INT = ,-83. 7248 

MULTIPLE R= .7968, STD.ERR.EST.= 183.55 , UNEXPLAINED= .3651 

F- 22.0225, NDF= 9.0, 114.0· 

ANOTHER REGRESSION FROM THIS DATA Y OR N1Y· 

TYPE 
TYPE 

NUMBER OF VARIABLES FOR THIS REGRESSION18 -_ 
IN ORDER OF VARIABLES--DEPENDENT FIRST116,3,4,5,7,10,13,1"4 

DETERM = .00280 ERR = p 

MULTIPLE REGRESSION RESULTS 

DEP 16 IND 3 4 5 7 10 13 14 

VAR 
3 
4 
5 
7 

10 
13 
14 

BETA 
.1996 
.3388 
.2803 

-.1149 
-.3908 

.4541 

.3213 

, 
STD ERR 

.0623 

.0803 

.0978 
.• 0716 
.1959 
.2143 
.0795 

NDF = 116 

T 
3.202 
4.220 
2.667 

-1.599 
-1.995 

2.119 
4.040 
HlT = 

B COEF. 
.33148 5E-0 1 
6.16270 
1.33499 

-.456637F-Ol 
-4.13401 

3.28939 
1.07063 

~115.33/1 

S.F.B. 
.103514£-01 
1.46500 
.465617 
.285746E-Ol 
2.07251 
1.55211 
.265010 

P~BT B. 
.2806 
.3595 
.2532 

-.1444 
-.1791 

.1899 

.3460 

MULTIPLE R= .7894~ STD.ERR.EST.= 166.45 , UNEXPLAINED= .3768 

F= 27.4074, NDF= 7.0, 116.0 
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ANOmER REGRESSION FROM THIS DATA Y OR N?Y 

TYPE NUMBER OF VARIABLES FOR THIS REGRESSION?7 
TYPE IN ORDER OF VARIABLES--DEPENDENT FIRST? 16,3,4,5, 10, 13,14 

DETERM = .00470 ,ERR = o 

MULTIPLE REGRESSION RESULTS 

DEP 16 IND 3 4 5 10 13 14
 

VAR BETA STD ERR T 
3 .2032 .0630 3.227 
II .2696 .0683 3.945 
5 

. 
.3091 .0971 3.183 

10 -·3689 .1975 -1.868 
13 .4221 .2156 1.958 
14 .3152 .0803 3.926 

NDF -117 INT I: 

B COEF. 
.337398E-Ol 
4.92112 
1.47202 

-3.90260 
3.05778 
1.• 05009 

-77.3599 

~'NA.L 

-t<£&RG:SSlDN 

S.E.B.
 
.104543E-Ol
 
1.24740
 
.462509
 
2.06935
 
1.56171
 
.267503
 

PART R. 
.2826
 
.3388
 
.2790
 

-.1~81
 

.1759
 

.3373
 

, ,
 



310
 
320
 
330
 
340
 
350
 
380
 
410
 
430
 
440
 
450
 
460
 
490
 
500
 
510
 
.520
 
530
 
540
 
550
 
560
 
570
 
590
 
600
 

1010
 
1020
 
1030
 
1050
 
1090
 
1100
 
1120
 
1130
 
1140
 
1150
 
1160
 
1180
 
1!190
 
1220
 
1240
 
1250
 
1260
 
1270
 
1280
 
1290
 
1300
 
1320
 
1400
 
1410
 

, 1420
 
1430
 
1440
 
1450
 
1460
 
l L170 

\	 1480
 
1500
 
1510
 
1530
 
1540
 
1550
 

510.000 
355.000 
299.000 
482.000 
402.000 
278.000 
343.000 
231.000 
345.000 
435.000 
730.000 
500.000 
395.000 
525·000 
250.000 
405.000 
468.000 

1165.000 
286.000 

1078.000 
360.000 
692.000 
587.000 
841.000 

1053.000 
678.000 

1241.000 
843.000 
464.000 
616·000 
873.000 
592.000 
721.000 
419.000 
796.000 
487.000 
477.000 
791.000 
371.000 
662.000 
430.000 
430.000 
491.000 
655.000 
185.000 

1.lJ6/,J. 000 
565.000 

1340.000 
624.000 
635.000 
288.000 
260.000 
578.000 
873.000 
647.000 
455.000 
354.000 
919.000 

598.278 
467.938 
293.847 
539.074 
360.0211 
316·000 
4/,J4.417 
322.837 
443.095 
775.887 
665.289 
383.886 
383.707 
367·048 
272.907 
417.897 
496·523 
374.935 
439.732 
982.002 
376.748 
645.324 
653 • .lJ17 
776.562 

1126.998 
750.895 
458.355 
810.980 
668.107 
623.475 
638.851 
607.720 
643.076 
580.756 
716.847 
582.515 
653.913 
548.280 
627·975 
638.502 
1\46.693 
524.122 
385.466 
652.315 
390.553 

1450.235 
748.762 
619.066 
487.408 
505.906 
469.155 
Ll63.1/,J3 
630 • .l!32 
602.638 
765.134 
384.973 ' 
220·722 

11112.736 

88.278 
112.938 
-~.153 

57.07/,J
 
-41.976
 

38.000 
101.417 
91.837 
98·095 

340.887 
-64.711 

-116.114 
-11.293 

-157.952 
22.907 
12.897 
28.523 

-790.065 
153.732
 
-95.998
 

16.748
 
-46·676
 

66.417
 
-64.438
 

73.998 
72.895 

-782·645 
-32.020 
204.107 

7.475 
-234.149 

15.720 
­

-77.924 
161.756
 
-79.153
 
95.515 

176.913 
-242·720 

256.975
 
-23.498
 

16.693 
94.122 

-105·534 
-2.685 

205.553
 
-13.765
 
183·762
 

-720.934 
-136·592 
-129.094 

181.155 
203.1Ll3 

52.L:32 
-270.362 

118.13L1 
-70.027 

-133.278 
223·736 
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17·309 
31.814 
-1.723 
11.8111 

-10.442 
13.669 
29.568 
39.756 
28.433 
78.365 
-8.864 

-23.223 
-2.859 

-30.'08f. 
9.163 
3.184 
6.095 

-(,7.817 
53·752 
-8.905 
4.652 

-6.745, 
11.315 

. -7.662' 
7.027 

10.751 
-63.066 
-3.798 
43.989 

1·213 
-26.821 
- ._----_.. ­

2·655 
-10.808 

38.605 
-9.944 
19.613 
37.089
 

-30.685
 
.69.266
 
-3·549 

3·882 
21.889 

-21.494 
- • .lJI0 

111.110 
-.940 

32.524 
-53.801 
-21.890 
-20.330 

62.901 
78. 132
 
9.071 

-30.9f>9 
18.259 

-15.391 
-37.649 

24.3Lr6 

._-----_._"._­



1560 498.000 
1600 343.000 
1610 392.000 
1620 420.000 
1630 275.000 
1640 283.000 
1660 493.000 
1670 586~ 000 
1680 904.000 
1690 411·000 
1700 4.10.000 
1710 480.000 
1790 1150.000 
1800 195.000 
1830 417.000 
1840 425.000 
1850 226.000 
1360 530.000 
1870 855.000 
1890 220.000 
2000 101.000 
2020 82.000 
2030 46.000 
2040 34.000 
2050 16·000 
2060 28.000 
2970 55·000 
2080 136.000 
2090 34.000 
3000 36.000 
3010 161.000 
3020 36.000 
3030 151.000 
3040 36.000 
3060 49.000 
3070 26.000 
3080 85.000 
3090 32.000 
ilOOO 105.000 

471.8~6 

354.149 
415.704 
523.411 
345.769 
384.740 
568.923 
889.827 

1012·788 
327.059 
360.941 
538·189 
562.095 
530.246 
700.800 
520 .. 434 
285.383 
681.279 
557.510 
243.493 
139.354 
94.614 

108.166 
169.031 
122.LJ98 
148.388 
332.344 
176.5'53 
185.125 
137.177 
202.1168 

61.786 
212.~49 

122.308 
82.437 
94.342 

125.816 
148.251· 
234.043 

-26.154 
11 .. 1119 

'. 23.704 
103.411 

70.769 
101.740 
75.923 

303·827 
108.788 
-83 .. 9-41 
-49.059 

58.189 
-587.905 

335.246 
283.800 
95.434 
59.383 

151.279 
-297.490 

23.493 
38.354 
12 .. 614 
62.166 

135.031 
106.498 
120·388 
277 .. 344 
40.553 

151.125 
101.177 
21~468 

25.786 
61.549 
86·308 
33.437 - .-- . - --­~-

68.342 
~O.816 

116.251 
129.043 

-5.252 
3.251 
6.047 

~4"~2P 

25.734 
35.950 
15.400 
51'.848 
12.03.4 

-20.L124 
-11.966 

12.123 
-51.122 

·171.921 
68.057 
22.455 
26.276 

. 28.543 
-34.794 

10.679 
37.974 
15.383 

135.144 
397.150 
665.615 
~29 .956 
504.262 
29.818 

44~.484 

281.047 
11.861 
71.£.27 
40.761 

239.744 
68.239 

--262.f:fS3 
48.019 

363.285 
122.898 

-_.- _. 
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CORRELATION MATRIX
 

VARIABLE KEY FOR CORRELATION MATRIX
 

Variable 
Number Parameter 

1. Total AVGAS Storage (~100 +:> 100 Octane) 

2 . Jet Fuel 

3. Based Aircraft: Multi-engine 

4. Based Aircraft: Total 

5. Total Annual Itinerant OPS: Actual 

6. Air Carrier + Air Taxi 

7 . Total Annual Local OPS; Actual 

8. Student Pilots
 

~ . Total Pilots
 

10. FBO Index 

11. Population 

12. Population per Square Mile 

13. % of families wlincome ~ 10k 

14. Median Income 

15. Employed Persons 

16. % of White Collar Workers 

17. Bank Deposits 

18. Manufacturers wi> 100 Employees. 

19. Retail Establishments 

20. No. of Selective Service Establishments 

21. AVGAS Storage 100 Octane 

22. Based Aircraft: Single Engine - > 4 Place 

23. Airport Acreage 

24. Private pilots 

25. No. of Families 
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Variable 
Number Para,meter 

26. Selective Services 

27. Hours of Attendance 

28. Number of FBO's 

29. Services: Instructional 

30. Services: Sales 

31. Services: Rental/Charter 

32. Services: Agricultural 

33. Services: Other 

34. Landing Fees 

35. Repairs: Airframe Major 

36. Repairs: Airframe Minor 

37. Repairs: Engine Major 

38. Repairs: Engine Minor 

39. Temperature 

40. Number GA Aircraft per 100,000 population in State 

41. Number GA Aircraft Resistence in Multi-County 

42. Corrected Runway Length 

43. Number of Runways 

44. Number of T-Type Hangars 

45. Number of Conventional Hangars 

46. Annual Military OPS 

47. Annual Air Taxi OPS 

5010 OPS 
48. Annual Local OPS 

49. Annual Itinerant OPS 
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3 4 51 2 

MEANS 

262.159 
37.2994 
66.2675 
379.879 
142.904 
12.1401 
.917197 
.929936 
54.3248 
6.63057 

145.522 
251.452 
130.299 
74.1783 
31.5223 
18.1720 
.280255 
.847134 
49.4968 
2.28662 

9.90446 
69.9936 
108.803 
10.1210 
911.535 
1. 7579·6 
.464968 
.929936 
2.12739: . 
27.7898 

54.8726 
63.8344 
48.7006 
451.599 
117.924 
.929936 
.700637F-01 
88.5924 
15.2229 
23.7452 

264.000 
66.9745 
23.5796 
187.127 
16.4713 
.662420 
.853503 
83.0637 
3.38854 
.980892 

STD DEV 

229.862 
38.8732 
56.7817 
69.8523 
139.844 
15.0390 
.275584 
.255254 
41.1833 
19.7955 

145.243 
199.812 
266.615 
79.3018 
27.3453 
6.00443 
.449124 
.359859 
15.0881 
3.74855 

8.21664 
57.8990 . 
51.1789 
10.8888 
921.547 
1.21771 
.498771 
.255254 
.955881 
22.4448 

40.0280 
60.0558 
11.7052 
317.058 
94.9125 
.255254 
.255254 
6.02009 
19.0523 
13.6321 

138.965 
20.1965 
19.8549 
157.655 
13.3929 
.472884 
.353604 
39.9179 
2.84560 
.136906 

CORRELATION MATRIX 

1 
1. 00 

.22 

.91 

.18 

.29 

.55 

.04 

.23 

.12 

.18 

.31 

.22 

.28 

.16 

.36 

.27 

.19 

.31 

.04 

.02 

.48 

.23 

.24 

.25 

.30 

.25 

.32 

.15 

.21 

.18 

.18 

.22 

.29 

.24 

.13 

.22 

.16 

.30 

.21 

.18 

.32 

.27 

.03 

.02 

.41 

.39 

.28 

.08 

.11 

.07 

2 
.55 
.17 
.51 
.23 
.17 

1. 00 
-.04 

.10 

.09 

.35 

.26 

.06 

.27 

.21 

.29 

.15 

.13 

.19 

.04 

.11 

.47 

.19 

.17 

.23 

.30 

.36 

.19 

.10 

.13 

.09 

.10 

.10 

.29 

.22 

.10 

.10 

.21 

.15 

.13 

.12 

.11 

.18 

.20 
-.12 

.36 

.41 

.14 

.11 
-.01 

.06 

3 
.31 
.35 
.2 B 
. 25 
. 51 

.26 

.12 

.49 

.08 

.17 

1. ao 
.25 
.10 
.11') 
.31 

.64 

.18 

.45 

.09 

.39 

.53 

.35 

.38 

.37 

.37 

.07 

.23 

.28 

.21 

.04 

.28 

.26 

.15 

.36 

.12 

.40 

.30 

.42 

.21 

.36 

.41 

.42 

.17 
-.12 

.62 

.41 

.42 

.23 
-.11 

.06 

4 
.27 
.45 
.22 
.21 
.72 

.15 

.20 

.95 

.20 
-.04 

.64 

.52 
-.05 

.09 

.13 

1. 00 
.35 
.70 
.01 
.53 

.43 

.44 

.46 

.33 

.35 

-.03 
.43 
.47 
.20 

-.01 

.39 

.40 

.10 

.33 

.08 

.61 

.19 

.37 

.20 

.42 

.61 

.43 

.16 

.00 

.54 

.37 

.49 

.25 
-.01 

.10 
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5 

.48 

.32 

.46 

.26 

.45 

.47 

.06 

.35 

.11 

.32 

.53 

.22 

.24 

.08 

.34 

.43 

.14 

.46 

.06 

.21 

1. 00 
.32 
.34 
.35 
.26 

.53 

.40 

.26 

.24 

.18 

.51 

.27 

.35 

.35 

.15 

.47 

.25 

.32 

.24 

.47 

.43 

.39 

.10 
-.01 

.76 

.49 

.37 

.25 
-.08 

.13 

6 
.25 
.07 
. 32 
.08 
.09 

.36 
-.19 
-.06 
-.00 

.26 

.07 

.01 

.21 

.18 

.12 

-.03 
.05 
.11 

-.02 
.01 

.53 

.12 

.09 

.21 

.09 

1. 00 
.19 

-.04 
.15 
.04 

.05 

.07 

.30 

.21 

.16 

.14 

.12 

.05 

.15 

.03 

.01 

.13 
-.06 
-.06 

.19 

.24 

.06 

.06 

.01 

.06 

7 
.18 
.27 
.15 
.16 
.39 

.10 

.14 

.33 

.09 

.16 

.28 

.22 

.18 

.00 

.12 

.39 

. 21 

.42 

.08 

.14 

.51 

.24 

.26 

.23 

.12 

.05 

.34 

.24 

.10 

.29 

1. 00 
.23 
.16 
.18 
.06 

.50 

.14 

.29 

.10 

.70 

.46 

.30 

.10 

.06 

.53 

.28 

.29 

.15 
-.05 

.12 

8 
.22 
.75 
.24 
.13 
.80 

.10 

.39 

.60 
-.11 

.04 

.40 

.48 
-.03 

.04 

.09 

.61 

.37 

.91 

.06 

.28 

.47 

.71 

. 75 

.28 

.23 

.14 

.52 

. 71 

.17 

.11 

.50 

.66 

.15 

.27 

.01 

1. 00 
.46 
.21 
.17 
.41 

.84 

.73 

.03 
-.00 

.52 

.22 
.. 75 
.14 

-.15 
.10 

9 
.32 
.67 
.34 
.15 
.79 

.11 

.35 

.59 
-.01 

.05 

.41 

.40 

.05 

.06 

.15 

.61 

.29 

.82 

.08 

.27 

.43 

.64 

.69 

.24 

.33 

.01 

.48 

.61 

.15 

.26 

.46 

.64 

.18 

.22 
-.08 

.84 

.35 

.32 

.15 

.44 

1. 00 
.67 
.05 
.08 
.54 

.28 

.72 

.17 
-.09 

.10 

10 
.39 
.13 
.32 
.67 
.27 

.41 
- .. 00 

.. 32 

.. 33 

.. 21 

.41 

.09 

.11 

.32 

.43 

.37 

.09 

.23 
-.04 

.24 

.49 

.14 

.15 

.58 

.37 

.24 

.31 

.07 

.55 
• Q 9 

.28 

.09 

.44 

.56 

.14 

.22 

.07 

.68 

.55 

.29 

.28 

.20 

.64 

.09 

.47 

1. 00 
.19 
.51 
.51 
.11 

11 
.22 

1. 00 
.25 
.13 
.65 

.17 

.58 

.. 45 
-.12 

.01 

.35 

.36 
-.05 

.00 

.14 

.45 

.29 

.76 

.06 

.19 

.32 

.91 

.97 

.23 

.24 

.07 

.30 

.87 

.17 

.10 

.27 

.77 

.13 

.22 
-.09 

.75 

.79 

.07 

.17 

.29 

.67 

.93 

.05 
-.05 

.41 

.13 

.85 

.14 
-.37 

.09 

12 .04 
.58 
.06 
.09 
.31 

-.04 
1. 00 

.24 
-.15 
-.07 

.12 

.34 
-.06 
-.03 
-.08 

.20 

. 27 

.40 

.11 

.08 

-.06 
.55 
.58 
.08 
.07 

-.19 
.19 
.66 
.05 
.03 

.14 

.61 
-.04 

.08 

.07 

.39 

.43 
-.01 

.05 
-.23 

-.35 
.56 
.05 

-.09 
.16 

-.00 
.53 
.16 

-.24 
.05 

A-18 



13 

.22 .06 .25 .52 .22 .01 .22 .48 .40 .09 

.36 .34 1. 00 .85 .37 .73 .37 .13 .30 .35 

.17 .56 .13 .58 .35 .51 .10 .06 .02 .14 

.14 -.09 .08 .20 .15 .10 .16 .10 -.26 .03 

.45 .02 .03 .33 .19 -.02 .11 .24 .28 -.05 

14 
.19 .13 .18 .35 .14 .05 .21 .37 .29 .09 
.29 .27 .85 1.00 .30 .64' .33 .19 .28 .30 
.13 .35 .21 .47 .29 .40 .16 .01 :. .05 .18 
.15 -.14 .06 .25 .17 .09 .16 .09 -.41 .04 
.35 .11 .16 .28 .16 -.02 .12 .25 .25 .03 

15 
.23 .19 .35 .44 .32 .12 .24 .71 .64 .14 
.91 .55 .37 .30 1. 00 .27 .76 .77 .89 .83 
.26 .43 -.07 .74 .94 .78 .14 .02 .07 .16 
.14 -.14 .02 .05 .24 .18 .23 .18 "....~.12 -.38 
.67 .00 .11 .24 .20 .06 -.10 .27 .41 .09 

16 
.32 .19 .23 .43 .40 '.19' .34 .52"'" .48 .31 
.30 .19 • 7 3 .64 .27 1.00 .37 .91 ·.··.29 .37 
.30 .45 .24 .57 .28 .43 .20 .20 '. $..1 .19 
.28 -.02 .12 .14 .32 .28 .34 .28 - .,'10 .14 
.44 .16 .14 .28 .26 .12 .17 .25 .40' .07 

17 .22 .10 .26 .40 .27 .07 .23 .66 .64 .09 
.77 .61 .37 .33 .76 .37 1. 00 .59 .82 .85 
.25 .40 -.02 .73 .81 .78 .16 .06 .03 .13 
.11 -.13 .04 .06 .21 .13 .21 .,13 -.09 -.21 
.68 .00 .12 .20 .20 .10 -.05 .23 .41 .09 

18 
.16 .21 .30 .19 .25 .12 .14 .46 .35 .07 
.79 .43 .13 .19 .77 .01 .59 1.00 .79' .66 
.18 .16 -.11 .47 .80 '.. 60 .08 -.04 .05 .09 
.10 -.15 -.05 .03 .13 .15 .12 .19 -.12 -.47 
.43 -.05 .13 .il .17 -.02 -.07 '" .18 .33 .04 

19 
. 2 7 .18 .42 .43 .39 .13 .30 .73 .67 .20 
.93 . 56 .30 .28 .89 .29 .82 .79 1.00 .92 
.30 .41 .01 . 7 5 .96 .79 .20 .11 .08 .17 
.17 -.09 .03 .11 .27 . 20 .26 .20 -.07 -.37 
.70 .07 .24 . 2 3 .25 .12 -.05 .36 .49 .10 

20 
.28 .14 .42 .49 .37 .06 .29 .75 .72 .19 
.85 .53 . 3 5 .30 .83 .37 .85 .66 .92 1. 00 
.31 .49 .03 .82 .89 .82 .18 .14 .07 .10 
. 17 -.10 .06 .08 .24 .17 .23 .17 -.04 -.24 
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.91 .51 .28 .22 .46 .32 .15 .24 .34 .32 

.25 .06 .17 .13 .26 .30 .25 .1B .30 .31 
1.00	 .19 .26 .30 .26 .17 .29 .25 -.06 .02 

.15 .04 .16 .02 .24 .19 .23 .19 .02 .06 

.29 .-1 .29 .03 .24 .17 .06 .15 .37 .06 

.23 .10 .49 .95 .35 ~ .'() 6 .33 .60 .59 .32 

.45 .24 .56 .35 .43 .45 .40 .16 .. 41 .49 

.19 1.00 -.11 .69 .45 .51 .07 .31 .. 17 .25 

.21 .14 .09 -.00 .29 .18 .29 .18 .. 02 .01 

.68 -.09 .05 .55 .29 -.02 .05 .36 .44 .08 

.28 .27 .10 -.05 .24 .21 .18 -.03 .05 .11 
-.05 -.06 .13 .21 -.07 .24 -.02 -.11 .01 .03 

.26 -.11 1. 00 .03 -.06 -.00 .35 .06 -.03 -.08 

.06 .06 .04 .14 -.01 -.08 -.01 -.08 -.06 .23 

.04 .62 .53 -.06 .22 .25 .05 .22 .13 .13 

.31 .19 .45 .70 .46 .11 .42 .91 .82 .23 

.76 .40 .58 .47 .74 .57 .73 .47 .75 .82 

.30 .69 .03 1. 00 .77 .75 .16 .19 .06 .14 

.16 -.04 .12 .05 .29 .17 .29 .17 -.04 -.07 

.92 .05 .13 .43 .31 .06 -.02 .40 .54 .10 

.24 .17 .38 .46 .34 .09 .26 .75 .69 .15 

.97 .58 .35 .29 .94 .28 .81 .80 .96 .89 

.26 .45 -.06 .77 1.00 .83 .14 .06 .07 .15 

.14 -.12 .03 .06 .23 .18 .23 .18 -.04 -.37 

.70 .00 .14 .24 .23 .09 .08 -.30 .43 .09 

.15 .10 .28 .47 .26 -- . 04 .24 .71 .61 .07 

.87 .66 .51 .40 .78 .43 .78 .60 .79 .82 

.17 .51 -.00 .75 .83 1.00 .07 .04 .06 .10 

.12 -.14 -.01 .06 .16 .10 .17 .10 -.09 -.25 

.63 -.00 .11 .20 .24 .12 -.06 .25 .36 .09 

.29 .29 .15 .10 .35 .30 .16 .15 .18 .44 

.13 -.04 .10 .16 .14 .20 .16 .08 .20 .18 

.29 .07 .35 .16 .14 .07 1.00 .13 .26 .13 

.25 .20 .14 .15 .21 .12 .22 .12 -.10 .03 

.18 .34 .33 .01 .18 .04 .09 .21 .27 .14 

.30 .15 .42 .37 .32 .05 .29 .21 .32 .68 

.07 -.01 .06 .01 .02 .20 .06 -.04 .11 .14 

.25 .31 .06 .19 .06 .04 .13 1.00 .27 .22 

.30 .36 .13 -.01 .29 .25 .28 .25 .14 ' .20 

.23 .17 .32 .11 .34 .19 .10 .21 .34 .05 
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.24 .22 .36 .33 .35 .21 .18 .27 .22 .56 

.22 .08 .16 .16 .23 .34 .21 .12 .26 .23 

.23 .29 -.01 .29 .23 .17 .22 .28 . .30 .41 

.45 .15 -.01 .29 .23 .17 .22 .28 .30 .41 

.28 .14 .17 .22 .26 -.03 .07 .16 .31 .20 

. 2,1 .13 .21 .20 .24 .15 .10 .17 .15 .55 

.17 .05 .10 .09 .18 .28 .13 .15 .20 .17 

.19 .18 -.08 .17 .18 .10 .12 .25 .41 .33 

.55 .12 .21 -.02 .66 1. 00 .65 1.00 .04 -.02 

.18 .03 .19 .11 .17 -.09 .07 .12 .24 .14 

.02 -.12 -.12 .00 -.01 -.06 .06 -.00 .08 .09 

.05 -.09 -.26 -.41 -.12 -.10 -.09 -.12 -.07 -.04 

.02 .02 -.06 -.04 -.04 -.09 -.10 .14 -.06 -.08 

.13 .23 -.10 -.21 .01 .04 .00 .04 1.00 .08 

.01 -.15 .00 -.06 .08 .12 -.01 -.01 <-.02 .04 

.11 -.01 -.11 -.01 -.08 .01 -.05 -.15 -.09 ~." ' .14 

.,37 -.24 .03 .04 -.38 .14 -.21 -.47 -.37 r -.24 
~O6 .01 .23 -.07 -.37 -.25 .03 .20 -.01, -.08 
.01 .26 .24 -.18 -.09 -.02 -.08 -.02 .08 1. 00 
.02 .10 .10 .06 .06 -.04 . : 06 .15 -.08 .02 

.29 .17 .51 .72 .45 .09 .39 .80 .79 .27 

.65 .31 .45 .35 .67 .44 .68 .43 .70 .80 

.29 .68 .04 .92 .70 .63 .18 .23 .06 .15 

.15 .06 .12 .03 .28 .18 .28 .18 .01 -.02 

.00 .04 .17 .47 .33 .03 -.04 .38 .58 .08 

.18 .35 .17 -.04 .32 .26 .16 .04 .05 .21 

.01 -.07 .02 .11 .00 .16 .00 -.05 .07 .03 

.11 -.09 .62 .05 .00 -.00 .34 .17 .09 .02 

.13 .15 .19 .06 .13 .03 .14 .03' -.15 .10 

.04 1.00 .43 -.02 .26 .22 .01 .17 .17 .04 

.36 .29 .31 .13 .34 .12 .12 .09 .15 .43 

.14 .08 .03 .16 .11 .14 .12 .13 .24 .21 

.29 .05 .53 .13 .14 .11 .33 .32 .19 .22 

.26 .18 .14 .09 .19 .19 .17 .:1,9 .00 .10 

.17 .43 1. 00 .02 .37 .14 .06 .26 .35 .12 

,~ ' 

• 02 .11 .39 .53 .21 .01 .14 .28 .27 
' . 

.24 
.19 .08 .33 .28 .24 .28 .20 .11 .23 .28 
.03 .55 -.06 .43 .24 .20 .01 .11 .23 .28 
• Hi • LO .09 .01 .21 .11 .22 .11 -.06 .06 
.. 47 -.02 .02 1.00 .24 -.07 .04 .21 .27 .11 
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45 
.30 .30 .37 .35 .26 .09 .12 .23 .33 .37 
.24 .07 .19 .16 .20 .26 ,20 .17 .25 .26 
.24 .29 .22 .31 .23 .24 .18 .34 .14 .12 
.19 .23 .18 .07 .25 .17 .26 .17 .08 .06 
.33 .26 .37 .24 1.00 ' .29 -.03 .22 .25 .02 

46 
.1B .09 .04 -.01 .18 .04 ~ 29 . .11 .26 .09 
.10 .. 03 -.02 -.02 .06 .12 .10 -.02 .12 .15 
.17 -.02 .25 .06 .09 .12 .04 .19 .03 .02 
.OB .07 .02 .14 -.01 .... ·.09 -.03 -.09 .12 -.04 
.03 .22 .14 -.07 .29 J...00. .04 .IB .11 .05 

47 
.13 .10 .12 .OB .15 .16 .06 .01 - .,dB .14 

-.09 -.07 .11 .12 -.10 .17 -.05 -.07 -. 0>5. 
' 

-.04 
.06 .05 .05 -.02 -.OB -.06 .09 .10 

,
. 0'5,,' .04 

.10 -.07 .01 .01 .06 .07 .07 .07 -.01 .06 
-.04 -.01 .06 .04 -.03 .04 .00 .02 .12 .05 

4B 
.18 .12 .36 .42 .47 .03 .70 .41 .44 .29 
.29 .23 .24 .25 .27 .25 .23 .18 .36 .32 
.15 .36 .22 .40 .30 .25 .21 .21 .13 .24 
.IB .09 .OB .14 .22 .12 .16 .12 -.01 -.15 
.3B .17 .26 .21 .22 .1 B .02 1. 00 .53 .10 

49 
.41 .36 .62 .54 .76 .19 .53 .52 .54 .47 
.41 .16 .28 .25 .41 .40 .41 .33 .49 .49 
.37 .44 .13 .54 .43 .36 .27 .34 .18 .32 
.28 .07 .03 .04 .32 .24 .31 .24 -.02 -.08 
.58 .17 .35 .27 .25 .11 .12 .53 1. 00 .08 

50 
.07 .06 .06 .10 .13 .06 .12 .10 .10 .11 
.09 .05 -.05 .03 .09 .07 .09 .04 .10 .09 
.06 .08 .13 .10 .09 .09 .14 .05 -.04 .10 
.13 .09 -.06 .04 .21 .14 .20 .14 .04 .02 
.08 .04 .12 .11 .02 .05 .05 .10 .08 1. 00 

A-23
 



For the sake of completeness, the hours flown model is, 
included in this Appendix. Included with its correlation matrix 
is the final iteration which defined 'the derivation and the final 
model for estimating itinerant operations and for estimating total 
operations. In addition, its applicability to the test airports 
is also included. 

. , 
~. - .'...'" 
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VARIABLE KEY FOR CORRELATION MATRIX
 

PARAMI:TE~ 

1. Actual Itinerant Operations 

2. Actual Total Operations 

3. Scheduled Air Carrier Departures 

4 . Facilities Index 

5. Student Pilots 

6. FBO Index 

7. Airport Acreage 

8. No. of FBO's 

9. Based Aircraft - Multi Engine 

10. Single Engine Aircraft ~ 4 Place 

11. AVGAS Storage Capacity 

12. Jet Fuel Storage Capacity 

13. Total Based Aircraft 

14. Registered Aircraft in County 

15. AVGAS Storage > 100 Octane 

16. Population Index 

17. GA Aircraft per 100,000 people (in State) 

18. ~ours Flown 

1 
MEANS 

263.453 
-3.58120 

111.094 
4.11111 

STD DEV 
139.597 
9.04711 
113.204 
1.37609 

7·· 

.8 

503.6t5 
833.453 
140.744 
87. Bael. 

309.817 
779.117 
135.840 
42.9398 

3 

1511 •. ~ 

1.7'~50 
. 55.5299 
9360.75 

1807.09 
'1.18528 
42.8684 
6863.07­
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.4 5 

62.5726 63.5487 
9.93162 32.3646 
78.2308 129.778 

. 17.0235 63.1338 
8·74885 29.3318. 
92.7763 109.917 
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___JS
'" Re:~gE~~\QN 

TYFE NUMBER OF VARIABLES FOR THIS REGRESSION?17
 
TYPE IN ORDER OF VARIABLES--DEPENDENT FIRST?1~3~4~5~6~7~8~9~10
 

? 111 12~ 13 ~ 14 ~ 15~ 16~ 17~ 18
 

MULTIPLE REGRESSION RESULTS 

DEF lIND 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 

VAR BETA STD ERR T 13 COEF. S·E.B. PART fl. 
3 .2464 .0520 4.741 .190328£-01 .401424E-02 .407:3 
4 .3179 ·0787 4.041 2.60665 .645056 .3553 

~ ,5 -.0518 .0877 -.591 -.114452 .193810 -.0555 
'6 -.0527 .0526 '-1.002 - .813112 .811759 -.0938 
7 -.1126 .0651 -1.729 -.201811E-Ol • 116694E-0 1­ '<- .160~ 

8 .0573 ~0537, 1.067 6·74770 6.323.65 .099? 
-, - ·9 .0433 .0751 .577 .691590 " 1.19862 .054:2 

10 -.0663 .1755 -.378 -.315538 .835253 . -.0355 
Jll -.0247 .0803 -.307 -. 304046E-0 1 • 990030E-0 1 ' -.0289 
_,12 -.0193 .0717 -.269 -.198160E-Ol • 736683£-0 1 -.0253 
13 .0240 .2173 .110 .781 735E-0 1 .707779 .0104 
14 .2464 .0656 3.756 .370807 .987146E-Ol .3332 
15 .2402 .0949 2.531 .305017 .120515 .2316 
16 -.0339 .0606 -.560 -3.44357 6.14543 - .0526 
17 -.1196 .0564 -2.121 -.388899 .183345 -.1957
Ie .3724 .0880 4.232 .757491£-02 • 1789 79E-02 ·3699 

NDF =100 INT = -6.68490 

MULTIPLE R= .8896~ STD.ERR.EST.= -63.760 ~ UNEXPLAINED= .2086 

F= 23 • 709 6 ~ NDF= 16. O~ 100 • 0 .._~- --. .-- - Ilia iliib:: -
2~ .RE6R.E~51.QM -----.. --- ---' 

TYPE NUMBER OF VARIABLES FOR nus BEGRESSION110
 
TYPE IN ORDER OF VARIABLES--DlfEMDIMT FrRST?1~3~4~6~7~8~14~15~
 
?17~18 

MULTIPLE REGRESSION RESULTS 

DEP 1 IND 3 4 6 7 8 1-4- 1$ 17 18 
~-~ .'~--~'" --' ;-- ".'-',.VAF. BETA STD ERR B COEF. 5.£.13. PART R. 

3 .2482 .0500 4.960 .191733E-Ol .386554E-02 .4228 
4 .3172 .0710 4.471 2.60136 .• 581865 .3677 

,6 ·-.0437 .0495 -.882 -.673655 .763627 - .082,7 
7 - .1085 .0624 -1.1~' -.194379£-01 .111771F-Ol -.1615 
8 .0573 .0510 1·124 6·74915 6.00487 .1051 

14 .2110 .0528 3.9g7 .317527 .794418E-Ol .3519 
15 .2058 .0525 3.919 .261404 • 666949E-Ol .3/159 
17 ".1082 .0509 -2.128 -.351845 .• 165370 ~. 1963 
18 .3452 ' .0580 5·951 .702155E-02 • 11798 6E-02 .4885 

NDF -107 INT = -21.5304 

MULTIPLE R= .8B71~ STD.ERR.EST.= 64.433 , UNEXPLAINED= .2130 

F= 43.9158 ~ NDF= 9.0~ 107.0 
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_ 3 ~o_R~~~~~lO\.J
 
TfN tlUMBER OF VARIABLES Y-OR THIS REGRl:SSlON?9 
tyFE IN ORDER OF VARIABLES--DEP.....' PI.ST?I~3~4~7;8~14~15,17, 

. 'UI 

VAIl BETA STD ERR , m COEP. S.E.B. PART ft.
 
3 .2509 • 050 1 5.68' .193850£;'01 .387134E-02 .4261
 
4 .3345 .0684 4.889 2.74326 .561112 .4178
 
7 -.1139 .0623 -1-828 - .• 204013£-01 • 1 11 f, 19 E'· 0 1 -.1695
 
8 .0464 .0496 .935 5.46926 5.84700 .0877
 

14 .2065 .0527 3.917 .310786 • "l9 3454F.··0 1 .3457 
15 .2076 .0527 3.943 .263702, .668 731E··0 1 .3478 
17 -.1131 .0507 -e.228 ~.367570 .164971 -.2051 
18 .3521 .0577 6.105'. 716183E-02 .117311E··02 .4980 

NDF =108 IMT. -e4.9698 
- _._--_.- -----_..•_--_._~ ----_._._- --_._,.- .__..-.._---_._---------- ...._----" - - .. .------_.__.--'- ._----_. 

. -.u..TiPLE R:::--.8863~ STD.ERR.I:ST.- M.655 ~ UNEXPLAINED= .2145 

F= 49.4335 .~ NDF= 8.0.. 108.0 ..---_ ..- .._..__ ..__._-" _-------_._----_._.__.--- ­
411-.R~~~SION 

1'YPE ~~~:E~~~~~~~~~-:;~~~f~3,4::,~~~~4,-I~, .
17, ~~ 1TPI: 

BETA STD ERRt B COZy. S.E.B. PART R­VAR 
.2597 .00496 s .....· .1016102-01 • 383309E··02 .44173 
.3314 .. 0666 140831· 2.'1741 .562497 .4137·4 

-.1211 .0619, -1.955 -.eI6898E-OI .110924E··Ol -.1809 

9
7 

.0694 .0649 ' 1.0'n 1.10786 1.,o31184 • 100~ 

.2018 .0532' .303589 .800629E-Ol .33603..,'214 

.2044 .0524 _'3.90S' .259626 .665288E··Ol .344615 
.0491 -1.940 ..... 309402 .159516 -.179'517 -:~:~: .0672 4.807 .6566.3E-02 • 136588E-02 .412118 

NDF =108 INT _-23.0595' .'­

" 'mJ'EXPLAI NED= • 2140 

Ji= 49.5834, NDF- 8.0,' 10$.0 

,,\ . 

Fn~) ~_'R~~~es~J~ -----c-- __.~_. . _ __--- -----­

1YPE NUMBER OF VARIABLES FOR 1111 S REGRESS! OW? 8 '", .'
 
TYPE IN ORDER OF VARIABLES--DllPdfI)lII'r FIBM' 1·.. 3 ... ih 7~14.. 15.. 17 .. 18
 

.._----_._-------_ ..- . _._----- ---,.-~_.__ . .,..._-----_.._- ------~---,-- _..------_._- ------------­

\JAIl BETA 'STD ERR J' !J c.,.~ S.E.B. PART ft. 
:3 
',4 

.2574 

.3480 
.0498 

. ·0672 
5.167 
5.182 

. ·.19885?~eH 

2.85354' 
.384897E··02 
.550707 

.4371 

.4382 
7 -.1196 .0622 -1.926 -.214670E-Ol • 111465F-O 1 -.1783 

14 .2119 .0526 4.027 .318882 • 79 1768 'E-' 0 1 .3543 
15 .2031 .0526 3.859 .257946 .668467E··01 .31112 
17 -.1003 • 0119 1 - 2. 045 - • 326 19 7 • 1595116 -.1889 
18 .3612 .0571 6·330 .734721E-02 .116072E-·02 .5116 

N~F =109 INT =. -27.3049 

MULTIPLE R= .8853~ STD.ERR.EST•• 61&.905 .. UNEXPLAINED= .2162 

Fa 56.4608, NDF= . 7.0~ 109.0 
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A\~~T ,	 21 
31 

t	 51 
61 
71 
91 

101 
111 
121 
131 
141 
151 
161 
171 
191 
211 
221 
241 
261 
271 
281 
291 
301 
~311 

321 
331 
341 
351 
,411 
431 
441. 
451 
461 
491 
501 
511 
521 
531 

,541 
551 
561 
571 
591 
601 

1011 
1021 
)031 
1051 
1091 
1101 
1121 
1131 
1141 

.1151
 
1161
 

'T\~ERF\\.jT Q~E.RAT'O~C) MOOE.L
 
(Hou ~c:.> FLoW tJ)
 

rAmP,,- j E~T'MATiOl
Io~ o~ . 

500.000 358.944 
261.000 318.103 
402.000 292.076 
403.000 474.255 
296.000 280.946 
235.000 281.549 
217.000 264.952 
303.000 313·086 
394.000 408.271 
240.000 342.351 
266.000 196·507 
296.000 437·693 
440.000 429.038 
279·000 249.347 
371·000 262.724 
488 000• 388 751• 
432.000 316-024 
303.000 264.061 
206.000 211.397 
371.00,0 ' 404.379 
549.QOO 450.387 

, 562.000 510.710 
436.000 438.311 
230.000 353.468 
205.000 334.622 
159.000 131.630 
258.000 252.321 
281.000 188.496 
105.000 213.493 
139.000 192.292 
174.000 .224.507 
275.000 348.270 

'230.000 250 .• 385 
265·000 197.142 
230.000 216.380 
285.000 148.335 
215·000 155·583 
295.000 269.553 
298.0,00 253·514 
395·000 225.886 
192.000 244.528 
218.000 294.666 
260.000 212.906 
300.000 250.995 
335.000 396.551 
493.000 434.531 
487.000 477.829 , 
414.000 386·044 

AiSoLUTE !1>I.l!C.etJTA"e 
l.Q.~oe. \!oRA-OR. 

-141.056 -28.211 
57.103 21.879 

-109·924 -27.3bA 
71.255 17.681 ~ 

-15.05.4 -5·086 
4fl·549 19.808 
47.952 22.098 
1,0.086 3.329 
14.271 3.622 

102.351 42.646 
-69.493 -26.125 
141. 69~ 47.869 
-10.962 -2.491 
-29.653 -10.628 

-108.276 -29.18S 
99.249- 20 338- • 

-115.976 -26.846 
-38 .939 -12.851 

5.397 2·620· 
33.3'79 8.997 

-98.613 -17.962 
',-51.290 -9. 1~6 

e.311 .530, 
183·1168 53.682 
129 ~'622 63.230 
-27.370 -17.214 

-5.6·79 -2.201 
-92.504 -32.920 
108 .493 103.327 ' 
53.292 38.339 
50.507 29.027 
73.270 26.644 
20·385 8.863 

-67.858 -25.607 
-13·620 -5.922 

-136·665 -47.952 
-59.417 -27.636 
-25·447 -8.626 
-44.486 -14.928 

-169.114 -42.8111 
52.528 . 27.358 
76·666 35.168 

-47.094 -18·113 
-49.005 -16.335 

61.551 18·373 
-58.4(,9 - 11 .860 

...9.171 -1.883 
-27·956 -6.753 

416.000 270.396 -145.604 -35.001 
429.000 366.400 ·62.600 -14.592 
291.000 269.799 -21.201 -7.286 
373-000 336.183 -36.817 -9.871 
394.000 342.015 -51.985 -13.194 
383.000 330.976 -52.024 -13.583 
407.000 383.898 -23·102 -5·676 
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1\81 
1191 

, laal 
1241 
1251 
1281 
1291 
1301 
1311 
1321 
1401 
1411 
1431 
1441 
1451 
1461 
1471 

'1481 
1501 

. 1511 
1521 

, 1531 
1541 
1551' 
1561 
1601 
1621 
1631 
1641 
1661 
1671 
1681 
1691 
1701 
1'711 
1721 
1791 
1801 
1831 
1841 

, 1861 
. 1871 

, ·1891 
2001 
2021 
2031 
2041 
2051 
2061 
2071 
2081 
2091 
3001 
3011 
3021 
3031 
3041 
3061 
3071 
3081 
3091 
4001 

225-000 248.598 
422.000 458.268 
361.000 327.031 
331.000 451.889 
387.000 333.475 
328.000 297.881 
292.000 337.019 
272.000 244·757 
398.000 414.602 
419.000 ' 414.222 
135.000 164.777 
600.000 614.646 
590~00O 374.02i1 
314.000 238.018 
310.000 281.1'$2, 
135·000 ' 235·510, 
220.000 221.961 
258.000 297·2$1 
290.000 300.000 
349.0IDO 

: 

341.133 
170.000 226·533 
254.000 174.QI0 
164.000 115.460, ' 
399.000 465.450 
378.000 369.978 
169.000 236.413 
295.000 290.109 
214.000 213.932 
142.000 211. 057 
2113·000 284.323 
398.000 383.992 
405.000 341.006 
215.000 205.338 
270.000 255.292 
255.000 250.582 
240.000 . 240.700 
250.000 284·586 
175·000 268.246 
207.000 330.535 
215.000 235.670 
258.000 346.524 
285.000 327.703 
160.000 109.933 
54.000 81.037 
32.000 54.416 
22·000 33.607 
27.000 71.091 
11.000 50.584 
9.000 56.~48 

42.000 80.548 
72.000 86·657 
29.000 71.327 
31.000 13.675 
80.000 107.974 
20.000 5.122 
90.000 107.002 
26.000 50.209 
39.000 -5.557 
21.000 47.950 
54.000 8f,.623 
27.000 80.694 
60.000 112.786 

23.598 10.li88 
36.268 8.594 

-33.969 -9.410 
120.889 36.522 
-53.525 -13.831 
-30.119 -9.183 

45.019 15.417 
-27.243 -10.016 

16.602 4.171 
-4.776 - 1 • 140 
49.777 36·672 
14.848 2.475 

-215~976 .-36.606 
'-75.982 .-24.198 
-28.838 . -9.303 
10C). 570 74.496 

1.967 ~894 
39 .231 1.5 ·806 
10.000 : 3.448, 
-7~867 "-2·254 
56.'33 33.255 

-79.990 ' , ,-31..492, 
-48.540, ,-29 -197 
~6.450

-s_q2e 
16.65;' 
-2.122 

61"413,'~" 39.889 
-4·fl91 ' ,-1-658 ' 
~.; 068 -.032' 

69.0'57 
:.\1 .323 " 

48.632 
17.005 

-11&.008 -3.520 
-63.992 -15.801 

-9·662 -4.494 
-14.708 - 5. 4ii'7 
-4.416 -1.732 

.700 .292 
34.566 13.834 
93.246 53.284 

123·535 59.679 
20.670 9.614 , 
88.524 34.312 
4~.703 14.983 

-50.067 -31.292 
27.037 50.0~8 

22.416 70.049 
11.607 52.761 . 
44.091 163·300 
39.584 359.853 
47.948 532.752 <;: ',.' 

38.54t$ 91.760 
14.657 ' 20.358· 
42.327 145.956­ ; 

-17·325 -55.886 
27.974 34.968 

-14.878 -74.390 
17.002 18'.891 
21t-209 93.111 

-44·557 -114.248 
26.950 128.332 
32.623 60.413 
53.694 198.868 -_._-­ ."---.._­

52.788 87.979 
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TYPE IlUMBER OF VARIABLES FOR THIS REGRESSION? 13
 
;nfPE 1. ORDER OF VARIABLES--Dl:PENDENT FIRST12,3,4,5,7,8,9.il0,
 
118.13. lib 16, 18 

~-'--~--"._----_.~--~~--'---"-'-,--' --_._<..._" ....._., .._~._. __... -

VAIl BETA STD ERR T B COEF.· S.E.B. PART fie 
3 .1170 .0607 1.986 ••00S21E-Ol .104120E-Ol .171,3 
4 .1693 .0926 1.829 3.08047 1.68456 .1695 
5 ·.2439 .0984 ·2 ..479 1.19668 .482741 .2271 

·7 -.0465 .0694 -.670 -.184718E-Ol .275775E-Ol -.0629 
8 .0964 .0587 1.642 25.2025 15.3448 .1527 
9 -.0627 .0881 -.712 "'2,.22140 3.12018 -.0668 

10 - ·1842 .2076 -.887 -'1.94556 2.)9230 -.0832 
1~ .1158 .0676 '1.715 .264166 .154077 .1592 

·13 -.0368 .2554 -.1~4 -.265766 1.84613 -.0135 
14 ·3132 .0766 4.089 1.0~603 .255827 .3590 
16 .1086 ' .0649 1.615 24·4596 14.6015 .1557 
18 .3989 .1034 ~."6 • 180078E-Ol .466956E-02 .31&10 

NDF =104 I~,. -11•• ld!7 
MULTIPLE R= .8372, STD. ERR. g•••• , 169 ."3 , UNEXPLAINED: .2991 

y­ 20.3140 .. NDF= 12.0. 104.0 
---::=-=.=._=_._.. --,_. ----= .. _==-...::~:::::-:::========================-

TYPE NUMBER OF VARIABLES FOR THIS REGRESSION?17 
TY:FE IN ORDER OF VARIABL!:S"-J)EPENDE~t FIRST?2,314,5,6,7,,8,9,10 

·11t..12,13,14,15,16,17,18 " 
-- .' -------- - ---_ ..- _. .._- --- ­~-----~-----'-"-----'-'--'---'---- __ .---_._._-~_ 

VAIl BETA STD ERR T ,£I COEF. S.E.B. PART R. 
3 .1131 .0616 . 1.835 • 193897E-Ol , .105687E-Ol .170! 
,4 .1766 .0933 ' 1.892 3.21313 1.69831 .1752 
5 .2744 .1040 2.639 ' 1.34647 .510263 .2409 

,5 .0369 .0624 ~591 , 1.26343 2.'13720 .05515
 
7 -.0559 .0773 -.723 -.222177E-Ol .307232E-Ol -.0679
 
8 .0915 .0637 1.,437 23.9181 16.6489 .1339
 
9 -.0620 .0891 -.696 -2.19584 3.15572 -.0653
 

10 -.1904 .2082 -.9'14' -2.01083 2.19906 -.0857
 
,,11 .0286 .0952 .301 .783478E-Ol .260656 .0283
 
12 .0617 .0850 .726 .140726 .193954 .0681
 
13 -.0711 .2578 -.276 -.513647 1.86344 -.0259
 
14 .2990 .0778 3·Q42 .998517 .259896 .3399
 

·15 .0759 .1126 ~674 .213858 .317292 .0633
 
16 .0969 .0719 1.349 21.8211 16.1797 .1259
 

'17 -.0254 .0669 -.379 - • .182928 .482713 -.0356
 
18 .4117 .1044 .1858 32E-0 1 .471216E-02 .3478
3 •••" 

NDF =100 INT· -99.5931 
,MULTIPLE 11= .8405, STD. ERR.IST-,. 167.87 UNEXPLAINED- .2936 

F== 15.0392 , NDF= 16.0, 100.0 
-C .­

,-~..........-....~~~
..
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____3'--~~Re::.~~g__~~\Q"_J_. ... - -._.. ~ _ 
11'P$ NUMBER OF V4UiIABLE:S FOR· THIS REGRESS1ON19 

. ft'n 11. ORDER OF VARIABLES-:-DEPtNDENT-FIRST?2i3,,4,,5,,8,,12,,1Jh 16,,16 
-. ..~_._ ..... ,'- --_.---'---- .._------_._--- -_. .._, ..- -----.... - - , 

~ ~. 

vB BETA STD ERR T B COE'." 
3 .1370 .0619 2.i!15 • 234882E-Ol 
4 .1219 .0770 h584 2.21912 
5 .1498 .0865 J.132 ~735133 
8 .0775 .0587· 1.321 20.2553 

12 .1158 .0691 1.675 .264111· 
11& .2664 .-0752 3.540 fa89537 
16 .1276 .0640 1.993 28.7306 
18 .2955 .0856 3.1152 ~133375E-Ol 

NDF =108 INT= - ,104.666 

MULTIPLE R=.8269" STD.ERR·EST.= 174.25 " 

F= 29.1785_" NDF= 6.0" 108.0
 

S.E.B. 
.106062E-Ol 
1.110139 
.1124403 
.15.3331 
.157694 
.251257 
14.1.1186 
.366368E-02 

UNEXPLAINED= .3163
 

PAin' R. 
.2040 
·1473 
.1608 
.1233 
.1557 
.31f>O 
• 16AP. 
.3086 

4 ~ Re:_~~~~s. lOtJ 
TYPE NUMBER OF VARIABLES FORTIJIS REGRESSION? 7 
TYP£ 1. ORDER OF VARIABLES--DEPENDENT FIRSt?2,,3,,5,,12,,14,,16,,18 

_... .': .__. __ ._~. .~_ ...' _.~._., __ .1 . .__,,__....."--,_~.__ . ._____ - ..- .--- -,.. -- ­

'JAR BETA 'STD ERR T SCOEF. S.E·B. PART R.
 
3 .1795 ,,0605 2.968 .307805£-01 .103712£-01 .2689
 
5 .1326 .0878 1.510 .650844 -1131089 .1406
 

12 .1501 .0658 2.280 .• 34f:f258 .150130 .2097 
14 .2547 .0762 3.344 .650395 .254330 ·3001 
16 .1743 .. 0584 2~987 39.2461 13.1399 .2705 
18 .3473 .0846 4.103 .15676.4E-01 .382077E-02 ·3601 

NDF =110 INT = -9.08621 

MULTIPLE R= .8176", STD.ERR.EST.=178.40 , UNEXPLAINED= .3316 

F= 36.9571" NDF= 6.01 110.0 

FI~Pt\- 1<~~Q...E~~IO~._ 
TYPE NUMBER OF VARI ABLES J"OB TltI S REGRESS ION? 6 
TYPE IN ORDER OF VARIABLES··DlPlNDENT FIRST?2,,3,,12,,14,,16,,18 

____ ... ~_r_'_""' __ '""" __. --~.- -­ _._­ --~.. ----.-,---~-_._~-----._-~-----.--,------- -'--_. 

VM 
3, 

12 
14 
16 
18 

BETA 
.1836 
.1429 
.3072 
.1733 
.4163 

STD ERR 
.0610 . 
.0663 
.0684 
.0589 . 
.0719 

NDF =111 

T 
3.011 
2.155 
4.488 
2.939 
5.789 
INT = 

B COEF. 
.315047£-01 
.325661 
1.02575 
39.0063 
.187950£-01 

-8.48571 

5.E.8. 
• 101.1640£-01 
.1512.39 
.228530 
13.2707 
• 324652E-02 

PART R. 
.2725 
.1986 
.3890 
.2665 
.4783 

MULTIPLE R= .8135" STD.ERR.EST.= 180.19 " UNEXPLAINED= .3383 

F­ 43.4279" NDF= 5.0" 111.0 
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,OTAL OPERATlo~S ~J10D~L
 
~-\ou Q~ FLOW")
 

AauPt\­A,"'...., o~ 
--_.~~-- -,.~ 

804.000 
31 
21 

361.000 
51 717.000 
61 644.000 
71 485.000 
91 474.000 

101 311·000 
111 359·000 
121 873.000 ' 
131 89-0.000 
141 585.000 
151 564·000 
161 878.000 
171 43,7·000 
191 657.000 
211 972·000 
'221 644.000 
241 548.000 
261 247.000 
271 552.000 
281 855·000 
291 1028.000 
301 854.000 
311 510.000 
321 3.55.000 
331 299.000 
341 462.000 
351 402.000 
411 343~OOO 

431 231.000 
441 345·000 
451 435.000 
461 730.000 
491 500.000 
501 395.000 
511 525.000 
521 250·000 
531 405.000 
541 468.000 
551 1165·000 
561 286.000 
571 1078.000 
591 360.000 
601 692.000 

1011 587.000 ' 
1021 641.000 
1031 1053.000 
1051 678.000 
1091 1241.000 
1101 843.000 
1121 4f-4.000 
1131 616.000 
1"141 873.000 
1151 592.000 
1161 721.000 

~,"T"IHATli'O 
O~~ 

593.731 
611.527 
545.938 
7.41.478 
504.649 
426.iJ18 
420.842 
559.751 
771. 159 
730.834 
432.093 
659.557 
921.841 
520.059 
380.990 
671 •. 727 
542.720 
447.372 
394.724 
735.789 
923.462 
747.284 
733.876 
721.045 
607.246 
275.412 
642.556 
289.932 
484.141 
429.380 
324.853 
635.424 
681.646 
389.232 
342.984 
331.165 
204.771 
508.418 
533.530 
545.603 
364.200 
888.166 
382.756 
635.925 
686.677 
764.652 

1004.864 
691.971 
487·708 
716.837 

·642.959 
634.642 
688.908 
559.811 
780.611 

~UoLtJl'1i' ~.wfMt.ea..... ..ao~ 
_.'- .._-. 

-26.153-2\0.869 
2!S() .5e7 , 69.39$
 

-171.062
 r.'....o"· looLIl3IS'~5-23.858 
97.478 - 15.136 
19.649 4.051 .!Z, 'Xl?.+J.02.6 ~,~

-47.582 -'10.038 
109.842 35·319 3'.0)(.-.+.0.9 XI&~8:200.751 55.920 

.	 -1'01·841 -11.666 
-159.166 -17.884 
-152.907 -26.13~ 

95.557 16.9"3 
43.841 4.993 
83.059 19.007
 

-276.010 -42.011
 
-300.273 -30.'892
 
-101.280 -15.727
 
-100.628 -18.363
 

147.724 59.807
 
.183.789 33.295
 

68.462 8.007
 
-280.716 -27·307
 
-120.124 -14.066
 
~11.045 41.381 
252.246 71.055
 
-23.588 -7.889
 
160.556 33.310
 

-112.068 -27·878
 
1.41.141 41.149 
198.380 85.679
 
-20.147 -5.8110
 
200.424 46.074
 
-48.354 -·6.624
 

-110.766 -22.• 154,
 
-52.016 -13.169.
 

-193.835 -36.921
 
-45.229 -18.092
 
103·418 25.535
 

6,5.530 111.002
 
-619.397 -53,.167
 

78.200 27.343
 
-189.834 -17.610
 

22.756 6.321
 
-56.075 -8.103
 
99.677 16.981
 

-76.348 -9.078
 
-48.136 -4.571
 

13.971 2.061
 
-753.292 -60.700
 
-126·163 -14.966
 

178.959 38.569 
18.642 3.026
 

-1811.09E -21.087
 
-32.169 -5.1137
 

-.389	 -.054
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-.- .. _-------- . ..~ 

1181 419.000 
1191 796.000 
uun 487.000 
12111 417.000 
1251 791.000 
1281 . 430.000 
1291. 430.000 
13Ql 491.0-00 
1,311 637.000 
13tH 655.000 

, 1401 185.000 
1411 1464.000 
1431 131&0.00,0 
11141 624.000 
1451 635.000 
1461 288.000 
1471 260.0,00 
1481 578.000 
1501 873.000 
1511 647.000 
1521 470.000 
1531 455.000 
1541 354.000 
1551 919.000 
1561 498.000 
1601 343.000 
1621 , 420.000 
1631 275.000 
1641 283·,000 
1661 493·000 
1671 586.000 
1681 904.000 
1691 411.000 
1701 410.000 
1711 480.000 
1721 550·000 
1791 1150.000 
1801 195.000 
1831 417.0pO 
'1841 425.000 
1861 530.000 
1871 855.000 
189.1 220.000 
2001 101.000 
2021 82.000 
2031 46.000 
2041 ' 34.000 
2051 16.000 
2061 28.000 
2071 55.000 
2081 136.000 
2091 34.000 
3001 36.000 
3011 181.000 
3021 36.000 
3031 151.000 
3041. 36.000 
3061 49.000 
3071 26.000 
3081 85.000 
3091 32.00Q 
4001 105.000 

389 .. 422 
945.924 
571.341 
900.662 
588 .. 21S 
472.291 ' 
513-454. 
393.632 ' 
657.028 
771.8211 
326.876 

1527.602 
579.985· 
377.336 
510.477 
360.285 
319.338 
448.600 
784.122 
752.002 
374.707 
274.766 . 
190.431 

1037.825 
7170659 
411 ,,538 
476.467 
301",4'71 
312.301 
676,.,289 
865<>751 
938.625 
361.865 
571,,835 
496.527 
600.288 
698 .. 001 
414.264 
573,,144 
459.258 
595<>15'1 
603.34G 
223,,828 
126 .. 272 
138 .. 482 

79 ..889 
160 .. 014 
145.796 
103.812 
125.710 
227.811 
109,. 433 
95.833 

281" 641 
90 .. 605 

227.705 
99.399 

107.135 
98.064. 

219.082 
127.743 
156.951 

-290578 
149.924 
81a. 34 1 

423.682 
-202.788 

42.291 
8,3.1154 

-97.368 
, 20.028 

116.824 
141.876 
63.602 

-760.01,5 
-246.664 
-124.523 

72.285 
59.338 

~1B9.400 

-88.878 
105.002 
-95.293 

-lfU>-e34 
-163.569 

118.825 
219 .. 659 

66.538 
56·467 
26.471 
29.301 

183.289 
279.751 

3,11.625 
-49.135 
161.835 

16.527 
50.288 

~451.999 

219.264 
156.144 

34 .. 258 
65.157 

-251.660 
3.828 

25.272 
56.482 
33.889 

126.014 
129.796 
75.812 
70.710 
91.811 
75.433 
59.833 

100.. 641 
54.605 
76.705 
'63~399 

5~ ~ 135 
720,.064 

t':M~082 
95,.743 
51.957 

-7.059 
18.835 
17.319 
88.822 

-25.687 
9.8"35 

19.408 
-19.830 

3.144 
17.836 
76.690 
4.344 

-56.718 
-39.530 
-19.610 

25.099 
22.822 

-22.388 
-10.181 

16.229 
-20.275 
-39.612 
-46.206 

12.930 
44.108 
19.982 
13.445 
9.626 

10.354 
37.178 
47.739 

3.830 
-11.955 

39.472 
3.443 
9.143 

-39.304 
112.443 

37.1145 
8.061 

12.294 
-29.434 

1.740 
25.022 
68.881 
73.671 

370.629 
811.227 
270.759 
128.563 
67.508 

221.861 
166.203 
5~~603 

151.681 
50.798 

176.108 
118.642 
277.1'69 
157.744 
299.197 
49.483 A-J6 



---

TEsT l<E~ULT~ ­
h 

ITI t>J £'CA~ 't 
TOTA\.. 

'fE"T Ac.'t",,~ 
A~'.L.uT" 

1 A.l.t.r1 ~A£a'''''"TI A 

HOUR~ FLOWN MODEL. 

OPERAT1O\.l$ 
OP£~;'\1 o~~ 

TI\T ADSilLoUTf'Am..,­A,.,.", "T''''''TI A 
.__.-.. ­ ".l1-- ."..-­ -~ 

J I
18 721. ' -29f. -41.429 • 
18 1223. 976. -247. -£Q.
19 430. 402. -28. -7. 
19 658. f,53. -5. -1. 
20 365. 280. -8 ~. -23. 
20 5':'1. 620. 59. 11.
21 . 2S 1. 230. -61. -21. 
21 716. 38=. -331. ~46. 
22 345 • 352. 7. 2. 

720 •.22 633· -87. -12. 
23 395. 323. -72. -18. 
23 6(,£] •965. -361. -37. 
24 430. 297. -133. -31. 
24 1205. 775. -430. -36. 
25 35E •. 335. -17. -5. 
25 460. 611. 151. 33. 
26 249. 324. 75. 30. 
26 489. 474. -15. -3. 
27 323. 303. -2('. -6. 
27 46.ll. 489. 25. 5. 
28 . 312.

=1 
288. -24. -8. 

28 588. 510. -78. -13..­
0 

-"29 
29 D.4, t::i~ 

. . 615."3'0" 352 • -263. -43. 
.a& 882 • 679. -203. -23 •. ­ .31 
31 =-A101-D~T;:; ­-
~ 634. 498. -136. -21. 
~ 95'S. 867. -91. -10. 

518.33 363. -155. -30. 
33 703. 698. -5. -1. 
34 510. 474. -36. -7_ 
34 914. 864. -50. -6. 

1 
1 
2 
2 
3 
3 
4 
4

J e­
~ 
6 
6 

. 7 
7 
8 
8 
9 
9 

10 
10 
11 
11 
12 
12 
13 
13 
14 
14 
15 
15 
16 
16 
11 
I" 

t 

~ -

41. 42. 
122. 187.,. 
44. 103. 
56. 211. 
55. 79. 

180. 217. 
268. 269. 
598. 571.· 

. 274. ., 277. 
526. 443. 
315. 318. 
465. 586. 
290.· 328. 
40tl. 686. 
330. 296. 
435. 487. 
260. 303. 
588. 534. 
280. 2Al) • 
427. 329. 
300. 182. 
486. 467. 
187. 268. 
362. 539. 
89. 120. 

.131. 394. 
482. 412. 
765. 843. 
385. 429. 
813. 785. 

~O==/\ L 
680. 566. 
198. 1219. 

1 •. 
65. 
59. 

155. 
24. 
37. 

1. 
-27. 

3. 
-8~. 

3. 
121. 
38. 

282. 
-34. 
52. 
43. 

-54. 
-36. 
-98. 

-118. 
-19. 
81. 

177. 
31. 

263. 
-70. 

78. 
44. 

-28. 

,qrA 
-114.
 

:21.

• 

. " 

P.• 
53. 
133~ 

277. 
43. 
21. 
o. 

-4. .­.• Ii. 
. -16. 

1. 
26 • 
13. 
70.
 

-10.
 
12. 
17. 
-9.
 

-13.
 
-23.
 
-39.
 
~4. 

43. 
49. 
35. 

200.
 
-14.
 

10. 
11.
 
-3.
 

--
-17. 

2. 
• 

7
 

) . 




