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DEVELOPMENT OF A DISCRETE ADDRESS BEACON SYSTEM 

1. INTRODUCTION AND PROGRAM OVERVIEW 

A. Introduction 

This is the eighth Quarterly Technical Summary, covering the work performed by Lincoln 

Laboratory between 1 October 1973 and 31 December 1973 to develop a Discrete Address Beacon 

System (DABS). This effort is supported by the Federal Aviation Administration through Inter

agency Agreement DOT-FA72WAI-261 between the FAA and the United States Air Force. 

DABS is an evolutionary upgrading of the present FAA ATC Radar Beacon System (ATCRBS), 

employing discretely addressable airborne transponders and incorporating a ground-air-ground 

data link. DABS will provide the improved surveillance and communication capabilities required 

to meet the needs of an automated ATC system in the 1980' sand 1990' s. 

Lincoln Laboratory, under Phase I of the DABS Program, is carrying out a detailed system 

design of DABS; subsequent Program phases involve system-level testing at NAFEC and evalua

tion in an operational ATC environment. Phase I includes design studies, trade-off analyses, 

and experiments leading to the specification of DABS performance, system design, and link 

design, the latter to be experimentally validated on a DABS Experimental Facility located at 

Lincoln Laboratory. 

B. Program Overview 

1. Link and Transponder Design 

The immunity of DABS modulation formats to interference, backed by the ability of the 

sensor to immediately reinterrogate aircraft whose replies are missed, will provide surveil

lance reliability dependent predominantly upon link fades. Fades, such as those caused by near

the-horizon vertical lobing and large buildings, have been examined further this quarter. l'nder

lining the importance of these studies is the fact that on the order of twenty percent of all visible 

aircraft are within one-half degree of the horizon. Other studies reported have considered the 

benefits and limitations of diversity techniques and interrogator transmitter power programming. 

Studies and laboratory experiments have continued with the objective of verifying expected 

link performance. During this quarter, a selected uplink coding technique was laboratory tested 

in the presence of noise and ATCRBS interference, and predicted performance confirmed. Like

wise, the performance of four candidate downlink preamble formats in the presence of noise 

and interference was measured, and the results used to confirm the selection of the recommended 

downlink preamble. 

Transponder activity in the eighth quarter was primarily centered on performing those last 

minute analyses and investigations necessary to solidify the provisional format recommendations, 

to complete the Mod 2 transponders, and to revise the Mod 3 designs partially under way to 

match the format standards finally evolved. Consideration was also given to the requirements 

and details of breadboard IPC /PWI -type airborne displays suitable for DABSEF demonstration 

flights. 



Z. System Design 

A DABS system simulation, begun recently, has as its objectives the assessment of DABS 

system performance and capacity in an operational environment and the further refinement and 

validation of the DABS sensor data processing design. 

Initial planning has begun for the demonstration of the FAA's concept of IPC in a flight en

vironment. Definition of the tests to be conducted, implementation of the DABSEF configuration 

required, and programming of the IPC algorithms have begun. 

During the past reporting period, tentative formats and configurations for both the DABS 

sensor-to-sensor interface, and the sensor-to-control facility interfaces have been selected. 

An effort has been made to obtain coverage information for specific deployment of sensors, 

including the effects of local terrain, obstacles, and antenna height, in order to be able to de

velop a candidate plan for DAns sensor deployment. This investigation has included determina

tion of which of the present ARSR and ASR locations are advantageous for DABS, and how the 

maximum range and elevation angle of each sensor affect overall coverage. 

3. Sensor Design 

Substantial progress has been made in establishing the functional design and characteri sties 

of the DABS sensor. The Sensor Engineering Requirement has been i'eleased in draft form and 

is currently being reviewed with the FAA; design refinement and validation continue 

An integral-feed beacon/radar antenna for use with the ASH-7 and DABS is being developed 

under subcontract, Measured patterns and other key parameters are now available for this 

antenna. 

Emphasis in the DABS reply processing area has been on determining processor perform

ance via simulation of different types of inputs from the DABS receivers. Currently, the em

phasis is shifting from defining the desired performance to specifying the structure of a proc

essor which achieves adequate performance. 

Emphasis in the data processing area has been on specifying in detail all of the functions 

and tasks which must be done in a sensor data processor. The DABS Sensor Engineering Re

quirement contains considerable detail on what needs to he done, while leaving to a contractor's 

discretion specifically how to accomplish these functions. Sensor data processing divides into 

four broad areas: Channel Management, Surveillance Processing, Data Link Processing, and 

Network Management. Currently the emphasis is on refinement of the design and computer 

sizing; thi s emphasi s \vi 11 be shi fting toward design validations and selections of ou I' recom

mended approach for how these functions might be realized. In some of the functional areas, 

the software implemented at DARSEF as part of the Experimental Sensor Configuration will play 

a major role in the validation. In other areas, particularly those in which the design has been 

modified and refined during the past several months, and those which deal with the management ,of more than one sensor, specific algorithms are not currently being implemented at DARSEF. 

In these areas, flow charting and simulation will play an important role in design validation 

and computer sizing. 

4. Expe rimental Ve ri fication
 

Noteworthy accomplishments at the DADS Experimental Facility this quarter were:
 

Computer-scheduled, discrete interrogation of the !VIod Z experimental 

transponder, 

Z 



Operation of the DABSEF trilateration position calibration system with 

accuracy sufficient to calibrate DABSEF-derived rho-theta position data, 

Completion of a sufficient number of radial test flights to have determined 

that multipath signal return from canted terrain in the vicinity of the 

DABSEF antenna does not degrade monopulse azimuth estimation accuracy 

significantly. 

A discussion of DABSEF activity leading to the above events is to be found in Section V. 

Also provided is status information on the various DABSEF hardware and software elements. 

All functions of the Link Test Configuration control and data reduction software (the so-called 

Real-Time Control Program) are now operating satisfactorily. The DABS/ATC RBS real-time 

hardware processor has been installed and converted to the recommended standard DABS signal 

formats, and the small general-purpose computer (NOVA) to be used for processing DABSEF/ 

•	 NAFEC communications and driving the DABSEF ATC display has been installed and operated . 

Testing of the DABSEF to NAFEC land lines commenced late in the reporting period. 

5. DABS Phase II Planning 

Substantial effort is being devoted to preparation for Phase II of the DABS program which 

culminates in tests of DABS and IPC in a multisensor environment at NAFEC. Results of our 

activities in this area are tentative and are subject to coordination with the FAA. Several docu

ments have been submitted to the FAA in draft form. Specific results related to preparation 

for the Phase II DABS testing are not included in this document because of their tentative nature. 

As plans become firm they will be discussed in these Quarterly Technical Summaries. 
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II. LINK AND SYSTEM DESIGN 

A. Link Performance Analysis 

1. Link Fades 

a. Vertical Lobing 

An interrogator located at an airport will probably have to contend with vertical lobing 

because of the flatness and extent of the airport property. However, while an airport is exten

sive, it is limited at some distance, and this limited extent would cause a significant reduction 

in near- horizon vertical lobing (reduction relative to the lobing that would occur if the flat sur

face were unlimited). The following calculation illustrates this point, and shows how the effect 

depends on antenna height. 

It can be shown that the point of reflection for the far edge of the first reflection Fresnel 

zone is given by (assuming small elevation angles)1 

d = ZH
2 [1 + 1 + ~ 1

An n 

where 

d = the distance of this point from the interrogator 

H = height of interrogator antenna 

n = ZHE/A = null number 

E = elevation angle 

A = wavelength 

Furthermore, the geometrical reflection point (the point at which the angle of incidence of a ray 

equals its angle of reflection) is at a distance ZHZ/(An). 

These distances are plotted in Fig. II-1 as functions of null number for antenna heights of 

25 and 75 feet. For comparison, the extent of flatness at typical airports in many directions is 

in the range 5,000 to 1Z,OOO feet. 
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Fig. II-1. Extent of the reflection Fresnel Zone which produces vertical lobing, 
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AREA 1 

Fig. II-2. Obstacle as seen from the sensor. 
AREA 3 OBSTACLE, AREA 2 

-------
AIRCRAFT 

OBSTACLE 

Fig.II-3. Plan view of the obstacle. 

AIRCRAFT 

"'-
OBSTACLE 

L- ---''''----- _ 

Fig. JI-4. Vertic-a] view of the obstacle. 
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From these results it is seen that a 75-foot-high antenna pointed over a flat airport which 

extends 1Z,OOO feet would produce Fresnel zones that are considerably truncated by the outer 

edge of the flat region, for both first and second nulls. It follows that vertical lobing would be 

greatly reduced in both cases. In particular, for the first null, the geometrical reflection point 

falls near the outer edge of the flat surface, and in such a condition (it can be shown that) the re

flection is reduced by 6 dB. However, a Z5-foot-high antenna under the same conditions would 

experience vertical lobing about as severe as would be predicted from infinite-flat-earth theory. 

b. Effect of an Isolated Obstacle 

It is important to assess the magnitude of the fade that exists behind obstacles such as build

ings that surround the outskirts of an airport where a sensor may be located. A quantitative 

calculation of this phenomenon for the case of a tall isolated building or smokestack which is at 

least a few miles away from the sensor (in the Fraunhoffer region) has been made and is sum

marized here. Two results of this calculation are useful: (1) a simple rule allowing one to dis

tinguish between obstructions that cause deep fades and those that cause shallow fades, and (Z) a 

quantitative formulation of fade depth for either case. 

The obstacle is represented by a rectangular block resting on the ground, which when looked 

upon from the sensor appears as shown in Fig. II-Z. The plan view of the obstacle is given in 

Fig. II- 3, in which the following parameters are defined. 

R = range of obstacle from sensor, in feet 

, 

i 

R = range of aircraft from obstacle, in feet
Z 

Wi = distance to one edge of the obstacle, in feet 

W Z = distance to the other edge of the obstacle, in feet. 

It is assumed that
 

R »W ,W

i i Z
 

RZ » Wi' Wz
 
R > 4R

Z i 

The side view of the obstacle is shown in Fig. II-4, in which 

E 1 = elevation angle of the obstacle, in degrees 

E Z = elevation angle of the aircraft, in degrees 

Under the condition 

and if Vi is defined by 

Z v. = W. fr (for i = 1, Z)
1 1 .j RRi 

then the ratio of the complex electric field intensity reaching the aircraft to the value that would 

exist if there were no obstacle is given by1 
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Ratio = t (1 - j) [~(oo) - k(v1 ) + k(-v ) - k(-oo)]2 

where k(') is the "Cornu spiral," a complex function graphed in Fig. II- 5. 

A simple rule of thumb results. If an obstacle is narrow enough to satisfy the following 

width (feet)<; "'range (feet) 

then the deepest fade will be no worse than -6 dB. This condition is approximately the same as 

the condition that the building not obstruct the entire first Fresnel zone in space. 

An example of a serious fade is the case of the Prudential building in Boston as seen from 

Logan Airport. Parameters of interest are: 

Azimuth extent = 0.6° 

Distance to obstruction = 21, 000 feet 

Elevation angle of top of building = 2°,, 
The fade depths for a distant target, located at an elevation angle of about 1.5°, have been com

puted from the above formulas and are plotted in Fig. II-6, Quite deep fading is seen to occur 

at some points. The ripple in the plot is evidently due to constructive and destructive inter

ference between radiation passing the sides of the building. 

c. Elevation-Angle Distribution of Aircraft Near Horizon 

The cutoff of signal strength due to earth horizon may appear to be quite abrupt; as elevation 

angle is varied, RF links change from very reliable at +1° to unusable at _1°. However, adopting 

a point of view appropriate to typical distributions of aircraft in elevation angle, one finds that 

the cutoff is not at all abrupt. 

Quantitative information regarding the number of aircraft in a near-horizon condition is 

given in Fig. IJ-7. The figure shows the elevation-angle distribution of targets as computed from 

a particular traffic model, the" RH traffic modeL" This model represents the New York area in 

1980 under high traffic conditions, and consists of 2542 aircraft within 200 nmi of New York 

(refer to Fig. II-3 of 1 July 1973 QTS). 

The result shows that on the order of 20 percent of all visible aircraft are within 0.5 degree 

of the horizon, and this percentage is not very sensitive to R ' the maximum operating range
max 

of a	 sensor. 

It is interesting to note that an almost identical result is obtained if air traffic is modeled 

by a random model with the following characterization: 

Range - uniform distribution over a to Rmax' 

Altitude - exponential distribution with 1/e value at 10, 000 ft, 

and independent of range. 

Thus it may be expected that a DABS sensor will have to deal with a large number of mar

ginal and unreliable near-horizon targets. Decisions on whether or not to track such targets 

and whether or not to expend multiple interrogations on them will have important consequences 

on system operation. 
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Fig. II-7. Cumulative distribution of aircraft count with elevation angle. 

2. Interference Effects 

a. Uplink Interference Prediction 

This section gives a statement of a very simple model for predic:ting the arrival rates of 

interrogations, suppressions, and P2 pulses received at an aircraft, originating from a collec

tion of IFFlATe RBS ground-based interrogators. 

The model is about as simple and idealized as it could possibly be and still yield serviceable 

results. In summary, its properties are: 

Interrogators are distributed statistically according to one of two
 

simple distributions (either uniform in area or uniform in range
 

from the aircraft). The SLS equipment of each interrogator is de
 ,termined statistically. 

All interrogators have the same transmitter power (500 watts at 

antenna).
 

Free-space path loss, based on ground range, is used within 4/3


earth line-of-sight.
 

The quantities that are calculated from this model are the average arrival rates, as function 

of receiver threshold, of the various signal types, where averaging is done over: 

10 



Time
 

Randomness of interrogator locations
 

Randomness in SLS equipment
 

Randomness in PRF values
 

The results are denoted as: 

IAR (1) = interrogation arrival rate 

SAR (1) = suppression arrival rate For signals with received power::> I 

PAR (1) = P2 pulse arrival rate 

where PAR includes all P2 pu1.ses, whether or not they are part of suppressions or interrogations. 

The reS'Jlts are: 

IAR (1) = 1)PRFN(R ) + (1- 7)) PRF 1) N(R )m 0 s
 

SAR (1) = [(1 - 1)) PRF 1)1 N(R ) + (1 - 1)) PRF 7)2 N(Ri )]
s
 

PAR (I) = PRF [1)1 N(R ) + 1)2 N(R )]
i 2 

where 7) = 0.011 is the mainbeam factor, and 

1) 0 = fraction of interrogators not SLS equipped 

1) 1 = fraction of interrogators SLS equipped 

J) 2 = fraction of interrogators IISLS equipped 

PRF =statistical average pulse repetition frequency 

N(R) " average number of interrogators within range R of the aircraft 

100 nmi JIm/I when this is < LOS 

{ LOS otherwise 

100 nmi JIs/I when this is < LOS 

{ LOS otherwise 

100 nmi JI/1 when this is < 1,08 

{ LOS otherwise 

100 nmi J1 2/1 when this is < LOS 

{ 
LOS otherwise 

1 I = -57 dBm 
m 

I = -90 dBm 
s 

1. = -75 dBm 
1 

12 
c -72 clEm 

LOS -lh,1k (where h =aircraft altitude and k = 0.662 for h in feet 

and LOS in nmi) 
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The dummy variables I , I , 1., 1 have the physical significance of being the received 
m s 1 2 

power at 100 nmi range (line-of-sight permitting) for the cases: 

Subscript m, "mainbeam" P3 power, mainbeam 

Subscript s, " sidelobe" P3 power, non-mainbeam 

Subscript i, "improved" Pi power, non-mainbeam, IISLS 

Subscript 2, "P2 pulse" P2 power, IISLS 

Figure II-8 shows plots of these arrival rates as functions of power level 1. Results are 

shown separately for the two interrogator distributions, "uniform" (meaning uniform in area) 

and" concentrated" (meaning uniform in range). In addition to the total SAR, its two components 

are plotted separately, namely-

SARi = that due to SLS-equipped interrogators 

SAR = that due to IISLS-equipped interrogators2 

Also, the two components of IAR are plotted separately, namely-

IAR = IAR + IAR m s
 

IAR = that due to mainbeams
 
m 

IAR = that due to minor lobes s 

These separate components are simply the separate terms in the formulas for SAR and IAR given 

above. In plotting the figure the following assignments were made: LOS = 100 nmi (which occurs 

at 6600 ft altitude), 1] 0 = 1] 1 = 1] 2 = 1/3 (which denotes an even balance in the three types of SLS 

equipment), PRF = 350, and an absolute interrogator density of 20 interrogators in 100 nmi 

(which is approximately true at New York, Philadelphia, and Los Angeles if we count the inter

rogators which operate more than half the time J.* 

The following properties are concluded from inspection of the graphs and formulas. Even 

though we have only plotted one particular case, these properties would appear to continue to hold 

in most cases of interest. 

Curve Shapes - There is an appreciable range of I, agreeing with the range of 

primary interest, over which PAR (1), SAR (1), and lARs (1) are all smooth functions of I, varying 

exponentially with power in dBm, with the following rates of change: 

3 dB change in I +-+ 2:1 change in arrival rate, uniform 

6 dB change in I +-+ 2: 1 change in arrival rate, concentrated. 

* Information regarding interrogator densities at New York and Los Angeles is given in the 
1 July 1973 QTS, pp.61-62. 
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On the other hand, IAR (I) is constant over a large range of interest, and as a result causes m 
the total Ill. R (1) to depart from the simple exponential curve shape. 

Relative Values - Over the region of exponential variation, ratios of different 

arrival rates are independent of power level 1. For the case plotted, and in fact any case in 

which 1)1" 1)2' 

J2.9, for uniform interrogatorsTAR
 
SAR
 

12.1, for concentrated interrogators 

32, for uniform interrogators 

{ 5.6, for concentrated interrogators 

These results show that P2 pulses have the highest arrival rate by an appreciable factor, and 

that SLS contributions from improved interrogators greatly dominate the SLS contributions from 

unimproved interrogators. 

Altitude Dependence - It is evident from the graphs and formulas that the arrival 

rates PAR (1), SAR (1), and lARs (1) are independent of altitUde for all I'" -72 dBm (the primary 

range of interest) and for all altitudes above 6600 feet. On the other hand, lAR (1) does dependm 
on altitude, and this causes the total IAR (1) to exhibit some rlegree of altitude dependence partic

ularly at the higher I values. A previous QTS (1 July 197 3, pp. 59-60) gives plots of JAR, SAR, 

and PAR vs altitude for the New York and Los Angeles areas. Measurements are also plotted. 

Both the predicted and measured data are essentially constant above about 5000 ft. 

b. Reinterrogation Effects - Single Target 

Dynamic scheduling of DABS interrogations makes it possible to overcome interference ef

fects to a large extent. The following calculation illustrates this important relationship between 

sc heduling and link re liability. 

Figures II-9(a) and (b) give estimates of the DABS uplink and downlink miss probability curves. 

The curves show the conditional probability of a miss on a single try, conditioned on received 

power level and plotted as a function of received power level. The data represent a "maximum 

interference environment" - a worse-than-average interference condition which could occur and 

which should be allowed for in DABS design. Also the data apply to the case of long uplink trans

mission (" Comm A interrogation" ) and short downlink transmission (" surveillance reply") which 

is a case of primary importance. 

It is reasonable to assume statistical independence of uplink and downlink misses (for given 

signal power levels), and this assumption leads to the round-trip miss probability curve shown 

in Fig. II-9(C), plotted for a case in which the uplidk a,1d downlink received power levels differ by 

8 dB. It would also be reasonable to characterize as statistically independent the occurrence of 

misses (at given receiver power levels) in a sequence of interrogations applied to a single target 

in one scan. So doing leads to a missed-surveillance-update curve of the form shown in Fig. n-9(c). 

Here, dynamic scheduling is characterized by a parameter N which is the maximum number of 

interrogations employed on a target in one scan. 

Note that whether all targets are given the full N interrogations or are given up to N inter

rogations adaptively, stopping after the first sue'cess (as in the present DABS design), makes no 

difference in the per- scan mis s probability. 
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Since the data of Fig. II-9 depict conditional miss probability, it is necessary to combine 

these data with a statistical description of signal level in order to obtain the unconditional miss 

probability. That is 

P(M) = S. fP(m IS)]N p(S) dS 
all S 

where 

M missed surveillance update 

P(M) probability of M 

S = received downlink power 

P(m IS) = probability of miss on a single try, conditioned on S 

p(S) = probability density of S. 
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Figure II-10 gives representative aircraft antenna gain statistics for general aviation air 

craft. These data are based on results from the model aircraft antenna pattern measurements 

that are discussed in this and in previous QTS's. If So is used to denote the downlink received 

power level that would exist if aircraft antenna gain were 0 dB, then 

S '" S + Go 

translates the statistics of Fig. II-10 (for aircraft antenna gain G) into received power level 

statistic s. 

Furthermore the" effective sensitivity" Se is defined by 

P(J\I[) " SSe p(S} dS 
a 

Thus, effective sensitivity is the break point in a step-function approximation to [P(m Is )]N, se

lected in such a way that P(M) is unchanged by the approximation. 

Calculations of the form described have been and are being carried out for values of N, So' 

and 6S (which is the dB difference in uplink and downlink received signal levels). In one partic

ular case, namely N " 10, So " - 59 dBm, 6S " 8 dB, and for turning flight, the results are 

P(iVll " 0.00267 

Se '" -80.7 dEm 

To put these results into perspective, Fig. II-11 has been prepared. The plot shows the definite 

integral 

plotted vs the upper limit of integration. This function of S is proportional to the cumulative 

distribution of S given that a missed surveillance update has occurred; in fact 

S' N( [P(mIS)] p(S)dS
 
P(S < S' 11\1) '" -J-"'o-----,P~(l\,..."l-)---
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Fig. II -11. Resulting unconditional miss probability. 

The abruptness of the knee of the curve (abruptness relative to the cumulative distribution of S 

which is also plotted) shows that almost all missed updates are due to deep fades, and thus indeed 

a step function is an accurate approximation to [P(m IS)]N. 

Calculations of effective sensitivity for a variety of cases are still in progress. Results so 

far indicated that the step function approximation is quite accurate. The conclusion is that link 

reliability is determined essentially by fade statistics and not by interference statistics. 

c Reinterrogation Effects - Multiple Targets 

A study in progress is concerned with the problems of determining measures for the reliabil 

ity of message delivery to a set of aircraft within an azimuthal wedge as a function of the reinter

rogation strategy. The analysis is based on the assumption that the DABS interrogator is capable 

of multiple calls to a target within a single scheduling interval (wedge) in order to increase the 

reliability of an imperfect communication link. There are two somewhat conflicting goals in 

designing a reinterrogation strategy: (a) maximizing the per-target re liability, and/or (b) max

imizing the reliability over the whole population of targets within a wedge. These goals are con

flicting to the extent that the most realistic constraint on the process is that the total number of 

interrogations available within a wedge is limited. Thus, with a limited number of extra inter

rogations available, it is necessary to determine a satisfactory (if not optimal) way of allocating 

them within the population of targets. 

An example follows of the type of calculations that have been done to characterize the reliabil 

ity over a population of aircraft for a fixed number of interrogations under the assumption that, 
each aircraft is interrogated at least once. Let there be K aircraft within a wedge and a total 

of N = 20 interrogations (trials) available. The probability P(K - 1 !N) of obtaining at least 

K - 1 successes within N interrogations as a function of K is of interest (the ratio K/N can be 

regarded as the wedge loading factor where 100-percent loading indicates that each aircraft can 

be interrogated only once). 

We let p denote the single interrogation missed message probability for an aircraft 

[q = (1 - p) is the probability that a single interrogation is correctly received and acknowledged]. 

We assume that p is constant and independent from trial to trial within a scheduling interval for 
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a given aircraft. The results reported in Section II-A-2-d indicate that at least 90 percent of the 

aircraft under interrogation will have a miss rate of less than p = 0.1. Using these results, the 

quantity P(K - 1 IN) is calculated for two representative cases. 

Case 1:	 All K aircraft within the wedge have p = 0.1. 

Case 2·	 (K - 1) aircraft each have p = 0.1 and one aircraft has p = 0.9.
 

This high miss rate corresponds to the one aircraft (bogey)
 

being in a fairly deep fade.
 

In Fig. II-12 the "Unreliabilities" [1 - P 1 (K - liN)] and [1 - P (K - 11 N)] are plotted for
2

Cases 1 and 2, respectively, which can be taken as the probability of not obtaining at least (K - 1) 

out of K successes within N = 20 trials. This figure clearly illustrates the extent to which a 

single bogey aircraft adversely affects the overall reliability. For example, at 80 percent loading 
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Fig. II-H. Probability of not hitting 
at least K out of K + 1 targets vs 
number of targets, K. 
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INTERVALS IN WEDGE 
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(15 aircraft within the wedge) we have approximately 99 percent chance of attaining success on ,
 
at least 14 out of 15 if the bogey is not present. Alternately, if the bogey is present, there is
 

only about 90 percent chance of obtaining successes on at least 14 out of the 15 aircraft using
 

all 20 of the available interrogations.
 

In order to get an indication of the averag~p~r target reliability for this interrogator

scheduler model we can take the (11K - 1 }th root of P(K - liN) which yields for the 80-percent 

loading example: 
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[P ]1/14 _ 0.9993 
1 

(P ]1/14 ~ 0.993 
Z

d. Miss- Rate Distribution 

To allow a better understanding of the miss rates that may be expected among a population 

of aircraft under the surveillance of a DABS sensor, a brief analytical investigation of the miss

rate distribution was undertaken. 

To avoid ambiguity, a careful definition of the term "miss rate" is in order. Let "miss" 

denote an unsuccessful interrogation; let "target state" denote all of the following: 

Aircraft location (relative to the interrogator),
 

Boresight direction (relative to the aircraft),
 

Aircraft orientation,
 

Type of aircraft and antenna location,
 

Transponder sensitivity, power, and any malfunctioning of the transponder,
 

Severity of the interference environment,
 

Obstruction and/or propagation fades,
 

Type of DABS signals (whether surveillance or communication);
 

and let "miss rate" m denote the conditional probability 

m ~ P(miss Itarget state) 

This investigation concerns the variability of m which results from the variability of the target 

state. Accordingly, target state is considered to be random, and as a result of this characteriza

tion m is a random variable. Results are given in the form of the probability distribution of m. 

This preliminary calculation includes some but not all of the sources of variability. Those 

included are: range (uniform ly distributed over 0 to 100 nmi), aircraft orientation (heading 

uniformly distributed over 0 to 36 0° with 5 percent of all aircraft in banked conditions), trans

ponder malfunction (where 1 percent of all aircraft are assumed to "malfunction" - a condition 

in which the transponder's sensitivity and transmitter power are both degraded by ZO dB), and 

DABS signal type (where 90 percent are of the short-uplink/short-dow;1Iink type and 10 percent are 

of the long-uplink/short-downlink type). The assumed power budget provides for 14 dB fade al 

lowance at 100 nmi range, 0.5° elevation angle. Power programming is not employed. The 

assumed interference conditions are representative of a New York, 1980 maximum environment. 

Results are shown in Fig. II-B. The probability distribution of m is plotted in both cumula

tive and density forms. Results show that the median value of miss rate is about 3 percent and 

that the large majority of targets have miss rates no worse than 10 percent. It is interesting 

that low miss rates are so prevalent in spite of the maximum interference environment assumed. 

It follows that most targets will be successfully interrogated on the first try. There is a 

small fraction of targets (those in deep fades) having miss rates so high that successful inter

rogation would be unlikely even in many repeated tries. It may be concluded that when a target 

occurs with miss rate around 50 percent, there will very likely be time and opportunity for suf

ficient repeats to achieve success. 

Uplink power programming is yet to be investigated in a study of this type. The notable 

prevalence of low miss rates seen in the present results suggests that power programming by 
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a moderate amount (for example, a 10-dB power reduction on all first tries) will also lead to 

a manageable miss-rate distribution. 

3. Link Diversity 

a. Airborne Diversity 

The problem of antenna shielding by various physical features of the aircraft is most acute 

during maneuvers and results in reduced communication reliability. It is during these maneuvers 

that position uncertainties can increase substantially and potentially dangerous situations arise 

quickly. The use of multiple antennas on the aircraft is under study as a means of maintaining 

high communication reliability. 

A computer program was developed which combines two aircraft antenna patterns measured 

on scale model aircraft. The resulting pattern is the result of comparing the gain of each antenna 

at each possible viewing angle and selecting the maximum gain value at that viewing angle. In a 

.similar manner the transponder would select which antenna signal to process and which antenna 

to use for transmission. An example of the pattern improvement is given in Fig. II-14. For a 

popular GA aircraft with a bottom-mounted antenna and in a 3D" roll Fig. II-14(a) shows the an

tenna pattern around the aircraft. (While this example is presented for a small GA aircraft to 

demonstrate the principle, the use of multiple aircraft antennas is a more serious consideration 

on much larger aircraft.) It is evident that the right wing and fuselage are shielding the antenna 

and resulting in substantially reduced gain. Similarly Fig. II-14(b) shows the pattern for a top

mounted antenna on the same aircraft and in the same maneuver. This time the left portion of 

the pattern has gain values well below an isotropic antenna level. By using the" greatest of" cri

terion in selecting the antenna, the resulting "effective" antenna pattern is shown in Fig. II-14(b). 

One observes a substantially improved pattern shape with relatively few azimuth viewing angles 

NOSE 11104-1&1341 

LEFT
 
WING
 

TAIL 

(0) BOTTOM-MOUNTED A~TENNA 

Fig. II-14. Scale model aircraft antenna patterns (azimuth cut). 
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Fig. II-14. Continued. 

22 

L 



resulting in gains below 0 dBL The link performance of such a dual-antenna aircraft is sub

stantially improved by the elimination of the deep nulls in the pattern. 

b. Ground Diversity 

In the previous QTS (pp. 17-20) the bounds of geometric differences between two sensors 

were described. For an aircraft viewed by two ground stations there are differences in path 

loss (l>L), azimuth aspect angle (l>cp), and vertical aspect angle or depression angle (l>o). 

For ground-diversity studies one is interested in the correlation of the nulls in the antenna 

pattern of such an aircraft over the range of these geometric differences. A computer program 

was written in which one specifies a path-loss difference and vertical aspect angle difference, and 

the program then compares the gain at each aircraft angle with the gain at l>cp degrees away. The 

greater of these two gains is selected for all the azimuth angles. From these results a determi

nation can be made of the worst fade, relative to an isotropic antenna gain, which these two sen

sors cannot avoid for the l>cp value. If this is done for all l>cp values, "worst fade" can be plotted 

as a function of l>cp. This type of result is shown in Fig. II-1S. In this example, l>L = 0 dB, l>o = D·, 

o = 1°, and an aircraft pattern for a popular small aircraft was used. (These conditions define 

only one location in the region of joint responsibility. More cases need to be run to cover the 

40 I-----------~---------=:;::::;:==:;:::;:;___l 

33 

30 

- 25 
a>.., 
o 
~ 20 
'" 
.... 
III 
lr 
o 
~ 15 

111-4-161311 

AL' OdB
 

68 = 0
 

8 =, dog 
ROLL =30 dog 

64> l dog) 

Fig. II-15. Worst fade observed by two ground stations vs difference in azimuth 
aspect angle (l>cp). 

geometric extremes.) In addition, a 30° roll angle is assumed. At the l>cp = 00 point both sensors 

are looking at the same point on the antenna pattern, and the deepest fade in the pattern is also 

the worst unavoidable fade as one would expect. As l>cp departs from zero and reaches the 80 0 

to 180" range on either side of zero, the aircraft antenna fades greater than 8.0 dB are uncorre

lated. This is about a 22. O-dB imprO\'ement in the worst fade which the ground system must 

worry about in the region of joint responsibility. If each sensor can handle the 31-dB fade at the 

25-nmi single-sensor responsibility range, it can only handle approximately 24-dB fades at '60 nmi. 
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But, the preceding results show that it only need handle fades at 8. °dB below isotropic if co

ordinated with the adjacent sensor. This is a sample of the kind of system improvement possi

ble with a ground-diversity system. 

B. Link Design 

1. Cplink Coding Performance lVleasurements 

Testing of the coding aspe,'t of the DABS uplink was begun during this reporting period. A test 

hench has been assembleo which provides a means of generating coded DAns messages garbled 

by two independent "modes" of ATCRBS interference. The DABS messages are encoded in a 
6 

manner equivalent to the me1hod described in ATC-30 , Sectior1 5.0, and t.hen modulated according 

to the DABS uplink format (4 1VIbit/sec DPSK). The coding of DABS uplink messages is intended 

to enable a DABS transponder to detect (rejel't) those messages that it has demodulated incorrectly. 

The test bench is being utilizeo to experimentally determine the probability of an undetected 

message error, given that two ATeRBS interference modes have garbled the message. 

1\'leasured data are shown for the particular case where one interfering mode is a 3/A inter

rogation, with 1"2 pulse also present, while the other mode present is a Pi - P2 suppression 

pair (improved SLS). The conditional probability of undetected error, shown for a 48-bit mes

sage in Fig. II-16 and for a 96-bit message in Fig. IJ-17, was experimentally rletermined hy re

peatedly (10 8 trials) garbling a DABS message v.;ith these two particular ATCRBS modes. 
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Fig. 1l-16. Probability of undetected Fig. II-17. Probability of undetected
 
message error vs interference-to message error vs interference-to

signal ratio, (J (48-hit message l. signal ratio, () (96-bit message).
 

Predictions have pre':ious]y been made (internal Laborator,V report) of the coding perform

ance that should be achi' "ed b:f a variety of candidate codes.':' Selection of the particlllal' ('ode 

incorporated in the Provi si ona I Li nk Standard6 was based on these prerlictions. The predi <'ted 

performance for the selected ('ode under the interferenc(' ('onrlitions tested experimentally ranged 
7 7from ·1.2", x 1n- to 6.S x 10- (undetpl'ted error probability). Agreement hetween prediction and 

th.· llleaScll','tllent is considered to be satisfal'tor.v, the original estimate being slightly ('onservative. 

',' For example, see DABS QTS, 1 .ram13.r~· 1973. p.8. 
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2. Downlink Preamble Design 

A DABS downlink reply consists of a data field preceded by a preamble. The preamble 

serves to notify the DABS processor of the presence of a reply and to supply the necessary tim

ing and amplitude information needed in the subsequent processing of the data field. 

A comparison of the performance achieved using four different preamble structures in the 

presence of A TCRBS interference and Gaussian noise has been made. The performance data 

were obtained by specifying appropriate algorithms for processing each preamble and then simu

lating the operation of these algorithms under controlled interference conditions. In each case, 

it was assumed that the only information available to the preamble processor was the detected 

(video) sumbeam signal. On the basis of this performance comparison a tentative choice was 

made for the DABS downlink preamble format. Additional simulations were then conducted to 

obtain a more complete characterization of the level of performance which can be achieved with 

the selected preamble. 

Cost considerations in the DABS transponder require that the reply preamble and the reply 

data field be signals which can be generated by a NRZ-PAM modulator. The basic element of 

modulation is called a chip. Several constraints have been imposed on the preamble design within 

the NRZ- PAM framework. Specifically, the duration of a chip, called the chip-width, is 0.5 flsec. 

At least 2 flsec for processing delay must be allowed between the trailing edge of the last pream

ble pulse and the beginning of the data field. The total duration of the preamble, including the 

2- flsec processing interval is to be 8 flsec. Therefore, a DABS preamble must consist of sixteen 

chips, the last four of them being zero (absent). The other chips are to be chosen in such a 

manner that the three preamble processing functions of detection, arrival time estimation, and 

signal amplitude estimate can be performed satisfactorily. 

CHIP WIDTH 118-4-15908-iL 

L----LO_·-:L--10.:..... _...LD~·"-"-_~"-----'------'-_.L..Q.J.,'''''-. ""'-_~--'---' 

FOUR CHIP DEAD TIME 

~ 

~"" 

Ill. 0 

Fig. II-i8. Downlink preamble formats. 

The preamble candidates for DABS, shown in Fig. II-18, each consists of two pulse pairs. 

The first and third pulses form the first pulse pair, the second and fourth pulses form the sec

ond pair. For this pulse-spacing structure at least two leading edges (one from each pulse pair) 

will normally be received interference free. 

The detection of a single pulse is accomplished when the "video pulse quantizer" output is 

high (at the '1' level) for a sufficient fraction of a pulsewidth. The required fractlon for detec

tion, denoted by y, will be called the "pulse detection threshold" and is a parameter in the sim

ulation program. The discrete time operation of the preamble declaration algorithm constrains 

the value of the pulse detection threshold to several discrete values. For example, if the quan

tized video (binary) is sampled at a 20- MHz rate, ten samples are taken during a chipwidth of 

0.5 flsec. If, say, seven of the samples must be '1' for a pulse to be detected, then 'Y = 0.7. 
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Fig. n-19. Probabilit:v of detection. PI)' vs probability of false alarm for downlink 
preamble formats of Fig. II-iS. 

The evaluation procedure consists of ranking the four candidate formats on the basis of their 

detection performance under severe interference conditions. The simulated performanl'e of the 

four formats is presented in Fig, 11-19. The probability of detecting the l)ABS preamble, Pl)' 

when it is overlapped with a single /\TeRES reply (a]] ('ode pulses on and an interference-to

signal ratio. fl. of 0 dB) is plotted on the ordinate. The {erroneous) detedion of a DABS pream

ble when there is no DABS preamble present, i. c., probability of fal se alarm, P F' is plotted on 

the abscissa. For the latter ~ituation. two overlapping ATCHBS replies, with all pulses on. are 

assumed. Each point on the curves marked by an X corresponds to a particular sE'tting of the 

pulse detection threshold, y. This plot of PI) vs P is referred to as the receiver operatingF 
characteristic. It is accepted practice to connect the points ohtained for the a]]owahle threshold 

values with straight lines to obtain a continuous curve. Should such a ('urve for one format ever:v

where lie above the performance characteristic of another format then the former is superior, 

Formats J and IV are clearly superior to lJ and Ill. Format I is chosen over Format IVan the 

lJasis of a slightIy better performan(·e. and also because its shorter duration provides a longer 

processing interval between the preamble and data field. 

Format I was then sub.iecterl to a thorough test under extensive interference conditions. lIad 

this format proven inadequate in the subsequent investigation, Format IV woulrl have been con

sirlererl. In each of the fo]]owing performance curves, three quantities are plotted: PD' the 

probabilit:v that the Format J preamble is detected; P the probability that Format 1 is detectedT , 

and. in addition, provides a timing estimate in error by not more than ±100 nsec; and. P .. theA
probability that the prl>amble is deter·ted with an accurate t.iming estimate. anrl an amplitudC' es

timate \\'ithin ±3 dB of the actual received amplitude. 
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Fig. II-20 shows the results of a computer simulation giving the probability of success, 

PSuccess' for each of the three characteristics P D, P T , and P A' vs p for two jamming situa

tions. In the upper graph two ATCRBS replies are present; in the lower graph, one ATCRBS 

reply is present. In both cases, each code pulse is assumed to be "on" or "off" with probability 

0.5. The results, in conjunction with projected fruit statistics, are sufficient to advocate the 

adoption of Format I as the downlink preamble. 

The performance of Format I in the presence of two interfering ATCRBS replies as a function 

of SNR is given in Figs. II-21 and II-22 for a p of 0 dB. In Fig. II-21, SNR is varied while hold

ing MTL at 10 dB above noise. This figure shows that although 90 percent of the preambles are 

detected for a SNR of 14 dB, the timing degradation, P varies markedly with SNR. Figure II-22T , 

shows that fixing MTL relative to the noise level results in improved measurement of time of 

arrival, TOA, at low SNR. 

The preceding analysis has assumed that the "video-pulse-quantizer" output is available 

every 50 nsec (20-MHz sampling rate). If, in fact, the sampling rate is only 10 MHz, the pre

amble performance (shown in Fig. II-20 for 20 MHz) is as given in Figs. II-23(a) and (b). For 

comparison purposes, P A for a 20-MHz sampling, is also shown labeled as PA: Although P A 

has decreased rather substantially for p > 10 dB, the preamble performance appears to be ac

ceptable. This will be verified when these results are incorporated with an analysis of the fruit 

environment. 
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C. System Design 

1. System Simulation 

Simulation has been initiated to assess DABS system performance in an operational environ


ment. Interrogation management and tracking functions for a DABS sensor with rotating antenna
 

are being simulated initially. The effort differs from previous simulations in that the complete
 

scheduling-tracking loop is included and the traffic model is more realistic. The overall struc


ture of the simulation and traffic model are described in the following paragraphs.
 

It is anticipated that eventual applications of the simulation will include performance evalua

tion of DABS message management, sensor-based IPC, and network/communications management. 

a. Sensor Simulation 

The sensor model included in the simulation incorporates the interrogation management 

. philosophy described in Section III. In this approach interrogation management is subdivided into 

(a) dynamic tasks (occurring in "fast time"), including interrogation and reply scheduling and 

minor list editing, and (b) background tasks, such as tracking and azimuth and range reordering 

of the track file. A diagram of the simulation structure is shown in Fig. II-24. The support func

tions are operated on a time-interrupt basis, so that the program returns to scheduling at the 

beginning of each interrogation period. 

SCHEDULING
 
AND
 TARGET 

INTER ROGATION INFORMATION 
TASK 

c.:':J 

I MESSAGE -,
 

: MANAGEMENT
 

L_ ---.!ASK_-l
 

,---, 
I PWIIIPC 
I TASKL -l 

Fig. II-24. DABS sensor simulation. 

The intent is to run the simulation in a mode which closely approximates real-time operation, 

thereby providing a basis for determining computational requirements for the individual sensor 

tasks. Performance trade offs can be analyzed for various settings of the sensor operating param

eters. The initial modules of the simulation include interrogation management and tracking func

tions. Sensitivity of performance to scheduling parameters and track file organization is being 

studied. In addition, while message management is not included yet, a measure of the time avail 

able for additional data link transactions will be recorded in the current study. Later addition 

of a message management module will permit a determination of the efficiency with which the 

available time may be utilized, and an analysis of message throughput rates. 
2The MITRE traffic model for the Los Angeles Basin in 1982 has been utilized to provide a 

realistic traffic sample for these DABS simulations (see the next section). To simplify their 

use, the traffic samples have been azimuth-ordered and the target positions time-corrected to 

appear at the proper moment when the antenna (based at LAX) would view them. 
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b.	 Adaptation of the MITRE Los Angeles Basin Traffic Model 
for DABS Simulations 

The MITRE model of the Los Angeles Basin is being adapted for use as a tool for testing DABS 

functions. It is particularly useful in checking such functions as tracking and IPC. This excel

lent model accurately depicts where aircraft are flying, type of aircraft, quantity of aircraft, 

and flight profile. However, there are two oversimplifications in the model which limit its use

fulness, and which we are in the process of correcting. The fi rst is the maximum turn rate. 

The model allows 3 deg/sec. whereas in reality Gi\. VFR aircraft can turn at rates as high as 

10 to 15 deg/sec, corresponding to large bank angles, occasionally as high as 45° or 60 0 The• 

second modification is the intrOduction of variations to aircraft trajectories. As the model stands 

now, all aircraft fly predetermined. mathematically precise paths, whereas in aduality some 

dispersion in flight tra,icetories would be expected. It is anticipated that with these modifications 

the model will he an excellent input to the DABS sensor and network simulations. 

Z.	 Demonstration of IPC Concept 

i\ plan has been completed for an IPC Experimentation and Development Program. l'nder 

this plan Lincoln Laboratory will be tasked to conduct live experiments and demonstrations 
3utilizing the IVI-RS Experimental Facility. The IPC algorithm developed under 08E1\1 guidance

is being used as a point of departure for development and refinement of the IPC concept. This 

section l:ontains a report on initial plans for testing at D.'\BSEF and summarizes estimates of 

message rate requirements for delivering IPC message via the DABS data link. A preliminary 

description of the software required for DABSEF IPC testing is given in Section V. 

a.	 IPC Demonstration Planning 

Plans are being made to use DAI3SEF in live IPC flight tests. Preliminary activities pre

ceding the live testing include: 

Installation and checkout of a DABSEF-to-NAFEC land line data link
 

Preparation of IPC software
 

Fahrication of an IPC display
 

All of the above activities have begun. 

The initial thrust of the experimentation will he to gather pilot reaction ami specific criticism 

of the general con('ept and operation of the algorithm. Plans call for a spectrum of live environ

ments, including several aircraft of differing types, differing flight situations, ami various ('on

current cockpit activities. In addition to pilot reaction. the IPC plan wi]] provide for controller 

reaction by feeding IPC information on live IFR aircraft under surveillance at DAI3SEF to the 

1\.\S simulator in the S,vstem Support 1"acilit:v (SS1") at 1\AFEC. 

b.	 IPC :\lessage Rate Analysis 

In areas whcre IPC/PWl servicc is provided, a substantial portion of the information flow 

on the DABS uplink \vi II he devoted to updating ai rcraft IPC /PWI displays. The character of thi s 

information flmv can affect ('apal'itv, message-handling techniques, bit assignments within mes

sages, and other aspects of the DABS design. Certain elements of the display update iask have 

bpen characterized in an analytil'al manner and evaluated using the nominal alarm thresholds 
3

which have heen proposed for the fPC algorithm heing implemented. Results are summarized 

be low. 
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(1) Nonflashing PWI Alarm Rate 

Nonflashing PWI alarms are produced by violation of simple proximity criteria. The average 

rate at which violations occur for the typical aircraft is, 

where 

R is the horizontal warning radius 
w 

Zw is the altitude warning distance (half-band) 

o is three-dimensional traffic density 

V is relative velocity 

. and E is the expectation operator representing an averaging process over the airspace and air 

craft types of interest. 

The expected number of alarms observed at anyone time by an aircraft is 

(2 ) 

with the distribution of alarms given by the corresponding Poisson probabilities 

(3 ) 

(2) Flashing PWI Alarm Rate 

Flashing PWI alarms are produced by violation of a tau (range /range rate) threshold. It 

can be shown that for a tau threshold, T , only encounters with miss distances less than (VT /2)w w
 
produce flashing alarms. The alarm rate equation is then
 

(4) 

where Zw is the altitude warning distance appropriate for flashing PWI alarms. 

When the duration of the flashing alarm is considered, it can be shown that the expected num

ber of flashing alarms for a given aircraft is 

(5 ) 

where N follows a Poisson distribution as indicated in Eq. (3).
w 

(3) Negative and Positive Command Rate 

A command is issued whenever a tau threshold is violated. The combined (positive plus 

negative) command rate can thus be obtained by applying pure tau criteria equations such as (4) 

and (5). In order to determine how many of the commands are positive, the fraction of com

mands which occur with miss distance less than the positive command miss threshold, A ' must 
w
 

be calculated. If an ensemble of aircraft flying with speed Vl' with headings uniformly distrib


uted in a band of width 8, is considered, then the average rate of positive commands can be
 

shown to be
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Fig. II - 26. DABS coverage at 12, 000 feet for candidate sensors listed in Table II-1. 

32 



where 

-1 
Ci = 2 sin (3 and e > Ci 

The negative command rate is found by subtracing the above value from the combined com

mand rate. Command alarm rates for an aircraft density appropriate for the central Los Angeles 

Basin in 1982 are displayed in Fig. II-25. 

(4)	 Display Update Rate 

The most important update task arises from the need to add and delete nonflashing PWl 

alarms, or to move them from one position to another on the display. 

When the airspace around the aircraft is divided into 12 bearing sectors, each of 30° width, 

then it can be shown that in the typical case a threat aircraft will enter the PWl warning circle, 

cross four sector boundaries, and exit. The number of display changes required for a typical 

PWl encounter is thus approximately six times the nonflashing PWl alarm rate given by Eq. (1 ) 

(i. e., one change for entry, one for crossing each sector boundary, and one for exit). When 

evaluated at traffic densities corresponding to the central Los Angeles Basin in 1982 (with R 
w 

5 nmi and Zw = 2000 ft), it is found that on a given scan approximately 75 percent of the aircraft 

require a DABS Comm-A interrogation to update display information. 

A more detailed report of the results of this study is forthcoming. 

3.	 DABS Coverage 

The goals of this study are to: 

(a)	 Develop a candidate plan for DABS sensor deployment which satisfies 

DABS, lPC, and Synchro- DABS coverage requirements. 

(b)	 Determine how the DABS sensor maximum range and elevation cutoff 

angle affect coverage. 

(c)	 Determine which of the present ARSR and ASR locations are advanta

geous for DABS. 

Line-of-sight blockage from terrain, and to a lesser extent buildings, will be considered during 

the	 above study. 

Maps of composite coverage at specific altitudes and plots of minimum service altitudes 

along specific air routes will be provided by the Electromagnetic Compatibility Analysis 

Center (ECAC). Composite coverage maps are horizontal cuts at fixed altitudes, whereas route 

coverage plots represent vertical slices through the coverage volume. This information will be 

based on the best available geographic contour data for regions of interest, and the maps will 

indicate the locations of existing VOR sites or ATCRBS sites, as appropriate. See Fig. II-26 

for an example of a composite coverage map at 12, 000 ft where the candidate DABS sites are 

listed in Table II-t. 
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TABLE II-1 

CANDIDATE DABS SENSOR SITES 

Site ID 

Chic.ago O'Hare 

Los Angeles 

Atlanta Munidpal 

,T. F. Fennedy 

San Franc.isco 

Dallas Love 

LaGuardia 

i\liami 

Washington National 

Boston 

Philadelphia 

St. Louis 

Denver 

Pittsburgh 

Newark 

Houston Intercontinental 

Fansas City Municipal 

Cleveland Hopkins 

;VI inneapolis 

Baltimore International 

New Orleans 

:\1emphis 

Seattle /Tacoma 

Cincinnati 

Las Vegas 

Tampa 

Portland 

Phoenix 

San Diego (Lindberg) 

Louisville Standiford 

:Vljlwaukee 

Salt Lake City 

Linr:oln Laboratory will provide the following data for the study: 

(a) DABS sensor service limits (surveillance range vs elevation), 

(b) IPC service limits, 

(c) S:,rnchro- DABS servic.e limits, 

(d) Geographic regions of interest within CO~CS, 

(e) DABS sensor locations, 

(f) Altitudes of interest, 

(g) Routes of interest, 

(h) Loc.ation and height of nontopographical obstructions. 

DABS coverage is taken to be line of sight: that is, an aircraft is under DABS surveillance 

if it is not blocked by the terrain, is within the maximum range of the sensor, and is above the 

sensor cutoff angle. 

TPC coverage requires a surveillance guard band around the aircraft being served; that is, 

an aircraft receives fPC service, providing a]] airspace within 13 nmi in a horizontal direction and 

y feet in the vertical direction is under DABS coverage ({3 and)' are nominally 8 nmi and 2000 ft, 

respecti\·ely). 

Sync hro- DA TIS epoc h timing is provided to all areas under D1\ BS surveillance with some 

gaps filled in b,\' omnidirectional interrogators located at current VOR sites. Thus, for the pur

pose of this coverage study, VOR sites will be treated similarl~' to DABS sensors. It is im

portant to note that, as with IFC, only a subset of the aircraft that are receiving S~'nchro-DABS 

epoc.h timing actually receive complete collision avoidanc.e service, so that a guard band is re

quired as with IPC. 
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III. SENSOR DESIGN 

A. Antenna Studies 

1. Integral-Feed Beacon/Radar Antenna 

A DABS beacon feed, integrated with the radar antenna feed, is being developed by Texas 

Instruments, Incorporated, for the ASR-7 antenna. This combination feed will provide sum and 

difference patterns at the beacon frequencies without degrading the performance of the radar 

antenna. 

TABLE III-1
 

ASR-7 INTEGRAL BEACON FEED PERFORMANCE SUMMARY
 

Beacon Performance (breadboard model)
 

Performance Parameter
 1.03 GHz 1.09 GHz 

26.5 dB 27.2 dB
 

Azimuth beamwidth
 

Gain 

3.5 0
 

Azimuth sidelobes (peak)
 

3.7 0 

27 dB
 

Elevation cutoff rate (at 0 0 
)
 

24 dB 

1.8 dB/deg 1.8 dB/deg 

Elevation peak 5.5 0
 

Horizon gain (relative)
 

5.5 0 

-5.2 dB-5.3 dB 

Radar Performance (breadboard model) 

Measured 
Performance Parameter (at 2.8 GHz) 

Gain 

Specification 

34.4 dB 

Elevation beamwidth 

34.0 dB 

5.0 0
 

Power at -3.5 0 elevation
 

4.7 0 to 5.3 0 

-20 dB -24 dB 

Elevation ICR -20 dB -16 dB 

Azimuth ICR -20 dB -18 dB 

Azimuth beamwidth 1.35 0 
- 1.65 0 1.4 0
 

Azimuth sidelobes
 -20 dB -30 dB 

A complete set of patterns has been measured on a 4-dipole-fed breadboard beacon/radar 

antenna model. Key parameters are shown in Table III-i. Sample measured patterns are shown 

on Figs. 1II-1, -2, and -3. The elevation patterns shown on Fig. III-1 are referenced, in accord

ance with the ASR-7 specification, to the nominal position wherein the nose of the radar beam 

lies 4 0 above the horizon. The beacon feed design as implemented, results in the nose of the 

beacon elevation pattern falling at plus 5.5 0 (5 dB down at horizon crossover), i.e., 1.5 0 above 

the radar elevation pattern nose. The frequency dependence of the azimuth sum sidelobes, which 

is evident on Fig. III-2, is a consequence of the change in the feed pattern with frequency. The 

difference-to-sum crossover is at about -4 dB from the sum peak as shown in Fig. 1II-3; this is 

about 1 dB lower than is desirable for optimum monopulse patterns with independent control of 

illumination, and represents a 10- to 20-percent reduction in angular sensitivity. The impact of 

the reduced sensitivity will be one of the subjects of the experimental evaluation of the antenna 

system. 

Delivery of the antenna is expected in January 1974. 
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Fig. III-2. Measured beacon azimuth patterns (sum). 
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Z.	 Requirements Imposed by Sidelobe Suppression Techniques 

The SLS pattern requirements are presently under investigation. From a system viewpoint, 

three different sets of requirements have been identified: 

(a)	 Interrogation SLS (i.e., Standard Transmit SLS, as opposed to "improved 

SLS") for ATCRBS and DABS all-call interrogations (omnitransmission of 

PZ pulse). 

(b)	 "Special Transmit SLS" for DABS roll call. Its purpose is to assure that 

responses outside the monopulse field of view are not elicited. This action 

is required primarily over an angular region covering a few degrees beyond 

the edge of the monopulse window and is motivated by potentially large errors 

in azimuth for close-in targets; beyond this angular region the ID check is 

sufficient to prevent sidelobe responses. The SLS action is accomplished by 

the "P5" pulse which masks the synchronization phase transition in the DABS 

roll-call uplink format, except in the appropriate angular region. 

(c)	 Flagging of suspected sidelohe reception to supplement the above interroga

tion suppression functions and to reduce the number of processed fruit 

replies. 

Simulations and experiments are being conducted to evaluate the possibility of using various 

combinations of the monopulse difference pattern and omni-type patterns for the above functions. 

3. Effective Sidelohe Gain 

Certain beacon interference phenomena depend primarily on the sidelobes and backlobes of 

the interrogator antenna with only a weak dependence on the mainbeam. In characterizing these 

phenomena it is useful to define an "effective sidelobe gain" of the antenna. 

To express the susceptibility of an interrogator antenna to ATCRBS fruit, the following def

inition is proposed: 

Z 

Gff"[Z _1 r -0G(8,dde]ee rr M -'zrr-e 
M 
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where
 

G = effective sidelobe gain
eff 

G(e, E) = antenna gain pattern (not in dB) 

e = azimuth angle 

E = elevation angle 

eM = the azimuth region of the mainbeam 

In words, G is the square-mean-root gain, computed, at a particular elevation, over the full
eff 

360' of azimuth except for the mainbeam. 

". To justify this definition, the following property is noted. Suppose that ATCRBS-transponder

equipped aircraft are distributed statistically, with uniform range distribution, and suppose that 

·all aircraft have the same ERP (effective radiated power). Then the average number of non

mainbeam "fruit producing aircraft" (meaning aircraft located near enough so that their received 

fruit powers are above some stated receiver threshold) is 

where
 

p = range density of aircraft
 

A = wavelength
 

T = threshold, expressed at antenna terminals
 

For a hypothetical antenna, omnidirectional in azimuth with gain Go' the corresponding N value 

is 

It is evident that if Go = G the two N values become equal. In this sense, the interrogatoreff, 

antenna, G(e,E), is "equivalent" to the omnidirectional antenna of gain Geff" 

It is interesting to observe that Geff can be computed if the distribution is known, where the 

distribution is the function D(G) defined by 

D(G) = fraction of non-mainbeam azimuths for which 
antenna gain is less than G (at a particular 
elevation) . 

One can verify this property by imagining that azimuth e is a random variable with uniform 

distribution over all values exterior to the mainbeam. Then antenna gain is a random variable, 

and D(G) is its cumulative probability distribution. If a new random variable X is defined as 

x=-vG(e,d 

then the mean of X is related to Geff by 

x =S-VG(e,cp) p(e) de = 1 S-vG(e,d de
271" - eM 
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(where lower case p denotes probability density) and is related to D(G) by 

x= S.JG piG) dG = .f .JG [d~ D(G)] dG 

It follows that G can be computed from D(G) using
eff 

2 
= {S "JG [d~ D(G) 1dG 1Geff 

Examples of these concepts are given in Fig. lII-4. The figure shows the distribution of non

mainbeam gain values for two present ATCRBS "hogtrough" antennas, based on field measure

ments. Data for the DABSEF antenna are also shown, although these data were obtained from 
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Fig. III-4. Distributions of sidelobes and backlobes showing 
effective sidelobe gain, Geff " 

antenna-range measurements (and so are not directly comparable to the other two curves). By 

numerical integration using the formula immediately above, G values have been computed foreff 
the two hogtrough antennas. 

-35.5 dB relative to peak gain - antenna A 
G = {eff _ 36.8 dB relative to peak gain - antenna B 

Although the DABSEF antenna data are not complete, the similarity in curve shapes suggests that 

Geff ~ -43 dB relative to peak gain - DABSEF. 

B. Reply Processing 

1. DABS Reply Processing 

A simulation program consisting of "data generator" and "reply processor" has been written, 

and checked out on the SEL 86 computer at DABSEF. The data generator produces a data tape 

containing DABS replies with overlapping ATCRBS interference. All parameters associated with 

the replies and interference are suitably controlled for use in the reply processor. The reply 

processor generates information bits and monopulse azimuth estimates for each DABS reply in 

a controlled ATCIU3S interference environment. 

The data generator allows a great deal of flexibility in the choice of the parameters used to 

generate the DABS and ATCRBS replies. The antenna patterns used are independent sum and 

difference beams having beamwidth as a parameter. Taylor weighting coefficients are employed 
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to allow the production of realistic sidelobe levels. Amplitude and phase errors may be added 

during generation of the patterns. 

The message content of the simulated DABS reply can be controlled or made random, as can 

its SNR and azimuthal location with respect to boresight . The ATCRBS interference replies may 

also have controlled or randomly set SNR, code pulse content, time of arrival, frequency, and 

azimuthal location. Random values of SNR for either DABS or A TCRBS replies are selected from 

a model generated from ECAC data and presented in the 1 July 1973 DABS QTS. All other random 

parameters assume uniform distributions except for the distribution of reply azimuthal position 

which allows for bunching of replies. 

The sum, difference, and omnidirectional antenna outputs are converted to the maximum 

likelihood detection statistics (see Refs. 4 and 5) and to a set of outputs consistent with the re
:. ceiver configuration at DABSEF. These outputs are the "log sum," "log omni," and signals pro

portional to Re (.6./~) and 1m (.6./~). A first-order IF filter is used during the generation of these 

.outputs. 

A data tape is generated representing a large number of Monte Carlo trials for each set of 

interference replies overlapping a DABS reply. 

Successful detection of the reply is assumed. The "reply processor" uses consistency checks 

within the DABS preamble to produce an amplitude and monopulse azimuth estimate. These esti

mates are used in the production of a set of information bit estimates and a related confidence bit 

sequence. The possibility of taking advantage of the interference channel [1m {.6./~} signal], as 

well as an indication that a reply was received from the sidelobes or backlobes (generated using 

the log omni and log sum outputs), also exists. For each DABS information bit estimate, a set 

of interference indicators is produced which allow for the generation of a confidence bit se

quence, and also allow the processor to accumulate a monopulse azimuth estimate for DABS bits 

free of ATCRBS interference. 

The reply processor produces statistics on the number of information bit errors, number of 

low-confidence bits, preamble amplitude, monopulse azimuth failure rates, and the rms error 

in the monopulse estimate for the reply. 

The major objective of the simulation effort is to evaluate the reply processor performance 

in a variety of ATCRBS interference environments. A series of simulations is currently under 

way to allow an evaluation of performance in the NAFEC 1976 and New York 1982 projected fruit 

environments. 

C. Data Processing 

A first draft of the DABS Sensor Engineering Requirement (ER), identifying, defining, and 

specifying major functions the sensor must perform, has been completed. These major data 

processing functions and their interactions are shown in Fig. III-5. 

Channel Management controls DABS and ATCRBS activity on the channel by controlling the 

Transmitter /Modulator /Control and the Receivers, all of which are connected to the antenna 

through the Antenna Interface. For DABS interrogations, this function draws upon the Surveil

lance File, the Data Link File, and reply data to schedule transmissions in each interrogation 

cycle. For each such cycle there is a "fast" loop and a "slow" loop response to aircraft replies. 

The "fast" loop is largely concerned with repeating transmissions for which no reply, or an er

roneous reply, was obtained, and is conducted in conjunction with DABS Reply Processing. DABS 

Reply Processing decodes and error corrects replies and compares them against lists of scheduled 
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Fig.III-5, /JABS sensor: multiple-sensor surveillance and data link subsystems, 

replies supplied by Channel Management. Missing or undecodeable replies are indicated to 

Channel Management for rescheduling within the same beam dwell time. The message content 

of the downlink replies is forwarded to the Data Link processing function which is responsible 

for managing all data link protocol including acknowledgments, multisegment control, and priority 

ordering. It operates on a scan-to-scan basis as a "slow" loop. Data Link Processing also man

ages the flow of messages to and fr'om the Control Facilities through the Interfaces. 

The Surveillance Processing function takes DABS, ATC RBS, and Radar replies and selects 

one position measurement per target per scan for distribution to the proper Control Facility via 

the Interfaces. This function then correlates these measured positions with existing tracks and 

predicts the target position for the next scan for Channel Management and future correlations, 

This track information is stored in the Surveillance File. 

Finally, Network Management draws on both Files plus coverage maps to coordinate Data 

Link and Surveillance interactions between the local sensor and its neighbors. 

In the EH each of these functions is broken down into subfunctions, some of which are quite 

straightforward. In these cases the operation is described simply, and no method of implemen

tation is suggested. Other functions are complicated and have been studied in detail by Lincoln 

Laboratory. In these cases the Ell descl'iption is more specific and will be supplemented by re

ports detailing the results of these studies. The contractor may find these results, or modifi

cations and refinements to them, useful in his design effort. Finally, there are functions and 

suhfunctions for which the En only speeifies the performance to be achieved, leaving the imple

mentation completely up to the contractor. 

These foul' broad functional areas are described in more detail below. 

1. Channel Management 

The concept of Channel Management for the rotating antenna equipped sensor has heen refined 

land broken into dlstinct subfunctions. The interfaces of the Channel Management function with 

Ithe other major senSOl' functions of Data Link Pr'ocessing, Transmission Contl'ol and HepI)! Proc

essing, and Surveillance Processing have also heen specified in detail. The relationships of 
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Fig.III-6. Channel managemerh subfunctions. 

these major functions, and the breakdown of Channel Management into subfunctions, are shown 

schematically in Fig. III-6. In this figure, the large dotted outline encloses Channel Management; 

its subfunctions are described here. 

a. Surveillance File Re-sorting 

In order to interrogate DABS targets while they are within the rotating beam, the tracks in 

the Surveillance File are sorted into fixed azimuth wedges. A wedge represents an integral frac

tion of a beamwidth. Within each wedge, tracks are ordered by range. Once each scan, the 

Surveillance File is re-sorted, one wedge at a time, in preparation for the next scan. 

b. Target List Updating 

An "active target list" is maintained in the Active Target File, consisting of all targets pres

ently within the beam and with surveillance or data link transactions pending. This list is range-

ordered and contains targets from the several adjacent wedges within the beam. Once each frame 

(a frame is the time required to scan through a wedge angle) the active target list is updated by 

this subfunction. The targets of a new wedge are added, and targets which have been fUlly serv

iced, or which have fallen behind the beam, are purged. 

c. Transaction Updating and Allocation Processing 

A transaction is a particular combination of uplink and downlink message types, chosen to 

accomplish part or all of the specific surveillance and communications objectives for a target. 

Data link messages are already stacked (for each target) in priority order in the Active Message 

File by the Data Link Processing function. The transaction update function follows definite rules 

regarding surveillance interrogations (synchronous or not, etc.) and combines surveillance and 

data link activity to accomplish as much as possible with each transaction. Before every sched

ule, this subfunction decides what transaction should take place next for each target on the active 

list, based on the results of preceding transactions in the scan. 
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Two or more schedules will take place in each frame. The Allocation Processing subfunction 

decides which targets qualify for each schedule by comparing the priorities of pending trans

actions and adjusting the number of targets allowed on each schedule to fill the remaining time 

in the frame. 

d. Interrogation Sc heduling 

This subfunction starts with a list of targets qualified for scheduling, with updated pending 

transactions, and produces a schedule of non-overlapping interrogations and replies according 

to a modification of the Full-lUng Algorithm. The schedule is composed of self-contained 

"cycles" of interrogations and the corresponding replies with synchronous interrogations timed 

so that the replies will be emitted from the aircraft on sub-epoch times and sufficiently isolated 

from preceding and succeeding replies to preclude the generation of garble on the Synchro-DABS 

air-to-air link. 

e. Interrogation Formatting 

The schedule produced by the Scheduler is a set of times and identifiers of message type, 

together with special bits (e.g., lockout, ALEC, data link clear commands, etc.) set by other 

functions. The formatter combines this information with any message text assigned to the inter

rogation to produce a valid bit-stream for the DABS interrogation. 

f. Interrogator Mode Control 

This subfunction generates the timing for ATCRBS/DABS All-Call periods, and fills the re

maining channel time with DABS schedules (or sets of schedule cycles). This subfunction assigns 

start times to DABS schedule cycles and converts relative epoch codes (in synchronous inter

rogations) to absolute codes and sends all required transmission commands and expected reply 

data to thc transmitter/receiver processors. 

g. Output Reply Data Processing 

Each active target will be placed on one or more interrogation schedules during the time it 

lies within the beam. This subfunction collects all the replies received, which have been placed 

in the Reply Buffer by the Reply Processor, organizes them in sequential order, and adds various 

identifiers to facilitate the interpretation of the data by the subsequent Data Link Processing and 

Surveillance Processing functions. These final outputs of the Channel Management function are 

placed in the track Update Queue for further processing. 

Z. Surveillance Processing 

The Surveillance Processing function receives position measurements for ATCRBS and DABS 

targets from the ATCRBS Heply Processing and DABS Reply Processing functions. Surveillance 

Processing must correlate these target reports with existent ATCRBS and DABS tracks (predicted 

positions) and update these tracks with the new data. Target positions are then correlated to 

radar reports coming from the Radar Interface. ATCRBS track predictions are used for next 

scan target-to-track correlation, while DABS predictions are used by Channel Management for 

sc heduling. 

All beacon target reports (whether or not correlated with tracks or reports), plus leftover 

radar reports, are sent to Control Facility Interface for distribution. 
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Fig. III-7. Surveillance processing subfunctions. 

Surveillance data received from neighboring sensors for backup purposes and to accomplish 

the surveillance handoff process are processed by the Surveillance Processing function to upgrade 

the Surveillance File. A final task of Surveillance Processing is to eliminate false target reports 

generated by reflection from known reflectors. 

The various surveillance processing subfunctions are shown in Fig. III-7 and described in 

more detail as follows: 

a. ATCRBS Target-to-Track Correlation 

This function accepts target reports from the ATCRBS Reply Processing function and cor

relates them with existing tracks residing in the Surveillance File. Correlated reports are sent 

to ATCRBS Update of ATCRBS Tracks, and uncorrelated reports are sent to ATCRBS Track In

itiation. The process takes proximity and code matching into account in attempting to produce 

the optimal set of correlations on each scan. Target reports that correlate with existing tracks 

will have a local track number appended to them for simplified identification by users on sub

sequent scans. 

b. ATCRBS Track Initiation 

This subfunction accepts uncorrelated target reports from ATCRBS Target-to-Track Cor

relation and correlates them on a scan-to-scan basis to initiate new tracks. When the conditions 
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for a new track are met, the new track is entered in the Surveillance File for normal correlation 

and updating. 

c. ATCRBS Update of ATCRBS Tracks 

This subfunction updates tracks using the correlated target reports from ATCRBS Track In

itiation and ATCRBS Target-to-Track Correlation. Tracks for which no report was received 

are coasted. The tracker is of the 0'-[3 type and produces a predicted position for the next scan. 

This prediction is used for correlation on the next scan and updating. 

d. DABS Target Declaration 

This subfunction receives position measurements from DABS Reply Processing. In general 

there are several replies per scan for a given target as a result of the various surveillance and 

data link transactions which may be required for the given target. The subfunction selects the 

one closest to boresight as the best one for surveillance and sends it to DABS Update of DABS 

tracks. 

e. DABS Target-to-Track Correlation 

This subfunction merely uses the DABS 10 to correlate target reports from DABS Target 

Declaration with tracks in the Surveillance File. 

f. DABS Track Initiation 

This subfunction receives DABS target reports which did not correlate with an existing track 

during the DABS target-to-track Correlation process. From these reports, a new entry is made 

in the track file for subsequent roll-call scheduling. Under normal conditions these reports are 

simply based on the All-Call replies received from DABS targets not yet on the roll call. 

Track data received from adjacent sensors for hand over or to assist coasted tracks are en

tered through this subfunction directly in the Surveillance File with an expanded span of inter

rogation wedges for subsequent roll calling. 

g. DABS Update of DABS Tracks 

The Ci-[3 tracker used by this subfunction is the same as that used for ATCRBS. In addition 

to providing position predicted for the next scan, a computation is made of that span of wedges 

which most probably include the (uncertain) target position in this next scan. This prediction is 

used by the Interrogation Scheduling subfunction of Channel Management to schedule interroga

tions to the target. 

Data received from adjacent sensors for backup surveillance or for target handover are 

entered directly into the Surveillance File with low track quality for subsequent scheduling with 

a large span of azimuth wedges. 

h. Hadar (Primary)/Beacon Correlation 

This subfunction correlates radar reports from the Radar Interface with correlated and un

correlated DABS and ATCRBS target reports. The output is reinforced ATCRRS and DABS target 

r'('ports plus radar reports not correlating with beacon reports or coasted tracks. All of these 

outputs are sent to Surveillance Data Dissemination. 

[{adar reports correlating with coasted ATCHBS and DABS tracks are sent to Radar update 

of ATCHBS Tracks and Radar Update of DABS Tracks. 

46 



j. Surveillance Data Dissemination 

This subfunction formats the surveillance reports and distributes them to the several routing 

users of this sensor's data (ARTS, Enroute, IPC). All users will receive the same set of sur

veillance reports and be responsible for selecting those which are of interest. 

k. False Target Elimination 

This subfunction eliminates false A TCRBS and DABS All-Call replies due to reflections off 

known reflectors in the area. The process involves defined reflection zones, geometric com

putation of potential source target locations, and examination of these locations for targets which 

may have given rise to the reflections. 

Several of the subfunctions listed above have been studied at Lincoln. In particular, these 

include ATCRBS target-to-track correlation and all of the Track Updating functions. 

3. Data Link Processing 

The Data Link Processing function, as shown in Fig. III-8, receives uplink messages from 

the Network Management function and deposits them into the Data Link File so Channel Manage

ment can schedule them. The Data Link File is updated for a target after it leaves the beam. 

This process consists of "resubmitting" uncompleteci ~:'nsactions, deleting completed ones, and 

setting up new ones in response to various control bits in the downlink messages. 

Fig. 1II-8. Data link processing 
subfunctions. 

A final function is to send downlink messages and acknowledgments to uplinks to Network 

Management which will relay them through the Interfaces to the Control Facilities or adjacent 

sensors. 

Data Link Processing is divided into two subfunctions as presented below. 

a. Input Message Processing 

This subfunction accepts data link uplink messages from the Input Message Queue which is 

filled by Network Management. These messages are assigned priorities based on a combination 

of their intrinsic priority and "age" and placed in the Active Message portion of the Data Link 

File. This function manages the Uplink, including single- and multiple-segment message proto

cols, acknowledgment to users of message delivery, responses to downlink requests. 
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b. Output Message Processing 

This subfunction receives data from downlink replies as provided by Channel Management, 

plus information stored in the Surveillance and Data Link Files. The processing of these replies 

to update the Active Message File reflects the protocol of the DABS data link. The uplink and 
6downlink protocols are intimately related to the link formats as well as the design of the Chan

nel Management functions. 

4. Network Management 

The Network Management function has tasks in both the Surveillance and Data Link Areas. 

The tasks in each area make use of stored maps describing the heirarchy of coverage responsi

bility boundaries for the local sensor and its neighbors. 

The Coverage Management subfunction maintains the coverage maps and also recognizes 

when surveillance handoffs of a target between sensors are necessary due to crossings of cover

age boundaries. A second subfunction, Network Control Message Management exercises the 

protocol for exchanging Target Track messages between sensors to accomplish the handoffs and 

to provide backup data between sensors when tracks are coasting. 

The subfunction concerned with Data Link is Message Routing Management which implements 

the rules for delivery of mono- and multi-sensor data link messages. 

a. Coverage Management 

The coverage map consists of a range-azimuth grid of cells designating primary, secondary, 

and tertiary covering sensors as a function of altitude. The function responds to failure notifi

cations from the sensors by substituting a new map with new designations of coverage responsi

bilities. Periodically, the subfunction converts the position of each target into a cell index and 

compares the corresponding sensor designations to those presently stored in the Surveillance 

File. If they are different, this represents a boundary crossing which is indicated to Network 

Control Message Management. 

b. Network Control Message Management 

This subfunction responds to the indications of new sensors to be covering a target by initiat

ing Target Track messages to the new sensors. These messages contain all the information 

necessary for the new sensor to create a track and start roll calling. When the roll calls of the 

new sensor are successful, the new sensor so indicates, and the subfunction terminates the Tar

get Track messages completing the handover. 

We also used the Target Track messages to exchange backup surveillance for Surveillance 

Processing of tracks in coast. 

c. Message Routing Management 

This subfunction serves as a "software interface" between the user interfaces and Surveil

lance and Data Link Processing Functions for handling Uplink and Downlink Messages and Sur

veillance Data. Coordinate conversion to local coordinates of incoming surveillance data is also 

accomplished here. 
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D. Sensor Algorithms 

1. Optimum Sorting Techniques 

Several DABS sensor algorithms, such as ATCRBS correlation and IPC coarse screening, 

require the determination of all elements in a subset of a large data base. In order to facilitate 

this operation, the data base is first sorted into a number of disjoint bins. Then, only data in 

specified bins, rather than the whole data base, need be examined further. The execution time 

required to perform this dynamic search, as well as the storage needed for the sort table itself, 

are both dependent upon the size of the sort bin that is utilized. A paper is in preparation which 

describes the mechanics of the sorting and searching operations and presents procedures for 

selecting the optimum bin size to employ and the number of dimensions over which to sort. . The number of entries in a bin at any time is a random variable. Thus, it is impossible to 

set aside a fixed number of words of storage for each bin; rather, some set of words must be 

,available for use by any bin that requires them. Of the many possible schemes that could imple

ment this idea, the most efficient for moderate to heavy target densities (that is, few bins empty) 

is the utilization of separate primary and overflow areas. With this scheme, as shown in Fig.III-9, 

each bin is assigned one entry in the primary storage area with a pointer to the overflow area. 

This entry can be located by performing a transformatlOn on the sorting coordinates (range, azi

muth, Cartesian X and Y, etc.) Subsequent bin entrieb '" 'e then each placed in the first available 

position in the overflow area. They are located by traversing the pointer chain rooted in the 

primary entry. Each sort table entry thus contains two fields of information. The first identifies 

the target it represents, while the second points to the next entry in the same bin. 

Target n 

Tgt Ix) lield points to 
target represented 
by bin word x, 

Ptr (x) field points 
to next bin entry, 

Header 0'1 
Free List 

{ 

Tgt (w) 

Primary Region 

Overflow Region 118- 4-161591 

Fig.III-9. Sort table format. 
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The basic insertion algorithm is to always place a new entry in the primary word for the 

bin, if that word is available. Otherwise, it is placed in the first available overflow word and 

made the second entry in the linked list for the bin. The deletion procedure is to locate the item, 

link around it, and, if it is in the overflow region, return its word to the head of the free stor

age list. 

The determination of the proper size for each sort bin is complicated by the existence of 

several conflicting objectives. Small bins improve performance in that: 

(a)	 The number of entries in any bin, and thus the length of the list to be 

examined, is small. 

(b)	 Few entries in the exterior bins will be outside the quantum of interest, 

and thus few extraneous entries will come under consideration. 

Yet, large bins are more efficient since: 

(c)	 The number of empty bins will be reduced, so that fewer words of 

storage will be required for the sort table. 

(d)	 The number of bins that need be examined during the search will be 

minimized. 

The relative impact of these effects is illustrated by Fig. Ill-fO, which presents the results 

that have been computed for a one-dimensional search. The average number of targets stored 

in a bin is the independent variable while the average number of targets actually located in the 

desired one-dimensional search area is the parameter. Each curve indicates the range of re

sults that occur as the probability of a target crossing a bin boundary between update intervals 

varies from zero to one. It is clear that an optimum value of n, and hence an optimum bin size, 

exists for any system. 

As an example of the application of these results, consider the IPC system. The size of 

the search region for location of potential conflicts is distributed symmetrically about eight nau

tical miles. The independent parameter for this example is N, the average number of tracked 

aircraft in the coverage region, which is nominally set at f20 nautical miles on a side. The 

average number of aircraft in the search region thus becomes: 

T = search size x N
 
region size
 

= 0.067N 

Once T is known, Fig. III-fO can be used to determine the optimal value for n, the expected num

ber of aircraft per bin. Finally, the desired quantity, bin size B, can be found as follows: 

n T T
 
13 search size 8
 

B =	 8n
T 

The results obtained in this manner are presented in Fig. III -11. 
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1\.\\lONICS 

.\. Exper'imcntal Transponders and Displays 

1. Mod 2 Experimental Transponders 

The fir'st Mod 2 experimental transponder' is operational and is cur'l'enlIy suppor'ting D.'\I'SEF 

exper'imC'nts in the field and in the laboratory, The second Mod 2 transponder, scheduled for' 

usc in forthcoming expecimental flight tests, is presently in the final phases of checkout. 

2, Mod 3 Experimental Tr'ansponders 

a, Flight Test Version 

Work dur'ing the ecpo!'t period consisted of efforts to (1) finalize the provisional signal fc)l'

." mal" and (2) design the Mod 3 transponder, H.ecommended standard signal for'mats wel'(' pub

lished midway thnlUgh the quar'ter', 

The design effort consists of work in four areas: HF-IF circuitry, analog-digital pr'ocess

ing citTuitr'y, digital logic, and displays. Wor'k in the display area is limited 10 that necessary 

for' till' constr'uction of the displays required in the exper'iments and demonstr'ations planned with 

tlw '','lod 3 transponder' and DARSEF. 

Thc Mod 3 flight test transponder is being packaged in a modified general adation tl'an

spondcr' case with o\'erall dimensions of appr'oximately 6-1/4 in. wide x 3 in, high x 11-1/2 in. 

dccp, The lowe I' half of the unit contains the HF, IF, analog-digital pr'ocessing ('ilTuit I'y, and 

11le power' supplies, The upper half contains the digital logie, (See Fig. 1\/-3 of 1 Ocloh('I' 1973 

()TS,) 

TIll' !{F assembly is that of a gener'al aviation transponder, including modulator', tr'ansmittl'l'. 

diplpxer', r'pceiver mixer, and local oscillator, The IF amplifier has also been taken fr'o!n ,I 
gener'al avia1ion tr'unsponder', but has been modified to pr'ovidt, an IF output signed capah!<' of 

dr'iving the D ..\BS UPS'"' demodulator, The original printed cir'cuit boar'd which l'or't11pd llw hasp 

for' th(' gcner'al aviation transponder' will be l'cplaced by a new pr'inted cirTuil boa I'd. Stop 

Fig,I\"-1. 

Fig.IV-1, Mod 3 transponder analog circuit boar'd, 
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The analog-digital processing circuitry contains the airborne clock synchronization circuits, 

thresholding circuits, and DPSK demodulator. These circuits perform two functions: (1) they 

synchronize the airborne clock to the incoming signal, and (2) they perform amplitude discrim

ination on the incoming signal and convert acceptable signals to digital logic levels. The design 

of these processing circuits is the most critical portion of the overall effort. The effort is 

approximately 75 percent complete and will be finished during the coming quarter. 

In the first half of the report period, consideration was given to various methods of imple

menting the required logic functions and to possible trade-offs between system specification 

and transponder complexity. Conclusions based upon these studies entered into the formulation 

of the recommended standard signal formats. 

Upon firming up the provisional signal formats, the detailed digital design was begun. The 

mode decoding and uplink processing circuitry designs have been finished, and construction of 

the first circuits are under way. The design of address decoding/parity checking and downlink 

'processing circuits will continue into the coming report period. 

To support IPC demonstrations at DABSEF, a digital display processor which attaches to 

the Mod 3 transponder and drives a "conflict resolution display" is required. Circuitry required 

to operate a display pattern consisting of arrows and XIS and 36 PWI lights has been designed, 

and is being constructed. 

b. Fixed- Site Version 

Plans are being formulated for the construction of a fixed- site Mod 3 experimental tran

sponder which will replace the Mod 0 installation at the Billerica water tower. This will be a 

remotely controllable unit capable of standard ATCHBS/DABS operation which will also include 

provision for a simulated DABS signal available from the Mod 0 transponder. This unit is in

tended for use with DABSEF as part of the calibration system, and also as a test transponder 

for a variety of ATCHBS/DABS-related experiments. 

B. Aircraft Antenna Pattern Measurements 

As a result of the modifications to the pattern range, as previously reported, valid data on 

scale model aircraft antenna patterns are currently being gathered. Sample patterns for the 

U-10 (Relio) aircraft are shown in Fig. IV-2 for two typical locations of the antenna. These pat

terns are partiCUlarly pertinent to the work being done at DABSEF since flight tests there are 

usually conducted with a U-10 aircraft. On pattern (a), the effects of the landing wheels are 

evident at ±30 0 from the nose. The low amplitudes in the forward direction on pattern (d) are 

due to shadowing of the antenna on the rising tail section by the front of the fuselage. To date, 

measurements have been completed on 3 of the 11 aircraft. 

Contract negotiations are in process for similar antenna patterns on commercial aircraft 

mounted antennas. The requested data will cover wheels up and down for a bottom-mounted posi

tion, and wheels up for a top-mounted position. Present plans call for measurements to be car

ried out and completed in early 1974. 
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V. EXPERIMENTAL VERIFICATION 

A. Introduction 

1. DABSEF Hardware /Software Status 

The DABSEF hardware/software system has continued to undergo a process of evaluation 

and improvement. The angle-estimation capability was improved with the installation of unam

biguous (360°) phase detector to determine the off-boresight position of a target. The previous 

device, which operated over 180 0, restricted angle estimates to the 3-dB beamwidth (approxi

mately) of the antenna; this restriction no longer exists. 

In addition to being able to measure azimuth over a greater sector, the ability to verify the 

azimuth estimate for targets in the northerly quadrant from DABSEF now exists. With the cal

ibration system hardware and software operational, we have added to our confidence in the appli

cability of monopulse. 

The link test software system has stabilized and, while minor improvements continue, a 

proven program exists to provide the support required for various test operations. This pro

gram is described below in some detail (Section V-B-6). 

The DABS/ATCRBS hardware signal processor has been installed. The ATCRBS portion 

has been checked out and has passed processed replies to the software. The DABS portion of 

the processor was based on a signal design which had existed some time ago and has now been 

modified to conform to the format suggested in the "Provisional Link Standard" (Ref. 6). 

The sensor demonstration software continues in development with some algorithm refine

ments being made. The ATCRBS data processing tasks are nearly completed. The DABS tasks 

are undergoing changes as a result of some recent changes in the signal format and link proto

col.6 This software will interface, principally through the tracker and message processor, with 

IPC software currently being written. This will allow real-time IPC demonstrations using 

DABSEF as the sensor. The interfaces, via modems and telephone lines, with the SSF at 

NAFEC to allow additional IPC experimentation have been installed and are in the process of 

verification. 

2. Experimental Results 

The experimental work reported in the last QTS has continued. This effort has been ham

pered somewhat by limitations imposed on the RIANG aircraft support because of the energy 

crisis. The lack of snow has also detracted from our efforts. The effects of multipath, reported 

previously and in this report, have thus far been minimal. It is believed that somwhat larger 

effects would be seen when the terrain is snow covered due to the increased reflection coefficient 

compared to that of bare ground. 

The precision of the data being collected has been improved by adding a tracking cursor to 

the TV viewing system. The data collected confirm the earlier conclusions that multipath in 

terrain like that surrounding DABSEF will not be a problem. 

The accuracy of azimuth estimates of the position of ATCRBS targets having low signal-to

noise ratios is shown to be improved by having codes with many pulses present and using all 

available pulses to form the estimate; not a surprising result. 
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B. DABSEF Link Test Configuration 

1. Calibration System 

The outr'igger calibration process has been refined by (1) employing an improved earth 

model to convert the latitude-longitude coordinates of the outrigger sites into range and azimuth 

coordinates centered at DABSEF, and (2) by eliminating the requirement of altimeter data in 

the algorithm. Altitude data have been determined to be unnecessary, since the plane formed 

by D;\BSEF and the two outriggers nearly coincides with the horizontal target plane at DABSEF. 

Delay t:onstants were measured by incorporating the Mod 0 experimental aircraft transponder 

in a loop path from DABSEF to outrigger and return via the microwave relay link. The delay 

constants were subsequently adjusted for the Billerica transponder' so as to force the calibration 

system to agree with the survey position of the Blllel'lca tower. lt is planned to conduct veri

fication tests at other surveyed sites. These tests will employ the Mod 2 transponder which 

has a more accurately controlled lurrlar'ound time than the Mod 0 or the standard ATCHBS 

tril nsponders. 

The present calibration system has been exercised on targets of oppot'tunity. A prelimi

nary examination of the data reveals a difference of about 0.3 0 between azimuths measUl'ed hy 

the monopulse system and the calibration system. A bias ',f this magnitude has also been ob

served on monopulse azimuth estimates for \t'ansponders at known locations. The bias is lal'gely 

attributable to a misalignment between electr'ical boresight and the optical telescope used to de

tel'mine the shaft encoder north eOl'l'eetion. The bias will be removed as soon as s~lfficient data 

have been gathered to establish its value with confidence. 

The Calibration System outrigger' sites use an omni antenna system which is time shal'ed by 

both the DABSEF system and a program being conducted by the MITHE Corporation. In order 

to eliminate scheduling conflicts between IVlITHE and Lincoln Laboratory, a diplexer':' was de

signed and built which will allow concurrent use of the antennas by both pl'ogt'ams. 

The installation of the diplexer into the outrigger systems has required a repackaging of 

some of the towet'-mounted equipment. I{epackaged units are complete and ready for installation. 

2. D\13SE1" l{ecciver Filters 

Evaluation tests wer'e perfor'med on a set of 5-pole Ressel filters having a 3-d13 bandwidth 

of appl'C)xlmately 5,5 MHz. The tests were perfor'med to measure: (1) the effects on riso time 

and pulse stretching of the log signals, and (2) the settling time, and available sampling time, 

of the azimuth error signal, on frequency and ±3 MHz off frequency. 

Hesults indioate that a filter having a wider bandwidth would satisfy requir'emerl\s bettor. 

Element values have been calculated for' a 5-pole filter v;ith a Gaussian response down to -12 dB 

and a 3-dB bandwidth of 8 MHz. Such a filter is presently being constructed. 

The diplexer consists of a 4-pole, 10-MIIz bandpass filter' tuned to 970 MHz and a 5-pole, 
20-J\'ITlz bandpass filter' tuned to 1090 :Vl]-/z. The diplexer has been high-power tested to 2,5 kW 
to determine cornpatihility with \l1TI'(E's 2.5-kW tt'ansmittel'. ·\t this power' level, the leakage 
at the input of the L-band low-noise amplifier was measUI'ed at -90 dBm repr'esenting a·- 55-dBm 
input level at the log amplifier input. ,\n additional 60 dB of isolation is available fl'om the 
4-pole, 1 O-MHz bandpass filter between the log amplifier and the low-noise ~lmplifier', 
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3. Resolution of Az imuth Ambiguity 

The azimuth-error output of the DABSEF monopulse processor is derived from a phase 

detector whose output characteristic is a sinusoid. The output goes through zero at boresight 

and reaches a positive or negative peak on each side of boresight where It> 1= IL I. For the 

DABSEF antenna, this occurs at about ±1. 5 0 from boresight. Beyond that point (for 1t> 1> IL I) 
the azimuth error signal reverses direction thereby leading to an ambiguity in associating the 

monopulse output with off-boresight angle. Figure V-5 shows a plot of the signal vs antenna 

position for a target on the Billerica tower. 

The ambiguity is resolved by incorporating a second phase detector of cosinusoidal charac

teristic with a peak on boresight and a sign reversal at the point where the sinusoidal output 

goes through its peak. The cosine phase detector output is converted to a binary quantity having 

the value 0 near boresight and 1 in the ambiguous region of the sine phase detector. This out

put, termed the Ambiguity Resolution Bit (ARB), is also shown in Fig. V-1. ARB replaced the 

low-order bit of the interference channel byte of AID data. 
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AZIMUTH SHAFT ENCODER COUNT 

The calibration program SCANRAM has been modified to extract the ARB as recorded by 

the Real-Time Control Program. SCANRAM causes plot data to be generated by the 4060 plot 

routines to display the azimuth error signal as a function of Antenna Shaft Encoder Count with 

the ARB superimposed on the plot (see Fig. V-i). If the ARB = 0 for a given data point, an X is 

plotted at the bottom of the graph for the Shaft Encoder Count value. An X is plotted at the top 

of the graph for the ARB = 1. The plot may be drawn on the 4060 or displayed on the SEL-CHT. 

The Billerica External Calibrate program (CALRZ) is being modified to generate a table of 

values to relate the azimuth error signal, together with ARB, to Antenna Shaft Encoder Count. 

This table will be placed in the header for RTC P data tapes and in the Common data base for the 

RTCP. The table may be used in a table lookup procedure to produce an unambiguous shaft 

encoder count for a given value of the azimuth error signal. 
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4. Antenna Position Indication 

A new method of antenna azimuth data generation and acquisition is being implemented at 

DABSEF. It will provide more accurate position data, being accessible at a higher rate and at 

higher' confidence level. 

The present data generation system consists of a 16-bit Gray code, strobed, optical shaft 

encoder which is interrogated at a fixed 50-Hz rate, At high antenna rotation rates, interpolation 

of the d<lta is required to determine the azimuth of declared targets. 

The new system consists of a 16-bit Synchro-to-Digital converter with i: 1 and 1: 36 speed 

inputs. The unit is interrogated asynchronously with respect to main system timing by an inter

nal iO-kHz clock. The interrogation rate insures valid data (±1 LS13) at the maximum antenna 

rate of 90 0 /sec. 1\ four-microsecond-wide busy signal is generated each time the output reg

isters are loaded to indicate that data are invalid. If the busy signal is present when data are 

requested, the eequest is deferred foe feme miceoseconds. 

S. Modulator Control Unit (MC C) 

In orde!' to suppo!'t DA BSEF operations involving the new Mod 3 tr'ansponder' it has been 

neCeSS3r)' to design a new Modulator Control Unit which is designated MClf 11. Because of the 

time element involved in bringing the new MCl] on line, ~lOd because of deficiencies and problems 

in the current unit, it was decided to fabricate an interim Mel:. This unit, designated "MeU 1.5," 

'will provide more reliable operation with the cun'ent teansponder'S, as well as supporting some 

of the initial requirements associated with the IVIod 3 tr'ansponder', 

a. ;VICU 1.5 

MCU 1.5 has been tested and debugged, and the car'd file assembly that houses it has been 

installed in the interface. This unit is eeady to use should problems with MCl] 1 reoccur, and 

can also be used to p!'ovide initial Mod 3 uplink formats should a need for this occur pl'io!' to 

the installation of ;VleU II. 

At th is point, the !'cfoee,;VIC U 1. 5 se rves primarily as a bac kup unit with capabi! ity to peo

vide .\TCHBS/DABS All-Call modes, the Mod 2 intelTogation, and foul' additional Mod 2 01' :Vlod 3 

messages whenever it is needed. 

b. Ml'lT II 

Thc message capability, block diageam, and softwar'e r'equirements for MCl! II have been 

defined, and the detailed design of the unit is nearly completed. The cit'cuit boards have bcC'n 

received and construction is under way. 

MelT 11 will have fixed storage for the following messages: Mode A and Mode C, with o!' 

without Di\ BS All Call; Mode D; DABS Mod 2; four Mod 3 uplink for'mats; and both the Mod 2 

and Mod 3 uplink and downlink preambles. In addition, MCU II will have a 28-bit phase t'egister, 

feo fr'om the SEL/CPU through the MCU message register' for both Mod 2 and Mod 3 computer

loaded intetTogations and replies. It will contain a polynominal encoder which can be automat

ically switched in or out, and will pel'focm all gating and control functions now perfor'med by 

"'ICn 1. It will also contain an '\TC!lBS reply genet'ator useful for internal testing purposes at 

DI\BSEF. l\ICU II will have a local mode, independent of the intet'face, with all intel'nally stol'ed 

messages available via fr'clOt-panel switches. 
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6. DABSEF Test Link Control Program 

A block diagram of the overall Real-Time Control Program (RTCP) is shown in Fig. V-2. 

The foreground program, the Interrupt Routine Processor (IRP), is an interrupt-driven program 

that receives data from the hardware and stores it in appropriate reply tables. These tables 

are circular and will fill for approximately four seconds before previous data are overwritten. 
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Fig. V-Z. Overall real-time control program. 

The function of the background program, see Fig. V-3, the processing program, is to re

move data from the reply tables and process these data before the IRP fills the table entries 

with new data. When many replies come in closely spaced in time, they are processed, one at 

a time, in the order in which they were entered into the reply table. The advantage of such a 

system is that the processing program is not burdened with the constl'aints of real-time proc

essing other than the requirement to keep within a four-second-maximum lag time. The major 

disadvantage of this system is that instantaneous response to a reply is not possible, e.g., l'e

interrogation of missed DABS replies. 

The outputs of the background program are entries into the transmission, l'ecording, and/or 

display tables. The Interrupt Program (IRP) insures that appropriate action is taken for each 

output at the correct time. This is done via a resident monitor which l'esponds to hardware 

interrupts, e.g., service requests from r/o devices and which initiates vadous timed tasks, e.g., 

the refreshing of the CRT display, reading of the shaft encoder, and the timing out of dwell or 

track files. 

The background program initialization routine reads cards to set up parameters for each 

run, enables service interrupts for I/o devices and timed tasks, sends initial commands to the 

antenna servo, and sets up an initial transmission schedule. 

The teletype processor inputs characters from the keyboard to control system operation, 

e.g., start or stop searchlighting, form or delete track files on selected targets, start or stop 

recording of A/D sampled data on selected targets, display contents of core locations, alter 

contents of core locations, and terminate the program. 
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Fig. V-3. RTCP hackground program. 
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The initial reply processor determines the detection mode (ATCRBS or DABS), the bore

sight azimuth, range, and time of reply. 

In the free-running mode of operation, interrogation-initiated replies are overlapped with 

replies from a free-running transponder. The free-running processor identifies replies from 

the free-running transponder, issues transmission commands to range-track this transponder, 

and records sampled AID data from transponder replies. For standard modes of operation, a 

second section of the reply processor flags nonconsecutive ATCRBS replies as fruit, unpacks 

the buffer memory to determine ID, altitude, or messages, computes an off-boresight monopulse 

azimuth correction, and displays replies as dots on the CRT. 

The special processor performs computations associated with the calibration system, the 

antenna servo in searchlight mode, and the setting up of data files for recording on magnetic tape 

or displaying on the CRT. It also sets up transmission commands for both the calibration and 

DABS tracking modes. The normal transmission schedule interlacing Modes A and C is set up 

once in the initialization routine and reissued every four milliseconds under hardware control. 

The DABS and calibration command sequences differ in that transmissions are issued every 

millisecond over only a one- to three-degree arc in the vicinity of the target and are not reissued 

automatically under hardware control. 

The dwell processor correlates replies with appropriate dwell files, initiates new files when 

necessary, and deletes files for which no replies have been received within a given period of 

time. It computes average position estimates for all replies in the dwell, declares targets when 

a minimum number of replies are received from an aircraft in one dwell, and displays targets 

on the CRT as A's or D's. 

The track processor correlates replies with appropriate track files, initiates new files when 

necessary, and deletes files for which no replies have been received within a given period of 

time. It displays the ID, altitude, and velocity of each tracked target on the CRT. 

This version of the RTCP is being used extensively in supporting and gathering data for 

direction-finding and interference experiments. Software work at present involves documenta

tion of the current version and incorporation of minor modifications. These modifications in

clude forming track files on all (as opposed to selected) declared targets and revising coding to 

accommodate a new shaft encoder and unambiguous 360-degree phase detector. 

In summary, the RTCP now performs all functions for which the program was initially de

signed. These functions include: 

(a)	 Antenna servo control, 

(b)	 Scheduling and controlling transmissions, 

(c) Reply processing: 

(1)	 Correlating replies with transmitted signals, 

(2)	 Flagging nonconsecutive ATCRBS replies as fruit, 

(3)	 Decoding messages, 

(4)	 Computing time of reply, range, boresight azimuth, and off

boresight monopulse correction, 

(5)	 Converting p, e coordinates to x, y coordinates and dis

playing replies as dots on CRT. 
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(d)	 Dwell processing: 

(1)	 Correlating replies with proper dwell files, 

(2)	 Computing average position estimates for all replies 

in dwell, 

(3)	 Declaring targets, 

(4)	 Displaying targets as characters (1\ or D) on CRT. 

(e)	 Tracking selected targets: 

(1)	 Correlating replies with proper track files, 

(2)	 Initiating track files when necessary, 

(3)	 Deleting track files when no replies. 

(f)	 Computing an independent azimuth estimate for any tracked target from 

Calibration System Data: 

(1)	 Displaying differ'ence between monopulse azimuth estimate 

and Calibration System estimate on CllT. 

(g)	 Searchlight ing the antenna on any tracked target: 

(1)	 Computing an error voltage for the antenna servo from 

the monopulse data, 

(2)	 Displaying off-boresight position. 

(h)	 Controlling the interference generator with t'espect to a feee-r"unning 

transponder. 

(i)	 Data recording: 

(1)	 I{ecording data for every reply received, every target 

declared, and every tr'ack updated; 

(2)	 j{pcording all Calibration System data; 

(3)	 Recording all A/D sampled data for each reply corresponding 

to selected targets. 

C.	 DABSEF Experimental Sensor ConfiguratIOn 

1.	 Hardware 

a.	 DABS/ATCHRS neal-Time Processor 

The fabrication of the first version of the hardware signal processors has been completed, 

and the units have been installed in the racks commonly referred to as the "interface." Checkout 

of the processors has been proceeding with simulated and real signals, Some wir'ing and logical 

erTO!'S have been detected and corrected. The hardware has successfully for'matted clear' 

ATCJU~S replies and passed them to the CPlJ via one of the high-speed channels. The D,'\13S 

portion of the processoe is being modified to confoem to the recommended standard formats 

c:mlained in the "Pr'ovisional Link Standard" (l{ef. 6). This involves a change in the pl'camble 

detector and the delay of the chips in the PP:v1 fo['mat. 

64 



b.	 Display and Communication Processor 

The OD 58-T display and the NOVA 800 computer have been received. The interface be

tween the NOVA and SEL was designed, assembled, installed, and debugged during this quarter. 

The interface is used to transfer target reports from the SEL to the NOVA and also to handle 

bi-directional IPC-related communications between DABSEF and NAFEC. 

Target reports from the SEL are formatted in the NOVA computer for display on the 

OD 58-T display, and also for transmission to NAFEC. All hardware required for the display 

is now operational, i.e., the 22-inch OD 58-T indicator, keyboard, PEM, and associated inter

face hardware. Available software will be modified to provide an initial display capability once 

the DABSEF-NAFEC communication software is completed. 

Target reports will be sent to NAFEC in a modified Production Common Digitizer (PCD) 

format via a 2400-baud telephone line. IPC communications between DABSEF and NAFEC will 

use a byte-oriented format':' and will also use 2400-baud telephone lines. Five conditioned lines 

(one surveillance, two IPC communications, and two spare) plus a ring-down line to NAFEC 

were installed and tested by NAFEC during the past quarter. 

The NOVA 800 is the communications processor associated with the telephone line commu

nications between DABSEF and NAFEC. Data channel-type interfaces have been, or are being, 

constructed for each of the 3 simplex modems; the nonstandard formats preclude using commer

cially available interface hardware. Hardware and test software for the surveillance channel 

are complete, and test of the link between the NOVA 800 and NAFEC computers (NAS 9020's) 

commenced late in the quarter. Target reports from live targets under surveillance by the 

DABSEF sensor are scheduled to be transmitted to NAFEC during the next quarter. Formats 

for IPC-related communications between NAFEC and DABSEF were specified by MITRE and 

Lincoln personnel during this quarter. The formats are byte-oriented (8 bits of data plus 1 

parity bit) with longitudinal redundancy check. 

Design of the DABSEF modem interface hardware for the IPC communication channels has 

been started. It is anticipated that the hardware and link tests will be completed during the next 

quarter. 

2.	 Software 

a.	 ATCRBS Reply Processing at DABSEF 

A complete description of the functions to be performed by the ATCRBS data processing 

system, and the methods proposed for their implementation, were presented in Appendix F of 

the 1 July 1973 DABS QTS. Several modifications to these functions that exist in the system 

presently being installed at DABSEF were discussed in the 1 October 1973 DABS QTS, pp. 46- 47. 

Since that time, improvements in the track-initiation and false target elimination algorithms 

have been developed and will soon be implemented at DABSEF. 

The	 new track-initiation requirement for ATCHBS can be described as follows: 

(a)	 Whenever two successive scans contain uncorrelated target reports that 

agree on ATCRBS code and lie near enough together to have come from 

the same aircraft, a pseudotrack is formed. 

,;, The IPC format selected for use over the NAFEC/DABSEF link is a special format designed 
for temporary use during limited experiments. 
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(b)	 If a target report correlates with predicted position of a pseudo


track, and agrees with it on code, a real track is initiated.
 

(c)	 Uncorrelated pseudotracks are updated each scan, and are dropped 

if (M-1) misses have occurred. 

Reducing the number of successive target reports required from three to two has not added 

to the program complexity but has shortened the track acquisition period. For example, if the 

probability of a missed target report is 0.5 (not unreasonable for an aircraft at the surveillance 

boundary), the reduction in the acquisition period would drop by an amount corresponding to the 

decrease from 14 scans to 8 scans. 

The false target elimination algorithm to be employed merges the" geographical reflection 

zone concept" with the ATCRBS correlation mechanism already eXisting at the sensor, thereby 

introducing a minimum of additional software. A target report not correlating with an existing 

track will be considered to be a possible false target if it falls within any of the specified false 

target reflection zones, each of which is defined by a specific azimuth "wedge." 

Figure V-4 illustrates the assumed geometry. For each candidate false target, a specially 

marked track is created at the position at which the real target must be (see Fig. V-1), and this 

track is added to the track file of the proper sector. Then, when this sector is processed, if 

the track correlates with a target having the same code, the candidate target is declared to be 

false. False targets, once identified in this manner, are tracked by the sensor, so that further 

use of this procedure is not required. 

b.	 IPC Configuration 

Figure V-5 shows a block diagram of the configuration of the IPC system planned for 

DABSEF. The DABS and ATCRBS software systems provide correlated target reports to the 

x-y Tracker, which updates the positions and velocities of the tracks in the IPC track file. In 

addition, the DABS software system provides notification of transponder technical acknowledg

ment and pilot acknowledgment of uplink messages. These are handled by the Message Status 

Processor, which records the appropriate information in the IPC Track and/or Message Files. 

The IPC program uses the updated track information to perform proximity and conflict detection 

functions, formatting appropriate uplink messages for DABS targets and passing these to the 

DABS software system for transmission. It may also record message status information for 

that target in the IPC message file. 

There are two major ground-based displays planned for this system. One is the program

mable TPX-42 display, which will present a traffic situation display of the airspace around 

DABSEF. The second display will use the SEL-86 CRT to present graphically, in real time, 

various information relevant to one particular conflict situation. 

Work has begun on designing the additional programs needed for the IPC configuration. 

D.	 DABSEF Experiments 

1.	 Inherent Direction- Finding Accuracy Experiments 

These experiments are aimed at evaluating the limitations on DABS azimuth accuracy caused 

by factors other than interference and multipath (sometimes referred to as "inherent" azimuth 

accuracy). During this reporting period some of the ATCRBS pulse data was processed to sim

ulate codes or pulse selections other than the 7222 reply code used in the experiments. This 
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was done by appropriately omitting some of the available pulses from the estimate averaging 

process. Typical results are shown on Fig. V-6. The data verify that there is considerable 

advantage in using all of the available pulse samples. 

Recent modifications to the monopulse processor at DABSEF have eliminated the ambiguity 

problem within the antenna mainbeam (see Section V-B-4). Data have been recorded with the 

new configuration to evaluate the performance of the system for large off-bore sight angles. Re

sults of these experiments will be reported. 

Experiments have also been conducted with airborne transponders to assess the effect of 

elevation angle (up to 40°) on off-boresight monopulse replies. These data will be analyzed 

during the next reporting period. 
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It should be noted that in the last quarterly report (p.47), preliminary results were given 

for experiments to demonstrate the effect of signal-to-noise ratio and transponder carrier fre

quency on azimuth accuracy. Since these results were obtained, the noise floor has been re

measured and found to be - 95 dBm instead of - 91 dBm as previously reported. This implies 

that the operating signal-to-noise ratios were actually 4 dB higher than reported. 

2. Multipath Experiments 

Test flights to obtain multi path data have continued in order to obtain vertical lobing patterns 

with which the multipath localization technique':' can be used to determine the location and strength 

of multipath reflectors. Monopulse azimuth measurements on aircraft flying over the terrain of 

interest have heen made simultaneousl:; so that the predicted DF error can be compared with 

observed DF err"or. 

These experiments are performed by stopping the antenna at the azimuth to be tested, and 

flying the airplane on an inbound radial course very near the antenna boresight. The antenna is 

held stationary so the same terrain sample is in the antenna beam throughout the experiment. 

The pilot is given verbal steering commands according to his position on the DABSEF boresight 

televi sion screen. In this manner the ai rcraft may be maintained within ±0.2 D to ±0.1 0 of bore

sight, the latter accuracy being obtainable in the absence of crosswinds at the aircraft, 

Several particular azimuths have been selected for thorough testing because of terrain fea

tures expected to cause multipath DF errors. These are shown in Table V-1. 

TABLE V-1 

Azimuth from DABSEF Terrain 

Rolling terrain near 
horizon 

Flights to Date 

2265.5' 

308.7' Hanscom airport runway, 
distant hills 

4 

271. O' Distant hills 3 

228.0 0 Nearby slope with both 
range and cross-range 
tilt 

2 

48. O' 3-lane superhighway 
surface 

2 

{inti] very recently a means for recording the true azimuth of the airplane during these ra

dial flights was not available, and mono pulse errors were identifiable only if the monopulse 

output indication was larger than the flight path tolerance (±0.2' or 0.1 '). In these tests the 

lar'gest monopulse error observed was 0.3'. 

Recently, a manual tracking cursor was added to the boresight television display which al

lows the azimuth of the airplane, relative to TV boresight, to be recorded simultaneollsly with 

the data. Manual tracking accuracy is estimated to be within ±O.025". Data from a 265.5" 

':' Ref. Q'fS, 1 October 1972, p.86. 
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azimuth radial flight are shown in Fig. V-7. This radial is over generally wooded and hilly ter

rain as shown in Fig. V-S. Vertical lobing in the sum beam channel having a peak-to-peak am

plitude of about 7 dB was observed [Fig. V-7(a)], indicating that a multipath component about 

0,4 times the sum beam amplitude was present. (The antenna was tilted downward 5 ° to increase 

the multipath signal amplitudes for this test.) In Fig. V-7, the difference between the TV cursor 
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and monopulse azimuth indications, called the monopulse error, is plotted for this test. The 

mean and standard deviation of the monopulse error in Fig. V-7 are 0.155° and 0.0474°, respec

tively. Since the TV boresight is placed arbitrarily with respect to the electrical boresight 

of the antenna, the mean of the monopulse error data above is attributed to TV boresight 

misalignment. 

In these tests it has been necessary to take data on inbound radial flights so the airplane 

landing light can be used to increase the range at which the airplane is visible on the boresight 

television display. Unfortunately the transponder antenna on the airplane is partially shielded 

by the engine exhaust pipes and the propeller. In the forward direction it was believed these 

factors, through propeller modulations and aircraft attitude variations, caused much of the noise 

in the data of Fig. V-7, so another transponder antenna was mounted under the wing, near the 

leading edge, at a position where it should produce a uniform pattern in the forward and down

ward directions. Data taken with the under-wing antenna on another test radial are shown in 

Fig. V-9. A photograph of the radial, 308,7 0 azimuth, is shown in Fig. V-10. It passes over 

the runway intersection of nearby Hanscom Field. Examination of the log sum signal [Fig. V-9(a) 1 
shows much smaller short-term fluctuations as well as about 5 dB more signal, both of which 

are attributed to the new transponder antenna location. Vertical lobing is again evident, par

ticularly from the runway surface when the aircraft is in the vicinity of 12 nmi range. Note, 

however, the lack of associated monopulse errors in Fig. V-9(b), a result to be expected because 
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Fig. V- 8. View of terrain along 265.5 0 radial. 
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308.7° AZIMUTH 

Fig. V-10. View of terrain along 308.7 radial, 

the image of the aircraft reflected from the flat runway surface is at the same azimuth as the 

ai r·plane. The mean and standard deviation of the monopulse error for this radial are 0.166 0 

and O.OS1 0, respectively, the mean being principally due to TV boresight misalignment as before. 

Since the T\~ boresight is fixed mechanically, changes in the mean are a measure of the mono

pulse toresight stability. In the case of these two flight tests, made a week apart, the means 

differ b.y 0.011 0. 

These results are typical of the multipath data collected to date at DABSEF and indicate that 

multi path errors will not be significant for direction finding in similar hilly, wooded terrain. 

PerfOl'mance with snow cover on the terrain has not been measured, although it is planned. Re

duction of the multipath signal amplitude is expected when the antenna is raised to the horizontal 

(OC tilt) position. 

3. Discrete Interrogation of Mod 2 Transponder 

A DABS transponder was successfully interrogated during this reporting period. The Mod 2 

transponder was acquired on Mode AIAll Call, and di"crete interrogations based on the mono

pulse azimuth measured on the All-Call reply were scheduled on subsequent scans. Uplink and 

downlink decoding were demonstrated as well as All-Call Lockout and reacquisition (by All Call) 

upon termination of discrete interrogations. 
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ABBREVIATIONS AND ACRONYMS 

ABIL 

AC 

ACS 

ACS 

ADC 

AID 
ADIZ 

AGL 

AIMS 

ALEC 

ARINC 

ARSR 

ARTCC 

ARTS 

ASCII 

ASR 

ATC 

ATCAC 

ATCRBS 

BDAS 

BRP 

CA 

CD 

CF 

CONUS 

CPU 

CPV 

CRT 

CW 

DABS 

DABSEF 

DAS 

DCFSK 

DF 

DIM 

DME 

DMID 

DOD 

DOT 

DPSK 

DTSD 

DYNO 

Airborne Beacon Interrogator Locator 

Air Carrier 

All-Call to Subset 

Acquisition and Control System (part of SEL-86 computer) 

Air Defense Center 

Analog to Digital 

Air Defense Identification Zone 

Above Ground Level 

Compatible DOD-ATC Beacon System 

Altitude Echo 

Aeronautical Radio, Inc. 

Air Route Surveillance Radar 

Air Route Traffic Control Center 

Automated Radar Terminal System 

American Standard Code for Information Interchange 

Airport Surveillance Radar 

Air Traffic Control 

Air Traffic Control Advisory Committee 

Air Traffic Control Radar Beacon System 

Beacon Data Acquisition System 

Beacon Reply Processor 

Controller AcknoWledgment 

Common Digitizer 

Close Fit (algorithm) 

Conterminous United States 

Central Processing Unit 

Correlation Preference Value (NAS) 

Cathode Ray Tube 

Continuous Wave 

Discrete Address Beacon System 

DABS Experimental Facility 

Digital Acquisition System (ARTS) 

Direct-Coupled Frequency-Shift Keying 

Direction Finding 

DABS Interrogation Modulator 

Distance Measuring Equipment 

Downlink Message Identification (No.) 

Department of Defense 

Department of Transportation 

Differential Phase-Shift Keying 

DABS Traffic Situation Display 

A High-Efficiency Interrogation Scheduling Algorithm 
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ECAC 

E-SCAN 

ER 

ESC 

FAA 

FR 

FSK 

GA 

GCAS 

HSC 

lAC 

IAR 

ICAO 

II) 

IFF 

IFR 

IISLS 

ILS 

I/o 
IPC 

IRO 

LOS 

LSI 

LTC 

Mb/S 

MCU 

MIL 

MILS 

MLS 

MSI 

MTDS 

MTL 

Ml:DSL 

NAFEC 

NAS 

NIKE 

NOZ 

NRZ 

NTDS 

Electromagnetic Compatibility Analysis Center 

Electronically Scanned Antenna 

Engineering Requirement 

Experimental Sensor Configuration 

Federal Aviation Administration 

Full Ring (algorithm) 

Frequency-Shi ft Keying 

General Aviation 

Ground-Based Collision Avoidance System 

High-Speed Channel (SEL-S6 computer) 

Instantaneous Airborne Count 

Interrogation Arrival Rate 

International Civil Aviation Organization 

Identification 

Identification Friend or Foe 

Instrument Flight Rules 

Improved Interrogation Sidelobe Suppression 

Instrument Landing System 

Input/Output 

Intermittent Positive Control 

Increasing Range Order 

Line of Sight 

Large Scale Integrated (-tion) 

Link Test Configuration 

Megabits/Second 

Modulator Control Unit 

Military 

Microwave Instrument Landing System 

Microwave Landing System 

Medium Scale Integrated (-tion) 

Military Tactical Data Systems 

Minimum Triggering Level 

Minimum Usable DABS Signal Level 

National Aviation Facility Experimental Center 

National Aviation System 

United States Army Anti-Aircraft System 

Normal Operating Zone 

Non Return to Zero 

Naval Tactical Data System 
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OSEM 

PA 

PAM 

PAR 

PCA 

PCD 

PEM 

PIAC 

PLL 

PLRACTA 

PPM 

PRF 

PRP 

PSK 

PWI 

QTS 

RAM 

RBTF 

RDJ 

RIANG 

RMSE 

ROM 

RSLS 

RT 

RTCP 

S&C 

SAR 

SCP 

SDC 

SEC 

SEL 

SIF 

SIR 

SLS 

SNR 

SPM 

SRDS 

SS 

SSF 

Office of Systems Engineering Management 

Pilot Acknowledgment 

Pulse Amplitude Modulation 

Pulse Arrival Rate 

Positive Control Area 

Production Common Digitizer 

Position Entry Module 

Peak Instantaneous Airborne Count 

Phase Lock Loop 

Position Location, Reporting and Control of 
Tactical Aircraft 

Pulse Position Modulation 

Pulse Repetition Frequency 

Pulse Repetition Period 

Phase-Shift Keying 

Pilot Warning Indicator 

Quarterly Technical Summary 

Random Access Memory 

Radar Beacon Test Facility (at NAFEC) 

Reply Delay Jitter 

Rhode Island Air National Guard 

Root Mean Square Error 

Read Only Memory 

Receive Sidelobe Suppression 

Round Trip 

Real-Time Control Program 

Surveillance and Communication 

Suppression Arrival Rate 

Surveillance and Communication Processor 

System Development Contractor 

System Engineering Contractor 

System Engineering Laboratory, Inc. 

Military IFF 

Signal-to-Interference Ratio 

Sidelobe Suppression 

Signal-to - Noise Ratio 

System Program Manager 

System Research and Development Service 

Sum of Squares 

System Support Facility (at NAFEC) 
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TACAN 

TAD 

TATF 

TAli 

TCA 

TDP 

TOA 

TSC 

UMID 

VFR 

VOR 

VORTAC 

V/STOL 

Military Aircraft Navigation System 
(Providing Range and Bearing from Station) 

Technical Acknowledgment. Downlink 

Terminal Area Test Facility (at NAFEC) 

Technical Acknowledgment, Uplink 

Terminal Control Area 

Technical Development Plan 

Time of Arrival 

Transportation Systems Center, DOT, Cambridge, Mass. 

Uplink Message Identification 

Visual Flight Rules 

Very High Frequency Omnirange (Provides Bearing Data) 

Combined VOR and T ACAN Facility 

Vertical/Short Take-off and Landing 
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(Available from National Technical Information Service, Springfield, Virginia 22151) 

Quarterly Technical Summaries 

FAA-RD-72-44 QTS 1 1 April 1972	 Development of a Discrete Address 
Beacon System 

FAA-RD-72-76 QTS 2.- 1 July 1972	 Development of a Discrete Address 
Beacon System 

FAA-RD-72-117 QTS 3 1 October 1972	 Development of a Discrete Address 
Beacon System 

FAA-RD-73-12 QTS4 1 January 197 3	 Development of a Discrete Address 
Beacon System 

FAA-RD-73-48 QTS5 1 April 1973	 Development of a Discrete Address 
Beacon System 

FAA-RD-73-101 QTS 6 1 July 1973	 Development of a Discrete Address 
Beacon System 

FAA-RD-73-165 QTS7 1 October 1973	 Development of a Discrete Address 
Beacon System 

FAA-RD-74-8 QTS 8 1 January 1974	 Development of a Discrete Address 
Beacon System 

Project Reports 

FAA-RD-72-7 ATC-8 24 January 1972 Interrogation Scheduling 
for the Discrete Address 
Beacon System 

E. J. Kelly 

FAA-RD-72-30 ATC-9 12 April 1972 Final Report, Transponder 
Test Program 

G. V. Colby 
E. A. Crocker 

FAA-RD-72-84 ATC-12 14 August 1972 A Comparison of Immunity 
to Garbling for Three Mod
ulation Schemes for DABS 

D. A. Schnidman 

FAA-RD-72-77 ATC-13 14 August 1972 Parallel Approach 
Surveillance 

J. B. Allen 
E. J. Denlinger 

FAA-RD-72-100 ATC-15 29 November 1972 The Influence of Surveil- J. W. Andrews 
lance System Parameters 
on Automated Conflict 

G. Prado 

Detection and Resolution 

FAA-RD-73-166 ATC-19 19 October 1973 Interrogation Scheduling 
Algorithms for a Discrete 
Address Beacon System 

A. Spiridon 
A. D. Kaminsky 

FAA-RD-73-160 ATC-25 28 November 1973 DABS/ATC RBS Transponder 
Bench Testing 

J. R. Samson, Jr. 
J. D. Welch 
E. R. Becotte 
E. A. Crocker 
H. D. Schofield 

FAA-RD-73-175 ATC-30 9 November 1973 Provisional Signal Formats 
for the Discrete Address 
Beacon System 

P. R. Drouilhet 
Editor 
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1972-38 4 December 1972 

1973-7 9 February 1973 

1973-48 26 September 1973 

Technical Notes 

The Use of Supplementary Receivers 
for Enhanced Positional Accuracy in 
the DAB System 

A Maximum-Likelihood, Multiple
Hypothesis Testing Algorithm, with an 
Application to Monopulse Data Editing 

An Optimum Interference Detection 
for DABS Monopulse Data Editing 

E. J. Kelly 

E. J. Kelly 

R. ,J. McAulay 
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