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DEVELOPMENT OF A DISCRETE ADDRESS BEACON SYSTEM 

I.	 INTRODUCTIOl\ AND PROGRAM OVERVIEW 

A.	 Introduction 

This is the twelfth Quarterly Technical Summa ry. covering the work performed by Lincoln 

Laboratory between 1 October and 31 December 1974 to develop a Discrete Address Beacon 

System (DABS). This effort is supported by the Federal Aviation Administration through Inter­

agency Agreement DOT-FA72WAI-261 between the FAA and the United States Air Force. 

DABS is an evolutionary upgrading of the present FAA A TC Radar Beacon System (ATCRBS) 

employing discretely addressable transponders and incorporating a ground-air-ground data link. 

DABS will provide the improved surveillance and communication capabilities required to meet 

the needs of an automated ATC system in the 1980's and 1990's. 

Vnder Phase I, Lincoln Laboratory carried out a detailed system design of DABS based 

upon design studies, trade-off analyses, and experiments. This system design was described 

in a set of engineering requirements for engineering development models to be designed by the 

Sensor Development Contractor (SDC), and subsequently evaluated at NAFEC during Phase II of 

the DABS program. The completion of these requirements documents represented the nominal 

completion of Phase I. 

During Phase II, Lincoln Laboratory will continue to support the FAA as DABS System 

Engineering Contractor (SEC). Major areas of responsibility during this phase will include: 

validation and refinement of the designs specified, assisting the FAA with the selection and sub­

sequent monitoring of the SDC, and using the DABS experimental facility to perform IPC flight 

tests. 

B. Program Overview 

The DABS RFP package was released to industry by the FAA in December 1974. Each 

package included a DABS System Description and a complete set of equipment design require­

ment documents prepared by Lincoln Laboratory. Technical questions submitted to the FAA by 

prospective bidders were answered as the report quarter drew to a close. Proposals will be 

submitted by industry, and the selection process begun by the FAA during the next quarter. 

Simulation, analysis, and flight testing tasks outlined in Table 1-1 of the previous QTS are 

continuing to assess the performance of the DABS design in a wide variety of operational 

environments. 

In addition to the specific study and experimental work reported here, a number of special 

studies have been performed during the last three months of 1974. This effort has required that 

various DABS personnel address such issues as: 

(1)	 The suitability of ATCRBS mode of the DABS sensor functions as 

an interim improvement to the present ATCRBS interrogators and 

associated data processors. 

(2)	 The use of DABS avionics as the basis of an interim air-air CAS system. 
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Highlights of the work reported in the subsequent sections of this report are as follows. 

Section II pL'csents numerical results of simulation runs assessing 

the performance of the ATCRDSjDABS reply, surveillance cor­

relation, tracking, and netwOL'I. management functions. 

Sections III and IV summar'ize cOlrputer con!\guration/sizing and 

antenna design/evaluation studies. These efforts are complete, 

and deta iled reports of the results are in preparation. 

Section V. Since investment in today's state-of-the-art LSI com­

ponents for DABS transponder logic circuitry would not be likely 

to affect the cost of DABS transponders five years from now, nor 

would such components necessarily be applicable then, this effort 

has been discontinued. All. approach to temperature desensitizing 

the DPSK surface-wave demodulator is described. 

Section VI. Flight measurements have confirmed model-based 

predictions of the total variation of airborne antenna gain for 

typical general aviation aircraft flight attitudes. The measured 

variation 1'1 signal strength due to antenna gain change is consistent 

with the allowance for thi.s variable in th8 ER link power budget. 

All. example is presented of a way in which to express coverage 

along all. air route. The example selected depicts, on the basis 

of present A TCRBS terminal interrogators only, the multiplicity 

of coverage at various altitudes above terrain along a n idealized 

straight-line route from Boston to Washington. 

Section VII discusses techniques for incorporating Mode 4 (military 

secure IFF) capability in a DABS sensor. 

Section VIII. The Lincoln Laboratory DABS experimental facility 

is being updated, particularly in its software complement, to more 

closely resemble the design specified in the DABS Sensor ER. 

Design and construction aspects of the DABS ground and airborne 

field measurement facilities are also described. Definite design 

approaches for both of these facilities have now been selected, and 

all Inajor components are on order or on hand. Consideration is 

being given to locations suitable for early site evaluation using the 

Transportable Measurements Facility (TMF). 

Section IX presents preliminary results of the IPC/PWI tests in­

volving about 200 encounters along a triangular course to the north 

and west of the DABSEF facility. 
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II. SENSOR DESIGN VALIDATION AND REFINEMENT 

A. Sensor Reply Processing 

1. Introduction 

Experimental data taken on initial versions of the DABS and ATCRBS reply processors have 

shown marginal performance in certain areas, e.g. the ATCRBS processor has indicated a high 

incidence of synchronous garbling error. Based on these data, changes were made to the reply 

processor design, and these changes are currently being implemented at DABSEF. The im­

proved reply processor design is incorporated in ER-26. Results from simulations of these 

reply processors':' are described below. These results give the performance of the reply proc­

essing algorithms under a variety of simulated interference conditions. The results have been 

•	 generated by producing the composite digitized waveform available to the reply processor algo­

rithrw3 by a simulation of the antenna, receiver, video pulse quantizeI', and A/D conversion 

defined by ER-26 for a DABS sensor. 

Z. Simulation Data Generator 

The computer simulation of the DABS sensor has been defined in detail in ATC-28.t This 

simulation generates a DABS or ATCRBS reply with a specified SNR, azimuth, frequency, and 

message content and permits randomizing these parameters between defined limits. The pro­

gram also generates both fruit and synchronous garble lnterference replies whose parameters 

TABLE II-1 

PARAMETERS OF DABS SENSOR 
USED IN SIMULATING REPLY PROCESSORS 

Antenna beamwidth 

Antenna sidelobes 

Antenna backlobes 

Monopulse slope (normalized) 

Omni antenna gain 

Receiver dynamic range 

Receiver noise 

IF filter 

Video pulse quantizing rate 

Quantization levels 

4.0 degrees 

-26 dB 

-40 dB 

1.78 

20 dB below peak gain of L 

80 dB 

Gaussian, a = 0.282 

Second-order Butterworth, 
8-MHz bandwidth 

16.0 MHz - DABS 
""8.3 MHz - ATCRBS 

L signals: 256 
Re (6/L): 256 

beam 

are randomly selected from an appropriate range of values. The composite waveform produced 

by the overlapping target and interference reply is then processed by models of the antenna, 

receiver, VPQ, and A/D converters defined for a DABS sensor. The simulated parameters of 

the sensor are given in Table II-1. 

':' See DABS QTS of 1 October 1974, pp.3-4 

t R. J. McAulay and V. Vitto, "A Simulation of the DABS Sensor for Evaluating Reply Processor
 
Performance," Project Report ATC-28, Lincoln Laboratory, lVI.I.T. (16 September 1974),
 
DDC AD-78763317.
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3. Reply Proces~o"r Si:nulations 

Reply processing simulation programs have been developed for the DABS and ATCRBS 

processors specified in ER-26. These programs are fed taped data from a simulation generator, 

data resulting from 300 trials in which many parameters of the replies, interference, and sen­

sor characteristics were randomly altered from reply to reply. 

The DABS reply processor simulation models the preamble detector. This detector proc­

esses the clocked (16-l'vlHz) VPQ data and determines the time of arrival of a DABS reply. It 

samples the message block of the Re(6/L:), logL:, and QSLS data streams based on preamble 

detection. These data are used in a message processing algorit!lm to produce a series of 

message and confidence bit estimates for the reply. The message bit estimates are processed 

by a parity decoder, and replies with a bit error span of less than 24 bits are error corrected 

t,:,' ,.: ttl("~ ('onfLdence bit estimates and error syndrome produced during parity decoding. For 

c;)ch ~ loial, a monopulsc azimuth estimate is accumulated by averaging the sum of the mono­

pulse samples de ri ved from high confidence bit estimates in the reply. Outputs of the processor • 
are estimates of range, monopulse azimuth, and information bit estimates for each data trial. 

The simulation also produces an ovel'all statistical summary of range, azimuth, and infor'nation 

bit estimation accuracy for the set of trials. 

The l\TCRBS reply processor simulation detects brackct pairs based on a leading-edge and 

pseudo-leading-edge stream clocked at 8.27 MHz (12 samples/1.45 flsec). Phantom brackets 

are eliminated based on logic which defines a phantom as the second of three brackets detected 

within a 40.6- flsee time interval. Sidelobe brackets, defined as those 1"1 and F2 pulses with 

larger Olnnidirectional signals than the log:: sLgnal, are eliminated. Phantoms created by the SPI 

and C2 code pulses are detected and eliminated. Replies corresponding to valid bracket pairs 

are decoded by the use of monopulse samples taken in association with each leading edge and 

each pseudo-leading edge. The monopulse sample taken for the F1 pulse is used as a reference 

for all brackets which were not garbled when detected, and the F2 pulse sample is used as a 

reference for a bracket which is already garbled by another bracket when detected. J'vlonopulse 

samples taken for code pulses are compared to the reference sample to decode the message 

and to update the monopulsc estimate for the reply. The monopulse estimate is updated by 

adding samples which correlated with the reference and dividing by two. The resulting average 

then becomes the reference for subsequent comparisons. 

The outputs of the processor are estimates of range, monopulse azimuth, code bits and 

associated confidence bits for each data trial. The simulation also provides an overall statisti ­

cal summary of range, azimuth, and code bit estimation accuracy for the set of trials. 

4. Data Cases 

A series of data tapes were created using the data from the simulation data generator and 

processed by the simulated DABS and ATCRBS reply processors. Two fruit models were as­

sumed based on omnidirectional fruit rates of 40 and 80 K/sec.';' These fruit rates produce an 

average of 3 and 6 fruit replies overlapping a DABS 56-bit reply and 2 and 4 replies overlapping 

• 
':' R. J. McAulay and V. Vitto, "A Simulation of the DABS Sensor for Evaluating Reply Proccessor
 
Performance," Project Report ATC-28, Lincoln Laboratory, M.l.T. (16 September 1974),
 
DDC AD-78763317.
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an ATCRBS reply. This numbC'r of overlapping replies is calculated based on the ability of the 

omnidirectional antenna to see all ta rgets between 0 and 170 nmi from the sensor, and on the fact 

that only a fraction of these replies will have an effect on the target reply after being processed 

by the directional antenna. The fruit replic,s ''-'''t'P distributed in azimuth to account for azimuthal 

bunching (the probability of a reply falling within the mainbeam 20-dB points was 3 times greater 

than it falling in the sidelobcs and backlobes). In all casps, the DABS and ATCRBS message 

bits were randomly selected. 

The DABS reply processor uses a monopulse correlation window of ±0.5 degree to accumu­

late the monopulse average for each reply. The first 16 sarnples to correlate produce the 

monopulse estimate. The range window in which the preamble is detected is 16 fLsec, with valid 

preambles declared within a window ±0.Z5 f,sec al'ound the nominal location for the reply. Pre­

ambles detected outside this smaller window are declared false alarms. For the cases evaluated 

here, the error correction process was not initiated for replies which had more than 28 low 

confidence bit estimates out of the total 56. 

The ATCRBS reply processor also defined a valid bracket detection as one occurring with 

a window ±0.25 fLsec about the nominal location of the reply. The monopulse correlation window 

was also ±O. 5 degree; for this processor. 

In both the DABS and A TCRES cases, the interference replies could be offset in frequency 

from the target reply. This is accomplished by randomly selecting the frequency from a uniform 

distribution ±3 MHz around t.he target reply frequency. 

The simulation data generator allows for the exact definition of the SNR and azimuth of the 

target reply (and synchronous garble reply in the ATCRBS cases), or allows for randomly se­

lecting the SNR from the same amplitude distribution used for fruit replies ':' and the azimuth 

uniformly within the mainbeam 3 -dE points. 

Some ATCRBS cases were generated with a synchronous garble reply present for every 

trial. The location of t.he garble reply generated for each trial was uniformly selected over an 

interval ±0.35 fLsec around the leading edges of the target reply. From trial to trial, the syn­

chronous garble reply was walked through the target reply such that the leading edge of the Fl 

pulse of the synchronous garbler ranged from a position 20.3 fLsec leading to 20.3 fLsec trailing 

the leading edge of the Fl pulse of the target reply. 

5. Results 

Table II-2 presents the results of the DABS reply processor simulation for eight different 

cases of 300 trials each. These data show that when the range of the DABS target is selected 

from the same distribution as the ATCRBS fruit replies (uniform from 0 to 170 miles) the proba­

bilities of a successful reply are about 0.99 and 0.98 for omni fruit replies of 40K and 80K, re­

spectively. Additionally, offsetting the frequency of the fruit replies does not appear to affect 

the results. In addition, the performance for a DABS target whose SNR was 30 dB (a target at 

100 miles range) and located 1.0 degree from boresight is better than 0.98 and 0.96 for the two 

fruit rates. Only when the SNR of the DABS target is reduced to 15 dB (a target at maximum 

range with maximum fade) docs the performance degrade. The effect of frequency offset of the 

fruit replies when the DABS SNR is 15 dB is currently being evaluated. 

':' S. R. ,Jones, "Evaluation of ATCRBS Performance in an Interference Environment," MITH j~
 

Technical Report MTR-6Z39 (4 August 1972).
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'
ITABLE II-Z 

Di\BS REPLY PR()CESSOR SII\IT..L.AcTli:-\i IlLSi IT~; I 
I rI

1 
T

Frequency 
l\;umber I Offset of SNR of Azimuth uf 

Case of Fruit! Reply DABS Reply DABS Reply 

,-,,"mhc,. ncplicc I IMIl'.) IdTI). (cJcg) 

I Random Handom 
(eniform (Cniform 

1 I 3 I 0 0-170 nml) ±4 deg) 

2 6 0 Handom Random 
~ 

I 
.) 3 I ±3 I Random Random 

4 6 I ±3 Handom Random 

5 3 I 0 30 tl.O 

6 6 0 I 30 t1.0 

j 

7 3 0 I 15 t1.0 

8 6 I 0 I 15 t1.0 

0.053 

0.032 

0.035 

0.003 

0.006 

0.011 

I 
I 
I 

I 
I 

0.997 

0.045 0.917 

0.094 0.873 

j 

0.003 0.040 

0.003 0.153 

0.023 0.202 0.303 

~ .
 



In all cases the rms ran,e:" <';l"rors are on the order of 0.05 flsec. The monopulse rms error 

is a function of SNR and fruit rate but in all cases a very accurate estimate was made. 

In Table II-3, the results produced by the ATCRBS reply processor for 8 different cases 

of 300 trials each are presented. The first two cases give the performance of the processor in 

the presence of fruit alone where the SNR of the target ATCRBS reply was 30 dB (a target at a 

range of 100 miles) and the azimuth one degree from boresight. The results here represent 

the sweep-by-sweep performance of the processor. The results are generally good with the 

exception of the unusually high occurrence of no monopulse estimates for the reply. This result 

was not expected and minor modifications to the reply processing algorithm are being considered' 

to reduce this fallure rate. It should be noted that the reply-to-rcply correlation algorithm 

given in ER-26 would successfully correlate a reply without a mono pulse azimuth estimate based 

on range and code. In these cases, the rms range and azimuth errors are less than 0.03 flsec 

and 0.1 deg., respectively. The detection probability data define replies that have been detected 

within the ±0.25-flsec window and not eliminated as a phantom or sidelobe bracket as a success . .. 
In addltion, there are a total of 14 code bit estimates possible for each reply as the F1 and 1'2 

pulses arc not decoded (they are always present). 

The remainde r of the ca~ps ~resented are for a single synchronous garble reply on every 

trial ul addition to the fruit replies selected randomly from trial to trial. Cases 3 and 4 have 

the target reply and synrhronous garble both set at 30 dB SNR, but located on either side of 

boresight. In these cas'os, performance degrades as the fruit rate increases, as expected. 

Cases 5 and 6 are repeats of 3 and 4 except for the random selection of the range and azimuth 

of the synchronous garbles uniformly over intervals from 0 to 170 miles and within the 3-dB 

mainbeam, respectively. In these cases, the SNR of the synchronous garble reply was generally 

larger than the target reply and the expected performance degradation may be noted. In cases 

7 and 8, the effect of frequency offset between the target reply and the interferring replies is 

evaluated. Here, 3 overlapping fruit replles and a synchronous garble reply were at the same 

frequency as the target reply (case 7) or their frequency was randomly selected (trial to trial) 

from a uniform distribution ±3 MHz around the target reply frequency. The results show that 

the effects of frequency offset are not significant but more analysis of frequency effeet is planned. 

The results given for the cases when a synchronous garble reply is present on every trial 

are not an attempt to characterize the performance of the processor under a particular traffic 

model since the occurrence of synchronous garble is dependent on traffic density. These re­

sults do, however, evaluate the processor performance under severe interference conditions 

to deLcmine the failure modes of the processor. 

B. Surveillance Processing 

The simulation of the ATCRBS surveillance processing function is now operational, and the 

process of evaluating its performance and optimizing its parameters has begun. Characteristics 

of the aircraft traffic in the terminal area have been more realistically represented, and new 

models of the reply processor and fruit arrival mechanism have been incorporated. The reply­

to-reply correlation, target-to-track correlation, and track update functions match the ER in 

almost every detail. Variations from the ER design have been made only to accommodate the 

.. chosen computer implementation and do not constitute a significant departure from that design . 

Preliminary runs have been made to obtain a first set of performance figures. It should 

be emphasized that as of yet parameters of the system, such as the correlation box sizes or 
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Freq. SNR of 
Offset SNR Synch. 

of of Garble 
Reply Reply Reply 
(MHz) (dB) (dB) 

±3 

±3 

0 

0 

0 

0 

0 

±3 

30 

30 

30 

30 

30 

30 

30 

30 

-

-

30 

30 

Random 

Random 

30 

30 

TABLE II-3 

REPLY PROCESSOR SIML'LATICN RESt;LTS 

Azimuth 
of 

Synch. 
Garble 
Reply 
(deg) 

RMS 
Range 
Error 
(fl sec ) 

A
Rl\IS 
Zlmuth 
Error 
(deg) 

Probab il ity 
of Valid 

Reply 
Detection 

Probability 
That No 

l\1onopulse 
Estimate 

Available 

Probability 
of at Least 
One High-

Confidence -
Bit Error 

Average 
No. of 

Correct 
Bit 

Estimates 

Average 
No. of 
High-

Confidence-
Bit 

Estimates 

- 0.024 0.036 0.970 0.074 0.003 13.8 12.9 

- 0.025 0.092 0.947 0.182 0.012 13.6 11.3 

-1.0 0.030 0.320 0.877 0.046 0.041 13.6 10.7 

-1.0 0.034 0.172 0.810 0.065 0.032 13.4 10.4 

Random 0.030 0.160 0.787 0.057 0.068 13.1 10.8 

Random 0.027 0.224 0.823 0.066 0.088 13.1 10.4 

-1.0 0.030 0.160 0.850 0.048 0.037 13.6 10.8 

-1.0 0.032 0.116 0.867 0.078 0.037 13.6 10.8 

OJ 

No.	 of 
Case Fruit 

RepliesNo. 

21 

2 4 

23 

4 4 

25 

6 4 

7 3 

t< 3 

No. of
 
Synch.
 
Garble
 
Replies
 

0 

0 

1 

1 

1 

I	 1 

1 

1 i 

ATCRBS 

Azimuth 
of 

Target 
Reply 
(deg) 

+1.0 

+1.0 

+1. 0 

I 
+1.0 

+1.0 

+1. 0 

+1.0 

+1.0 



the velocity resonableness check threshold have not been optimized. Thus, the performance 

figures given here represent a lower bound on the performance obtainable once these parameters 

are tuned. 

The normal mode of the simulation contains 100 aircraft distributed uniformly in range be­

tween 0 and 50 nmi, with their starting positions and direction of flight chosen randomly. These 

targets can fly straight, turn, accelerate or decelerate, with each transition of flight regime 

controlled by a probabilistic model. The tar get attribute mix is tailored to reflect a typical 

aircraft population, with discrete and non-discrete codes, presence and absence of altitude 

reporting, and various speeds represented. The round reliability and reply processor error 

figures were also chosen to reflect reality. The maximum ATCRBS runlength for all simulation 

runs made so far has been set at four, although longer runlengths may be used in practice to 

improve performance. 

1. Preliminary Results 

The performance of each simulation run was measured by counting the number of times a 

target report correlated with the track initiated by its aircraft, with a wrong track, or did not 

correlate at all. For a typical run (the" Baseline"), 98.5 percent of the target reports were 

correlated correctly, 0.2 percent were correlated improperly, and 1.3 percent failed to correlate. 

Vlrtually all of the deviations from perfect performance were caused by one of two situations. 

The first occurred whenever two aircraft with the same non-discrete code, neither reporting 

altitude, came in close proximity or crossed. The resulting ambiguity is often impossible to 

resolve, but causes very slight loss in tracking accuracy if performed incorrectly. The second 

situation arises whenever an aircraft without altitude reporting capability passes at very close 

range to the sensor. Small errors in tracker prediction can lead to very large errors in azimuth 

at such close ranges, while lack of altitude data makes it impossible to obtain accurate ground 

range estimates when the aircraft's distance is comparable to its altitude. 

Table II -4 summarizes the performance of the correlation function for a few selected con­

ditions. The baseline case was discussed above, while the other cases were obtained either by 

Type of Run 

Baseline 

Dlscrete code, 
Altitude 

Non-discrete code, 
No altitude 

No aircraft within 5 nmi 
of sensor 

50 pairs of crossing 
aircraft (20 scans) 

TABLE II-4 

Correct 
Correlation 

(percent) I 
98.5 

99.8 

97.5 

99.8 

97.0 

All runs assume 10,000 fruit per second. 

Wrong 
Correlation 

(percent) 

0.2 

0.1 

0.7 

0.1 

1.5 

No 
Correlation 

(percent) 

1.3 

0.1 

1.8 

0.1 

1.5 
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looking at a subset of targets within that run or by varying the parameters of the basic run. As 

expected, the more information an aircraft supplies with its code and altitude, and the further 

it flies from the sensor, the more accurate is the correlation algorithm. 

2.	 Future effort 

Of particular interest in the future will be the results obtained by comparing the performance 

of the 12-bit garble mask specified in ER-26 (para. 3.4.5.3.1.1) with the i-bit indicator used by 

ARTS. The 12-bit mask allow" a target report and track to be matched in code or altitude on 

the bas is of a subset of the full code, namely the bits declared with high confidence. In situations 

where the garble has not caused complete overlap, such a partial comparison will be almost as 

effective as having the complete code available, A preview of the results expected can be ob­

tained from two identi.cal crossing runs that were made, one employing the 12-bit garble mask 

and the other the i-bit garble indicator. The number of multiple-association situations, the 

number of wrong correlations, and the number of track swaps were all cut in half by the use of ,
the	 12-bit mask, and the execution time was also reduced significantly. 

A program being written will employ the A TCRBS simulation for two major objectives: to 

optimize all of the variable pa rameters in the ATCRBS surveillance system, and to compare 

the performance of the EH design with that of the ARTSjIPC tracking and correlation algorithm, 

both on an overall basis and on a feature-by-feature basis. 

C.	 Network Management 

Design validation of the Network Management function has been undertaken via a simulation 

program which is nearing completion. Simulation of Network Management requires that several 

sensors be incorporated in the network mode 1, all interacting with the same traffic. Traffic 

was simulated by the MITRE model for the L.A. Basin area, and the three sensors were located 

at Long Beach, Ontario, and Burbank (see Fig. II-i). The simulation program has coded the 

Network Management function and all other relevant sensor functions interacting with it. The 

same routines are used For each of the three sensors, each using Lts own version of the traffic 

model as input. The sensor places its output messages in designated buffers, that are read by 

other sensors, in order to simulate the ground communication between the sensors. 

Major purposes of the design validation effort have been to: 

(1)	 Chec k on the consistency of the design and to point to network manage­


ment design improvements.
 

(2)	 Evaluate the performance of the function. 

(3)	 Estimate program size, computer load in terms of time and storage,
 

and intersensor communications load based on as cealistic a model as
 

possible of the actual working environment for network management.
 

1.	 Approach 

The guiding principle in the simulation has been the verification of design consistency. The
 

sizing effort was considered of secondary importance. To optimize the results, different traffic
 

models were chosen for consistency checking and for siZing. The first model consists of about
 

twenty carefully selected flights Lncluding as many complexities as possible. The siZing lS based
 

on a set of about 600 flights representing the high-density traffic expected in the future.
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AREA IN WHICH TRAFFIC MODEL 
APPLIES (50 x50 nmil 

8UR8ANKI"8"). 
ONTARIO("C")

• 
• LOS ANGELES 

LONG 8EACH("A") 

Fig. II-1. Sensor site locations and limits of traffic model. 

The traffic model gives scan-by-scan positions of the targets with respect to each sensor. 

A reply model simulates how each sensor would view these targets including random single 

misses, randomly occurring but persistent fades (maneuvers), fades related to closeness to 

elevation angle extremes (0° or 90°) at which the sensor views the target. 

Network management is based principally on fixed information stored in a coverage map. 

Such a map can only be constructed after extensive study of the actual sites involved. In the 

absence of such a study, the following simplifications were introduced: 

(1) The three sites are located on a hor izontal plane. 

(2) Antenna height is zero. 

(3) Each sensor has identical coverage characteristics. 

(4) Each sensor provides coverage to a maximum range of 60 nmi. 

(5) There are no obstacles interfering with coverage. 

These simplifications lead to the ideal coverage assignments of Fig. II-2 which in turn trans­

late into coverage maps for each site. Figure II-3 illustrates the map for a sensorat'Long Beach, 

California. Details on the construction of coverage maps were given in the 1 July 1974 DABS 

QTS. 

2. Simulation Results 

The main result of the simulation has been to verify that the Network Management function 

as described in ER-26 (para. 3.4.8) operates as expected in all circumstances in which we were 

able to test it. The ER description has been found to translate into an efficient software program. 

An illustration of how analysis of a flight was performed is presented in Fig. II-4 and 

Table II-5. In Fig. II-4, the relevant cells of the coverage maps are shown and indexed. The 

letter (T) signifies that the cell is part of the transition zone. 

11 
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Fig. II-3. Idealized coverage map 
for Long Beach site. 
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TARGET ALTITUDE FROM 2900 TO 2100 fl. 

CELL NUMBER 

\ I 

SCAN NO.1 
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........ 
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/ 

118 - 4-169181 

I 

Fig. II-4. A single-thread flight (2500 ft altitude). 

Each small square on the illustrated flight trajectory corresponds to a scan listed in 

Table II-5. In Table II-5, the internal" states" relevant to network management are shown. 

RTN specifies the type of return used to update the track (A = All-call, D = DABS roll-call, 

E = external), PS is the priority status adopted (N = undetermined, P = primary, P = primaryT 
but on a temporary basis, S = secondary, ST = secondary on a temporary basis). S is the track 

status (SO = undetermined, S1 = coast, S2 = tracking on all-call, 84 = tracking on local roll-call, 

S3 = tracking on external roll-call). 

At Scan No.3, the track is well established at the two assigned sensors. The target is in 

the zenith cone of Sensor 2 requiring Sensor 1 to provide standby track data. 

At Scan No.8, Sensor 2 experiences a miss causing it to handoff primary status to Sensor 1 

on a temporary basis. Sensor 2 continues its track on external reports till Scan 11 when it re­

acquires and rescinds the handoff of its primary status to Sensor 1­

At Scan No. 17, the target leaves the zenith cone of Sensor 2 which asks Sensor 1 to stop 

sending track data. 

At Scan No. 42, the target enters the zenith cone of Sensor 1 and at the same time its primary 

coverage area. It asks Sensor 2 for standby-track data and imposes permanent secondary status 

on Sensor 2 while becoming primary itself. 

A second result of the Network Management simulation involved the successful testing of the.. 
mechanism of dynamic assignments associated with sensor failure/recovery. 

Finally, the sizing effort has provided us with the data summarized in Tables II-6 and II-7. 
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TABLE II-5 

SENSOR 1 (A) SENSOR z (B) 

Scan Assigned I Assigned 
Sensors i CellNo. S RTN Ips SRTN PS Cell ActivitiesSensors_._--r------,.

I 
I 5 ,5A NSO. , 0 2 

1 A N S2 1 

T D 2,1 1P S4 I
2 D 2,1 I 111S 1: Data Start 254 II 

I --_ ... 
--~.~- i 

I D 
3 D 1: Track Data 2I 

1--. 
DI 

4 D 1: Track Data 2 
.­-

D 
5 D 1: Track Data -- 2 

D-t 
6 D 1· Track Data ------2 

D 
7 D 1: Track Data 2 

Miss 51 2: Temp. Hand-off ---1 

8 D P 
T 

2,1 79 E ST S3 I 1 Track Data 2 

E 
9 D 1: Track Data 2 

E 
10 D 1 Track Data 2 

D P S4 2: Cancel Temp, Hand-off-1 

11 
- -

D 
- - S 

- - -­ --­ -­ - - - - - - r - - 1-­ -­ - - 1: Track Data -- ­ - - -
2 ----­

D 
16 D 2,1 48 1· Track Data 2 

D 2,1 9 2: Cancel Requpst 1 
17 D 

- ­ - 1---- ­ - r­ - -- -I­ - - - - ­
D 

- -- -­ - - -
2,1 

- -­
40(T) 

1· Data Stop-­ - - - - - - - - 2 -­
35 

- - -
D 
- - - -

2,1 - -
16{T) 

- - - -­ - I­ - - ---­ - - - - -­ -------­
D 

42 D P 1,2 1 S 1: Data Request 2 
Perm. Sec. Hand-off -2 

2· Accept " II -1 
Data Start 1 

D 1,2 63 
43 D 2: Track Data 1 

D 
44 D 2: Track Data 1 

r 
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TABLE II-6
 

PROGRAM SIZING AND TIMING
 

Program Size for Internal Network Management Tasks (bytes): 

Cell index calculation 
Coverage map search 
Boundary transition (adjacent sensor added or deleted) 
Boundary transition (local sensor deleted) 
Zenith cone 
Sensor priority determination 
Track status trans itions 
Issuing track data messages 
Formatting of messages to be output 
Bit manipulation and miscellaneous 

Total 

350 
450 
500 
250 
250 
800 

1300 
200 

1150 
750 

6000 bytes 

Program Size for Processing Incoming Networks Management Control Messages (bytes): 

Data Start 1000 
Data Stop 100 
Track Data 1000 
Data Request 400 
Cancel Request 200 
Permanent Hand-off 100 
Transition Zone Coordination 400 
Bit manipulation and miscellaneous 800 

Total 4000 bytes 

Storage Requirements for: 

Coverage map (60 nmi max range or 433 cells) 
8 bytes per cell or 3464 

Network Management lists (for 400 targets) 
12 bytes per target or 4800 

Total 8264 bytes 

Time':' of Program Execution in msec/sec per 100 Targets 

Internal Network Management Tasks 8.3 

Time consumed interpreting Coverage Map 
subset of "Management Tasks." 0.5 

Processing incoming Network Management 
Control Messages 2.2 

Total 1 O. 5 msec/sec 

1" Averaged from 3 sensors and 85, 000 scan-targets; based on use of SEL-86 computer 
at DABSEF. 
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TABLE II-7 

OPERATIONAL STATISTIC So:, 

1. Normal Operations 

Percentage of targets per scan for which: 

(a) The coverage map was accessed 8.31 

(b) A boundary trans it ion occurred 
(adjacent sensor added or deleted) 

0.33 

(c) A boundary trans ition 
(local sensor deleted) 

0.21 

(d) A fade occurred 
(track status enters 51) 

0.30 

(e) A track started up or continued with external data 
(track status enters 53) 

0.30 

(f) A track enters stable condition 
(track status enters 54) 

0.46 

(g) Zenith cone logic used 
[is subset of (a)j 

4.02 

II. Failure/Recovery of an Adjacent Sensor 
(data not yet available) 

'~Averaged over 3 sensors and 85,000 scan-targets. 

r 
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III.	 SENSOR PROCESSOR CONFIGURATION/SIZING 

In the last QTS, under the Sensor Processor Configuration/Sizing Task, it was indicated that 

a minicomputer, having a cycle time of about 1.0 microsecond, could handle the real-time com­

putation load imposed by the Channel Management function. This function is the most critical 

one from a timing point of view because it is very sensitive to bunching of targets in azimuth. 

A report describing the details of this activity has been prepared and will be published in 

the near future . 

..
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IV,	 ANTENNA DESIGN AND EVALUATION 

A.	 ASR-7 Integrated Feed 

It is now planned that the prototype ASR-7 radar antenna with integrated radar-beacon feed 

and multichannel rotating joint will be used as the primary antenna for the Lincoln Laboratory 

Transportable Measurements Facility (TMF). This antenna will be used for the TMF rather 

than the antennas originally planned since: 

(1)	 It is more representative of antennas planned for DABS sensors, 

(2)	 Extensive pattern range testing has been done on this antenna, and 

(3)	 The antenna has elevation underside cutoff and monopulse (l: and .c,.) 

characteristics suitable for the TMF application. 

B. ARSR-2 Antenna
 

An approach to the development of a suitable antenna for the en route sites has been devel­


oped. No further activity is anticipated until a decision is made by the FAA as to the manner 

in which IPC is to be integrated into the en route environment. 
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V. AVIONICS COST REDUCTION 

A. Large Scale Integration of Transponder Logic 

The possibility of procuring Large Scale Integrated (LSI) circuits for the digital logic section 

of a DABS general aviation type transponder has continued to be investigated. It has been con­

cluded, based on cost estimates from several manufacturers and discussions with users of cus­

tom LSI in quantities appropriate for transponders, that an expenditure on custom LSI circuits 

for the general aviation DABS transponder at this time would be unlikely to result in a net reduc­

tion in the cost of production of DABS transponders five or ten years hence. Furthermore, it 

is unlikely that today's LSI technology would be applicable five years hence. It has thus been 

decided that no LSI fabrication will be undertaken for the DABS transponder at this time, but 

that the progress in the industry will be closely monitored for new developments which might 

alter the above conclusions. 

B. DPSK Demodulator Development 

A simple, low-cost Surface Acoustic Wave demodulator for use in general aviation DABS 

transponders has been built using a single lithium niobate chip containing a pair of DPSK "Mark" 

and "Space" filters (QTS, 1 October 1974, pp. 27-28). Although this circuit is being implemented 

in the Mod 3 airborne transponders used to support the DABSEF flight tests, temperature tests 

indicate that the performance does not provide sufficient margin to reliably meet the proposed 

sensitivity and interference specifications for a DABS transponder over the entire temperature 

range indicated by the ATCRBS transponder TSO. Therefore, work has continued on tempera­

ture compensation of the SAW demodulators. 

One alternative for temperature compensating these devices would be to use a local oscil­

lator crystal with a temperature coefficient selected to compensate for the temperature coeffi­

cient of the lithium niobate device. However, oscillator and crystal manufacturers have indicated 

that it would be relatively expensive to develop such an oscillator. A second alternative would 

be the use of a small oven to provide a constant-temperature environment for the SAW crystal. 

However, this is not a solution to the temperature problem due to the increased power required 

by the oven, the added heat dissipation in the transponder, and the cost of the oven. 

A more attractive alternative would be the use of a quartz substrate for the SAW device. 

Although a very small temperature coefficient may be obtained by the use of quartz, quartz has 

been avoided for this application in the past because its high insertion loss requires additional 

IF circuit gain. However, it has been found that by using an integrated-circuit mixer as a phase 

detector in a delay-and -multiply demodulator, more than 30 dB of loss can be tolerated in the 

delay line in a typical transponder installation. In addition, there is no need for accurate con­

trol of the gain balance and gain tracking in the two channels of a delay-and -multiply demodulator, 

as there is in a mark/space filter demodulator, since only phase information is compared. 

A quartz surface-wave device has been designed and is being fabricated which will include 

two matched delay lines, with a common input and separate outputs, having a differential delay 

of exactly 250 nsec at 60 MHz. Like the lithium niobate mark/space filter chip, the delay-line 

device will be packaged in a single low-cost TO-5 transistor package and should be producible 

ultimately in typical avionics quantities for under $10 per unit. The principal component 
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required to complete the DPSK demodulator is an integrated-circuit mixer costing less than $2 

in unit quantities. Two different versions of these mixers have been tested in the laboratory 

and have been found to perform excellently in the delay- and-multiply demodulator application 

over the entire required temperature range. The final verification of the performance of this 

demodulator will be completed in the next reporting period. 
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VI. LINK PERFORMANCE ASSESSMENT 

A. Aircraft Antenna Performance 

During checks of the DABSEF link power budget, gain values for the top and bottom antennas 

on one of the DABS aircraft (Piper Cherokee Six) were measured as the aircraft flew in circles 

at fixed bank angles. Figure VI-1 shows a position plot of a portion of the aircraft flight path 

during the measurements. Figure VI -2 shows the gain of the bottom -mounted aircraft antenna 

of the Cherokee as a function of time as determined from the experimental measurements and 

the measured DABSEF and transponder parameter values. Note that the gain varies from +9 dB 

to a minimum value of about -7 dB for the 15° bank angle. 

This experiment allows a comparison of the antenna gain of a real aircraft in flight with 

gain values measured using model aircraft. In order to make this comparison, the DABSEF 

data are being processed to estimate aircraft heading as a function of time. This will permit 

direct comparison of aircraft antenna gain vs aircraft heading for both the model measurements 

and the DABSEF data. The model aircraft antenna patterns appear to agree reasonably well 

.. with the patterns measured at DABSEF. Consequently, previous calculations of link reliability 

based on the aircraft model measurements are still felt to be valid, i. e., high link reliability 

with a single bottom-mounted aircraft antenna can be expected. 

Completion of the detailed comparison of the model data and the DABSEF data is expected 

during the next quarter. 

B. Ground Diversity 

One aspect of ground diversity that is under investigation is coverage - the question of how 

extensive are the regions in airspace which are visible from more than one beacon interrogator. 

The following paragraphs describe some preliminary outputs of this investigation. 

Figures VI-3 and -4 are "route coverage plots" depicting present-day coverage between 

Boston and Washington, D. C. In a route coverage plot, attention is limited to a one-dimensional 

ground track, which together with altitude constitutes a vertical slice through airspace. The 

term" route coverage plot" should not be taken to imply that only en route coverage is of interest, 

for in fact terminal coverage is of no less interest in this investigation. The limitation to a 

single ground track in anyone plot is only a means of limiting attention to two dimensions for 

plotting purposes. 

The particular data in Figs. VI-3 and -4 were generated under the following conditions. The 

route studied may be represented by: 

latitude (42,25, 00) - X (3,35, 00) 

longitude (7-1, 00, 00) + X (6, 00, 00) 

(in degrees, minutes, seconds), a route which passes over Boston at X = 0, passes over Wash­

ington at X = 1, and passes very near to New York, Philadelphia, and Baltimore at intermediate 

points. The sensors in question are present-day FAA terminal sensors without any range limi­

tations. A map showing the route and the sensors is given in Fig. VI-5. Coverage at each point 

was computed by ECAC (in direct support of the DABS program) in a manner which takes into 

account terrain but not buildings or other man-made objects. In an attempt to account, in some 

23 



-13.50-13.75-1400 

... 
IN
 
III
 
III 
C 
0 

I 
$ 

'1 
c 

~ 
~ 

~ 
>­

• 

-14.25 

5.0 

<Xl 

~ 2.5 
6 
<I 

'" <I 
z
 
~ 0
 
I ­

2
 
<I
 

I ­... 
<I 
a::: -2.5 
u 
0: 

<i 

-5.0 

-75 

400 450 soo 600 

~ 

n 

f- I 

I 

f-

I 
TIME (sec) 

Fig. VI-2. Gain of aircraft bottom antenna VB time (i S-degree 
bank angle). 

X POSITION I nm; roforoncod to DABSEF) 

.Fig. VI-i. Aircraft flight path during aircraft antenna measurements 
(is-degree bank angle). 

111- 4 -169181 

10.0 

7.5 

24 



10 1---------·-------------------~:=::::;:::::;::;1 

~ 

> o 
.Q 

o 

AIRCRAFT LOCATION (alon; a Boston - Washinoton contour) [18 - 4- 168181 

_ COVERAGE BY ~ OR MORE SENSORS 

illIIITIITll DOUBLE COVERAGE 

~ SINGLE COVERAGE 

L</d NO COVERAGE 

..
 
... ... ... ... ... 

BOSTON NEW YORK PHI LADELPHIA BALTIMORE WASHINGTON 

Fig. VI-3. Coverage multiplicity (present FAA terminal sites). 

,Ol----------------------------=;:;=~~;_l 

AIRCRAFT LOCATION (alan; a Boston - WoshinQton con'our) \18 - 4-169201 

> 
~ 

o 
.Q 

o 

w 
C> 
::> 
0­

S 
<I 

t:. t:. t:. t:. 
BOSTON PHILADELPHIA BALTIMORE WASHINGTON 

POINT NUMBER (interYol;; 5 nmi) 

t:. 
NEW YDRK 

Fig. VI-4. Coverage provided by present FAA terminal sites. 

25 



_U-_+--+--i-j--ri 43 
• 

•
 

Fig. VI-5. Map of flight path and sensors under consideration 
(FAA terminal sites). 

100 

lCl 
w 
a: 
w 
>
0 
u 
VI .... 
Z 
0 
Q. ... ~ 

0 
w 
'" ~ z 
w 
u 
a: 
w 
Q. 

118-4 .:JS91?]r.<oo,.....-=-__--L ~ ~__ 

0 , 2 3 4 

ALTITUDE (kit abo•• MSL) 

26 

Fig. VI-6. Cumulative coverage 
distributions over the Boston­
Washington contour. 



limited way. for such obstructions, a coverage limit of 0.25° elevation angle was adopted for 

all sensors.* Refraction is characterized by the 4/3 - earth model. In the present context, 

coverage is defined simply as visibility. Thus the coverage patterns are entirely determined 

by the sensor sites and (were it not for any range cutoff) would apply equally for a network of 

DABS sensors or a network of ATCRBS sensors. 

Figure VI·6 gives cumulative coverage distributions, derived from Fig. VI-3. At least 

single coverage is provided at all points above 1300 ft (above MSL), and at least triple coverage 

is provided at all points above 3700 ft (above MSL). 

* It is important to recognize the limitations in validity that result from not including man-made 
obstructions. It has been learned that such obstructions have a very significant effect. but 
as yet these effects have not successfully been incorporated in any multiple-sensor coverage 
calculation. 

27 



VII. SYSTEM DESIGN 

A. DABS/Military A TC Interface 

i. Secure IFF at a DABS Sensor 

If used at a joint USAF/FAA en route, long-range radar site, the DABS sensor must be 

interfaced with USAF equipment in such a way that the needs of the Aerospace Defense Command 

would continue to be met. In transferring the beacon functions of the UPX-i4 and FYQ-47 (PCD) 

to the DABS sensor, the responsibility for performing secure IFF would also be transferred. 

This is now accomplished by the us e of crypto- secure Mode 4, with the GPA- i 24 generating the 

encrypted interrogations in response to requests from the Regional Control Center (RCC) and 

evaluating the coded replies. Challenges are confined to the azimuth sector containing the air­

craft in question and are of limited duration; however, a substantial number of replies per scan 

are required. Hence, the challenges have been scheduled to occur within each pulse repetition 

period (PRP) regardless of the interlace, preceding in time the Mode 2, 3, or C interrogations. 

Replies are processed initially in the GPA-124, for decoding and friend evaluation, and target 
... 

pulses then sent to the FYQ-47 for target detection, correlation with search or beacon replies, 

and beam-splitting. Typically, for a military aircraft, a search-reinforced beacon target mes­

sage would be generated and would contain the AIMS ID bits denoting friend level. 

Provision of secure IFF at a DABS sensor has been addressed in two ways: one, for the 

short term, is to adapt DABS to Mode 4 and to retain the GPA-124 unchanged; the other, for use 

when DABS transponders are available to the military services, is to utilize DABS message for­

mats to carry encrypted challenges and replies. 

Because the ATCRBS mode of DABS employs as Iowa PRF as possible for surveillance and 

utilizes monopulse for azimuth determination, it is not feasible to limit Mode 4 to the ATCRBS 

periods. In fact, it is necessary to employ the same PRF for Mode 4 as is common at long 

range sites, viz, one giving about 10 interrogations per degree of azimuth. Moreover, the cur­

rent identification request message from the RCC does not specify an aircraft, or even a range 

of interest; it merely provides start and stop azimuths and number of scans. Clearly, retention 

of this procedure in toto would seriously affect DABS service, particularly for IPC. As range 

is included in height request messages, it is assumed that it can easily be included also in AIMS 

request messages. Because the DABS sensor contains a track file, it should be relatively sim­

ple to compare the range and center azimuth from that message with those of targets in the track 

file. A successful correlation, while not essential, will make the use of Mode 4 more efficient 

and simplify the DABS-Military interface. 

2. Incorporation of Mode 4 

a. Scheduling 

Scheduling the interrogations without seriously degrading DABS service is based on employ­

ing a PRP that is a simple fraction of a constant ATCRBS PRP, and, for the DABS periods, 

giving Mode 4 priority. Thus, the DABS transactions for those periods will be scheduled around 

the Mode 4 challenge and listening periods. This is a reasonable compromise because, although 

IFF is time urgent, it would not be used constantly except, perhaps, in a national emergency. 

Advantages of control by the channel management function include adaptivity to the results of in­

terrogation, as, for example, terminating interrogation as soon as a high friend level is attained. 
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Specifically, the following changes to the present design of the DABS channel management 

function would be necessary: 

(1)	 The frame structure must be made compatible with the ATCRBS 

repetition frequency and stagger pattern employed at joint-use 

sites today, i.e., the ATCRBS intel'rogations produced by the 

DABS sensor must occur in a pattern which is a subset of the 

normal ATCHBS pattern. 

(2)	 Mode 4 challenges must be issued to targeis designated by mil­

itaryequipment. These targets will already Le in track, hence 

the azimuth wedge over which challenges arc desired may be 

predicted. Each ATCRBS interrogation within ihis azimuth 

wedg'e must be accompanied by a Mode 4 challenge in the usual 

way. 

(3)	 Additional Mode 4 challenges must be generated between those 

assocl.ated with ATCRBS interrogatLc)fis to produce a Mode 4 

interrogation pattern acceptabLe to the GPA-124. This activity 

would be the responsibility of channci control. 

(4)	 A new DABS "schedule mode" must be introduced, say "Mode 

Four." Any DABS period which contai.ns one or more Mode 4 

challenges, as a result of the Mode 4 scheduling described in 

(3), would be designated "Mode Four." 

(5)	 Mode 4 reply listening period(s) for the target(s) expected to 

reply to each challenge must be predicted, and all Mode 4 in­

terrogatlon periods and reply listening periods must be pro­

vided to roll-call scheduling whenever it is enabled in a Mode 4 

DABS period. 

(6)	 In a Mode 4 DABS pe riod, only priority DABS transactions 

would be scheduled, so as to avoid the difficult task of perform­

ing an allocation calculation for a DABS interval already con­

taining many occupied tlme intervals. 

(7)	 The roll-call scheduling algorithm must be modified to schedule 

transactions around the already scheduled Mode 4 interrogations 

and reply listening periods. There would be no schedule precur­

sor and no ELM transactions. The algorithm would be similar to 

the present (ER) design, except that each DABS listening period 

and interrogation period must be given an additional test to be sure 

that the desired time intervals are not occupied. If either or both 

would overlap a period given over to Mode 4, a small discrete de­

lay can be iteratively added to the DABS transaction times until 

clear spaces are found on the time line. Time line occupancy can 

be recorded and checked using a technique such as that used in the 
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DYNO scheduling algorithm.';' If a given target will not fit with any 

delay (or with a delay less than a given value), it may be desirable 

to try the next target on the active list. 

(8)	 The roll-call scheduling algorithm will be responsible for formu­

lating Mode 4 interrogation and reply control commands, using the 

times supplied to it. In the process of scheduling DABS transactions, 

the scheduler will note the cases when a Mode 4 interrogation or re­

ply interval falls between two DABS intervals, and hence the scheduler 

can output a time-ordered sequence of commands. These commands 

will no longer have the normal character of a group of interrogations 

followed by a group of replies. For example, a Mode 4 reply may 

interrupt a stream of DABS interrogations. 

(9)	 The hardware (transmitter/modulation control unit and the receiver) 

must react to Mode 4 commands in a special way. A means must 

be found to allow the transmitter to accept Mode 4 challenge mes­

sages from the military equipment, timing the challenge in accord 

with the control command issued by channel control. Similarly, 

Mode 4 reply video will be diverted to the GPA-124 for processing. 

b.	 Reply Processing 

Reply video will be fed to both the DABS and the GPA-124; processing will include decoding 

in the GPA-124, to obtain correct range, and azimuth estimation from the DABS monopulse data. 

Merging of the information from those two sources can be accomplished in a number of ways, 

and a choice should be based on a detailed engineering design and experimental tests. One pos­

sibility is to store the target pulses from the GPA-124 in a buffer interface, perform coarse 

beam-splitting, and send a target message to the reply correlator in DABS where a report for 

the same target but with accurate azimuth and a series of ranges will have been stored. If these 

two are found to correlate, the range value from AIMS processing will be transferred and sub­

stituted in the DABS (ATCRBS) target report. This is then sent to surveillance processing for 

correlation with a beacon and/or search target, and a final output message formatted for trans­

mittal to the Air Force. A scheme along these lines would avoid introducing major changes in 

the DABS hardware and involve no change to the GPA-124. The latter would receive ATCRBS 

pretriggers continuously at some multiple of the A TCRBS PRF and a Mode 4 enable during the 

period when the target of interest was in the beam. 

3.	 DABS IFF 

A DABS IFF, for the era when military aircraft will be DABS eqUipped, would have many 

advantages: spoofing would not be possible, a satisfactory friend evaluation could be obtained 

from a single transaction so that conflict with IPC would be avoided, identiJication would be 

speeded up, and additional challenges would be possible during a single dwell time, iJ needed. 

':' A.	 Spiridon, A. D. Kaminsky, "Interrogation Scheduling Algorithms for A Discrete Address 
Beacon System," Project Report ATC-19, Lincoln Laboratory, M.LT. (17 October 1973), 
DDC AD-770148/S. 
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A COMM-A interrogatlOn, carrying an IFF encrypted challenge in the 56-bit data block, is 

a possibility. The message source bits would identify it to the transponder and enable a crypto 

computer to decipher the message and to compose and encrypt the response in a COMM-B reply. 

One or more of the spare bits can be used to identify the message and facilitate processing in 

hardware and routing to the ground crypto computer. It is assumed that encryption and decryp­

tion would be accomplished by techniques similar to those in use today, Le., by means of a fixed 

code of the day. However, this is not an implicit constraint and other techniques could be ap­

plied. Likewise, the longLr message blocks of COMM-C and -D suggest that they could be sub­

stituted for COMM-A and -B. if greater protection is required. 
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VIII. FACILITY OPERATION AND UPGRADING 

A. DABSEF 

No significant hardware changes were made to the DABSEF sensor components this quarter. 

However, many refinements and additions have been made to the software subsystems. Out­

standing among these has been a systematic checkout and pre-flight procedure, implemented 

for sensor performance analysis and to assure controlled conditions for IPC/PWI flight testing. 

1. System Cpgrading 

a. SDP Software 

Since the first frozen (or configuration-controlled) version of the SDP software system 

was created in October, continuing program development has led to two further frozen versions. 

Version II incorporated a large number of improvements to several subsystems. Version III 

involved only minor changes to repair errors discovered during operations with Version II. 

These versions have all been used successfully to support many IPC and other flight experi­

ments of up to two hours duration. 

Version IV of the SDP is currently being debugged. It involves the addition of a CRT dis­

play pac kage to provide for real-time displays from the IPC algorithm and the introduction of 

the new XY tracking algorithm specified in FAA-EM-74-4. It also includes a large number of 

small changes to improve performance, increase reliability, and to provide various convenience 

features. 

b. IPC Improvements 

Originally, messages to a DABS aircraft were displayed immediately on the local Coc kpit 

Display Monitor (CDM). That is, the messages were visible on the ground several seconds be­

fore they were visible to the pilot, particularly if the message was not delivered for one scan. 

Now the messages are stored and not released to the CDM until a technical ac knowledgment is 

received from the aircraft. Also, during this quarter, the IPC loop was closed with the attain­

ment of correct operation of pilot ac knowledgment of IPC commands. 

c. IPC Tracker Performance 

A revised IPC tracker':' is currently being tested for impl12mentation in the DABSEF system. 

The new tracker is a modified version of the tracker specified in the original MITRE IPC sys­

tem description.t Improvements have been made in the turn detection sensitivity and turn per­

formance, as well as to make the tracker more reactive in startup and missed-data situations. 

Evaluation of the new tracker's performance was accomplished using the playback capability 

at DABSEF to test the tracker with data from IPC flight tests. The testing has demonstrated 

that the new tracker is indeed more responsive in turn situations, and in several situations 

where the original tracker failed the new tracker continued to track. 

':' A. L. McFarland, "Multi-Site Intermittent Positive Control Algorithms for the Discrete Address 
Beacon System," MTR-6742 (FAA-EM-74-4), The MITRE Corporation (September 1974). 

t A. L McFarland and R. Telsch, "Intermittent Positive Control Computer Algorithms for Test 
Bed Experiments," MTR-6528 (FAA-EM-74-2), The MITRE Corporation (October 1973). 
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An example of the performance of the two trackers is illustrated for a typical IPC encounter 

in Fig. VIII-1. Figures VIII-2 and -3 show the difference in performance of the two trackers for 

each aircraft. 

Figures VIII-2(a} and -3(a} give the heading estimates determined by the tracker. A 

curve of the aircraft heading obtained via post-flight data smoothing is included for reference. 

For both aircraft, the new tracker results in improved positional estimates as indicated in 

Figs. VIII-2(b) and -3(b). Again the reference for determining the error was the post-flight 

curve-fitted track estimates. 

d.	 NOVA TPX-42 Software 

A playback capability added to the NOVA-TPX-42 now permits data from SDP mission tapes 

to be transferred to the NOVA disk in a short time (about ten minutes of SEL-86 time is required 

to tranc:fer about two hours of data). In addition to the surveillance data required by the TPX-42 

display, the transfer program correlates target reports and IPC commands and sends an IPC 

status word with each target report for display in place of the correlating track number. 

When decoupled from the SEL, the NOVA playback allows an analyst to step through the data, 

now contained on the NOVA disk, a scan at a time in real time, or speeded up to eight times real 

time. The data can be frozen for a scan, backed up or run forward; particular aircraft codes 

can be selected or inhibited; track numbers and IPC data can be selected as well. The playback 

has been a useful screening tool for examining data rapidly and for debriefing flight crews with­

out tying up the SEL 86. 

A program for the NOVA/TPX-42 has been developed to run in conjunction with a playback 

using the SEL 86. The SEL 86 playback runs in real time and sends azimuth to the NOVA. A 

modification to the AIL software allows the NOVA to use the SEL azimuth rather than the shaft 

encoder and thus the TPX-42 display can be frozen together with the SEL display. The SEL 

playback has been used to send recorded data to NAFEC. 

2.	 System Checkout Procedures 

A systematic procedure has been implemented for checkout of the DABSEF sensor mode 

prior to production flight data collection. Elements of this procedure include calibration ven­

fica tion and full system data collection and analys is. 

a.	 Monopulse Calibration Check 

A careful slow-scan calibration is done against the remote transponder atop the Billerica 

water tower utilizing the ATCRBS mode of interrogation. The resulting calibration curve is 

compared point by point with the existing monopulse lookup table to determine if any unforeseen 

problems have caused the angle measurement system to drift out of specification. Possible 

actions include: 

(1)	 Retain the current monopulse table intact if there is an ins ignificant 

difference between the new table and the prior version. 

(2)	 Update the monopulse table with cumulative average of the old table 

with the new table if all differences between the two are explainable 

based on expected random behavior of the measurements. 

(3)	 Replace the old table with the new table if the evidence indicates a 

drift has occurred. 
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b. Full System Data Collection Run 

In order to ascertain if anything unusual would preclude satisfactory operation of the system, 

a ten-minute segment of data is collected and analyzed. During this validation run, the inter­

rogation mode is switched from A TCRBS to DABS - All Call in order to gather both ATCRBS 

and DABS reply data from Billerica. 

c. Performance Validation Software 

Analyses of pre-flight data are both manual and automatic. The primary manual method 

consists of looking for anomalous behavior in evidence on plots of target reports and tracks of 

targets of opportunity (see Figs. VIII-8 through -12 in the previous DABS QTS for examples). 

Although this process in entirely subjective, special attention is placed upon looking for evidence 

of recurrence of previous system problems. Automated methods include two programs to check 

for specific problems. 

(1)	 SDI' Data Analysis/Checkout Program 

(a)	 Error Conditions 

1.	 Prints all error messages recorded by the SDP during real­

time operation. 

2.	 Checks that various system variables stayed within allowable 

bounds. 

Examples: Maximum range. 

Maximum velocities. 

Maximum change in velocity, scan to scan. 

Target reports for the Billerica transponder show 

it at the correct position. 

3.	 Checks on software consistency. For example, a track must 

be reported (if only as an uncorrelated track) once per scan 

until it is dropped. 

(b)	 Statistical Information 

Several histograms are produced, averages taken, and events of
 

note flagged.
 

Examples: Histograms of test transponder azimuth and range,
 

both as an A TCRBS and DABS target, along with
 

means and standard deviations.
 

The fraction of garbled Mode A and Mode C replies.
 

Average number of hits per ATCRBS target report.
 

Fraction of uncorrelated ATCRBS target reports.
 

ATCRBS track lifetimes.
 

List apparent reflected reports from the test transponder.
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Fraction of anomalous replies of various types. 

Average number of dynamic reinterrogations 

of the test transponder per scan. 

(2) Monopulse Verification Via Targets of Opportunity 

As a final check of the azimuth measurement system, a program is run against some of 

the targets of opportunity to study the behavior of the monopulse-corrected azimuth estimates. 

The program assembles runs of ATCRBS replies which include at least two each valid (and 

consistent) Mode 3/A and C replies. Replies are correlated in range and code into target 

reports and further screening is performed to eliminate high- or low-strength signals, high­

elevation targets, and targets having missing or garbled replies. 

For each target which passes the preliminary screening, a sequence of monopulse­

corrected azimuth estimates is available - one estimate for each reply. Since the target cannot 

be expected to move significantly during the 40 to 50 msec required to collect these estimates, 

it is anticipated that these azimuth estimates should be approximately constant. In order to 

test this hypothesis, a straight line is least-squares fitted to each such set of azimuth estimates 

and the distribution of the resulting slopes is generated. The resulting distribution of empirical 

post-correction monopulse slopes is checked for bias, variance, and anomalous behavior. Such 

a check is qualitative, but experience has shown that early detection of system problems is 

possible by observing the behavior of targets selected at random in this way. 

3. DABSEF System Performance Analysis 

The capability for automated playback, described in Sec. VIII-A-1-d, has been put to use 

in analyzing A TCRBS data from targets of opportunity. Such analysis has resulted in identifying 

and correcting several problems in ATCRBS processing. 

Problems and phenomena, discussed below, have been analyzed, reported, and solved during 

the last quarter. 

a. Diffraction 

This phenomenon was noted in the previous DABS QTS (pp. 50-56). Since then, additional 

analysis, both theoretical and empirical, has confirmed that the noted azimuthal errors of up 

to 0.5 degree are wholly consistent with diffraction around certa in objects which extend above 

the horizon. Predicted azimuth errors appear to match measured errors. 

An intervening obstacle between the sensor and the aircraft causes an error in the mono­

pulse measurement of aircraft azimuth. The magnitude of such an error is computed here for 

the case of an aircraft behind the Hanscom Field Smokestack (diameter 10ft, range 1500 ft) 

under surveillance by DABSEF. Experimental results have been obtained for this case (see 

Fig. VIII-4). The assumptions made are: 

The aircraft elevation is well below the top of the smokestack
 

(i.e., less than one degree);
 

The aircraft is at a long range compared to the smokestack range
 

(more than 5 nmi);
 

The gain of the individual elements forming the even and odd
 

illumination of the antenna may be used to compute the antenna gain;
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The angle data are obtained using the DABSEF "half angle" phase 

detector (described in the July 1974 DABS QTS); 

Fourier optics may be used to compute the RF field surrounding 

the smokestac k. 

Definitions for the parameters involved are as follows: 

E, the azimuth error, is the reported bearing of the aircraft relative to its actual 

. bearing (degrees, clockwise angles are positive); 

S, the stack angle, is the stack bearing relative to the aircraft (degrees, clockwise
 

angles are positive);
 

T. is the bearing of the aircraft relative to the antenna boresight (degrees, clockwise 

angles are positive); 

EER, the envelope of error, is the locus of a line passing through the peaks of the
 

azimuth error. as a function S.
 

Characteristics of the smokestack-induced azimuth error as plotted in Fig. VIII-5 are: 

When the aircraft is at boresight (i.e., at the peak of the antenna 

sum beam), the peak azimuth error is 0.33 degree; 

Significant azimuth error occurs for targets located in a wedge 

much wider in azimuth than the smokestack; for example, the wedge 

in which boresight target errors may not exceed 0.1 degree is 6 degrees 

wide, while the smokestack only subtends an angle of less than 0.5 degree. 

The azimuth error with the target on antenna bore sight (T = 0) is a good 

estimate of the azimuth error, for at T = 0 the error is approximately 

equal to the average of the error with the aircraft off-boresight angles 

to the left and the right of the aircraft equal (e. g., T = - 2 - and +2 -degree 

curves in Fig. VIII-5). 

The error is an odd function of the aircraft position with respE;ct to the 

smokestack; furthermore, the error assumes positive and negative 

values with the aircraft on the same side of the smOkestack. 

The primary effect of the phenomenon described is to corrupt input data to the tracker; this 

presently results in frequent track drops in the sectors of concern. Several possible solutions 

are under consideration with experiments planned to provide data on their practicality. 

b. The Fruit Environment 

Measurement of the fruit environment at DABSEF has been completed and results appear 

consistent with previous measurements made at Logan International Airport. 

Two data runs were made two months apart; one during a busy hour in the morning, another 

during a busy hour in the afternoon. During the first, receive sidelobe suppression (RSLS) was 

switched out to allow the recording of fruit received through the antenna sidelobes. With RSLS 

operating, approximately 50 fruit per scan were measured; this equated to approximately 100 

fruit per second, since the scan period is four seconds and ATCRBS system duty cycle is 0.125. 

Identified fruit replies were examined to determine their source; virtually all were received 
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through the mainbeam, several from aircraft beyond the maximum range of DABSEF. An 

additional five fruit per scan were received with decoding errors; their sources could not be 

determined. A very small number of fruit replies were from aircraft in the sidelobes; this 

implies that RSLS LS functioning properly. 

During the data run on which RSLS was disabled, the fruLt rate rose to 69 per scan; analysis 

of Lndividual replies revealed that Lt was possLble to separate the major part of these Lnto side­

lobe and mainbeam categories (including mainbeam beyond the coverage region) by using code 

and azimuth correlation information. Only 15 percent of the fruit could not be categorized 

unequivocally in this manner; it was assigned to both categories in the same ratio as the rc­

mainder. The resulting fruit rates were: 49 mainbeam fruit per scan, 15 sidelobe fruit per 

scan, and 5 fruit per scan received with decoding errors. A similar mainbeam fruit rate was 

measured on data eAiracted from the ARTS-III system at Logan International Airport, about 

twenty miles from DABSEF. Higher sidelobe fruit was noted at Logan, due to a few aircraft at 

close range. A similar range distribution of aircraft was noted in the DABSEF data, but far 

lower fruit levels were associated with these aircraft. Whether this was due to lower interro­

gation rates at low altitude near DABSEF or better antenna sidelobe levels remains to be deter­

mined; an experiment LS planned. 

c. False Targets Due to Near-Synchronous Fruit 

During a recent IPC flight several apparently false targets were noted to the northeast. 

These tended to occur in pairs and move rapidly outward along particular radials from scan to 

scan. They bore the same codes as legitimate aircraft at those azimuths. 

Analysis of reply data revealed that these false targets were caused by fruit which occurred 

very nearly in synchronism with DABSEF interrogations. The parameters of the interrogator 

causing the near-synchronous fruit were estimated as follows: 

PRF 299.998 

Scan rate 15 rpm 

Mode interlace Mode A only 

Stagger none 

Position of the interrogator was estimated to be about 20 nmi northeast of Portland, Maine, 

and search of available interrogator data revealed that the AN/UPX-6 at NAS, Brlll1swick, Maine, 

has the parameters listed above. This interrogator is approximately 108 miles north-northeast 

of DABSEF. 

The false targets were observed to occur in pairs. This was found to be due to the pulse 

staggering inherent in the way DABSEF interrogations of different modes are synchronized. 

Thus, the set of fruit received on Mode A sweeps agreed closely in range, and resulted in dec­

laration of a Mode-A-only target. The fruit received on Mode C sweeps at apparent ranges of 

approximately one mile less than those of the Mode A fruit (due to the 13-fl-sec difference Ln the 

interrogation times of the two modes) correlated with itself to form targets with apparent Mode C 

replies only. 

The proper solution to this problem is increased use of pulse staggering in DABSEF inter­

rogations; a five-pulse stagger pattern has been proposed, which, in conjunction with the two­

pulse stagger already present, will result in a ten-pulse stagger period which will be sufficient 

to eliminate all problems of this sort. 
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B. Avionics for Flight Test 

1. Mod 3 Transponders 

Recent transponder modifications have resulted in markedly improved sensitivity, link 

reliability, and circuit stability. The MTL of the transponders has, until recently, been set at 

about -68 dBm, approximately 5 dB less sensitive than that specified in the ER for a general 

aviation transponder. Increased circuit stability now permits the MTL threshold to be adjusted 

to about -72 dBm. 

The sensitivity of these transponders to pulse interference has also been improved by re­

placement of the former DPSK demodulator with the SAW mark/space demodulator described 

elsewhere in the QTS. The new demodulator is a true DPSK demodulator which provides nearly 

optimum performance in both noise and interference. 

The mode decoding circuitry of the Mod 3 transponder was initially designed so that each 

time an isolated noise interference pulse was received by the transponder the decoding mech­

anism was disabled for over 160 fJ-sec. This decoder dead time was found to result in low round 

reliability in a heavy uplink interference environment. The decoder dead time has now been 

reduced from 160 to less than 10 fJ-sec. Ultimately, the decoder dead time for discrete inter­

rogations can be reduced to less than 5 fJ-sec following the reception of an isolated interference 

pulse. The dead-time effect is caused by false SLS and A TCRES mode declarations. If an 

interference pulse arrives approximately 2, 8, or 21 fJ-sec before the arrival of the Pi pulse of 

the DABS interrogation, a false suppression, Mode A, or Mode C interrogation is declared, 

respectively, and the DABS preamble is ignored. As the Mode decoder is configured, each of 

these false triggering events results in a measured 1. 5-fJ-sec range of interference pulse positions 

which will cause a DABS preamble to be lost (provided the interference and DABS preamble 

pulses are all 0.8 fJ-sec wide). The total effective decoder dead time due to false decodes is 

thus 4.5 fJ-sec. When the transponder is locked out to ATCRBS and ATCRBS/DABS All-Calls, 

the decoder dead time can be reduced to zero by having the decoder ignore ATCRBS mode 

declarations. 

2. Remotely Controlled Mod 3 Transponder 

The ground-based transponder used to support the IPC program at DABSEF has been tested 

extensively during this reporting period. A technique was developed for accurate measurement 

of transponder turnaround time, and the transponder turnaround time was adjusted to provide 

the proper range indication from DABSEF to the Billerica site. The performance of this trans­

ponder in interference was also examined in detail. It was found that the sensitivity of the 

transponder to interference was a function of the position of the interference pulse in the data 

block. As the interference pulse was moved from the position in which it overlapped no phase 

transitions to overlapping successively larger number of phase transitions, the signal-to­

interference ratio required to obtain 95 percent reply probability increased from about 1. 5 to 

almost 8 dB. With an ideal demodulator, theory predicts that for small error rates, the proba­

bility of message error is approximately proportional to the number of bits overlapped. The 

measured increase in message error far exceeded that prediction. In addition to being a function 

of the number of phase flips overlapped, the performance in interference was also found to de­

pend on the spacing of the phase flips. It was found that this poor interference rejection was 

due almost entirely to improper phasing of the delay in the delay-and-multiply demodulator in 

this transponder, apparently attributable to changes in either local oscillator or interrogation 

43 



'-ASR-7 ANTENN~ 118 - 4 - 161lO] 
~O OMNI ANTEN~------l 

ANTENNA POSiTION 

SYNC~RO APG 
OUTPUT OUTPUT 

~
 
AZIMUT~ POSITION 

16 bits 

M! +---+---1!l>f LOG 
11 

ZERO
 
RANGE
 

TRIGGER
 

TAPE CONTR9~_ 1-.-----11\ MAGNETIC 
AND FORMAT~ \~ TAPE 

Fig. VIII -6. TMF simplified block diagram. 

44 



test frequencies since the initial calibration of the transponder. After recalibration of the test 

frequencies and readjustment of the demodulator phasing, the transponder performance exceeded 

the ER specification for interference rejection by a margin of more than 3 dB. 

3. ATC Numeric Display 

The fourth of a total of four numeric readouts for the display of assigned altitude, heading, 

airspeed, frequency, and altitude echo was completed during this reporting period. These 

displays will be installed in aircraft in the next reporting period. 

4. ATC Message Display 

No additional work has been done in this reporting period on the A TC message display. 

5. Aircraft-State Readout 

The design of the aircraft-state readout equipment has been expanded to provide aircraft­

state data not only to the DA BS sensor via the Comm B downlink, but also to provide the same 

data to the AMF (see Sec. VIII-D-3) for onboard recording. The parameters monitored are 

Heading, Roll, Pitch, Airspeed, Rate of Climb, and Outside Air Temperature. Plans call for 

this equipment to be operational in the next reporting quarter. 

C. Transportable Measurements Facility 

1. Introduction 

The Transportable Measurements Facility (TMF) is being designed to provide a capability 

for collecting data to evaluate DABS sensor performance in a variety of environments. It was 

described in detail in the previous QTS. 

Of the several modifications and additions made to the TMF system during this reporting 

period, the most significant is the inclusion of the capability for using the ASR-7 antenna with 

integral beacon feed. Other modifications include the addition of capability to measure trans­

ponder downlink frequencies and to detect and characterize TACAN signals. An additional op­

erating mode permitting continuous "listening" to the fruit environment at a given azimuth 

(Le., to a given aircraft) has also been added. 

Calibration requirements for the TMF have been outlined permitting equipment configuration 

to be specified for both the internal calibration system and an external boresight tower source. 

2. System Description 

Figure VIII-6 illustrates schematically the modified configuration of the TMF. The following 

description covers modifications to the system or new equipment added since the last report. 

a. Antenna System 

The primary TMF antenna will now be an ASR-7 antenna with integral radar/beacon feed. 

Because the ASR-7 antenna is larger and heavier than the hogtrough antennas originally planned, 

the CPN-18 pedestal will be replaced by an ASR-7 pedestal. Provisions will exist for mounting 

either an 18.5- or a 28.0-foot hogtrough antenna atop the ASR-7 reflector. The ASR-7 pedestal 

will be modified to rotate at 15 rpm. In addition to 1- and 10-speed synchros for azimuth read­

out, the pedestal will drive a 14-bit ACP generator, coupled directly to the antenna by the center 

shaft of the rotary joint. The data recording system will accept azimuth information from either 

the synchros (via a synchro-to-digital coverter) or the ACP generator. 
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A six-channel non-contacting rotary joint (three radar and three beacon'channels) is being 

developed by Texas Instruments under contract to Lincoln Laboratory. This rotary joint, which 

is compatible with the ASR-7 pedestal, will become a part of the TMF. 

Two omni-directional antennas will be available, one having an elevation pattern to match 

the ASR-7 beacon elevation pattern, and one to match the hogtrough elevation pattern. 

The ASR-7 pedestal and antenna will be mounted on a tower instead of the trailer roof as 

previously planned. The tower will consist of portable sections which collapse for transport 

between sites. Two versions of the tower are planned. The first is a 12-foot tower mounted 

on the flatbed trailer, placing the reflector center approximately 23 feet above ground level. 

The second version will be used when it is necessary to clear obstructions. This vers ion will 

be mounted on the ground and will contain additional tower sections to obtain antenna heights up 

to 60 feet. 

b. Downlink Frequency Measurement 

The TMF receiver has been modified to allow measurement of A TCRBS downlink frequencies. 

This is being accomplished by the addition of a frequency discriminator unit which will operate 

on the limited output of the "sum" log amplifier to produce a video output level proportional to 

the deviation of downlink frequency from 1090 MHz. The video output from the frequency dis­

criminator is fed to an A/D converter, quantized, and recorded. 

c. TACAN Pulse Measurement 

The presence of interferring TACAN pulses may affect proper operation of the video pulse 

quantizer. It would be desirable to be able to relate observed anomalies in the VPQ data stream 

to the arival time and characteristics of TACAN signals. 

Appropriate circuitry will be incorporated in the TMF to enable measurement and recording 

of the peak amplitude of the TACAN signal, the arrival time, and the pulse width at a given 

threshold level. The circuitry will track and hold the peak value of the sum signal from the log 

amplifier. If this signal remains above the log sum threshold level for a period equivalent to 

the nominal TACAN pulse width, a TACAN pulse presence will be declared and the peak value 

quantized and recorded with the range counter value and the time above threshold. 

d. Buffer Size and Configuration 

Several alternative TMF Buffer Memory System configurations were investigated. A dual 

buffer memory of 64 bits x 512 words with write cycle time of 100 nanoseconds was finally 

selected. 

e. New Operating Modes 

Four major TMF real-time data recording modes have been established. They are: 

(1) Normal Interrogation 

(2) Spotlight/Low PRF 

(3) Spotlight/No PRF 

(4) Free-Running Sample. 

In the "Normal Interrogation" mode, the TMF will interrogate at a PRF in the range of 50 

to 400 pps (manually specified and optionally jittered). The range window will open and close 

according to manually selected parameters. Pulse -edge events and TACAN pulses will be de­

tected and recorded. 
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In the "Spotlight/Low PRF" mode, the TMF will interrogate at a low PRF (approximately 

10 pps, manually specified, with no jitter) and at a fixed azimuth bearing. The range window 

will open immediately and close briefly on the next zero-range trigger (ZRT). Each range 

counter overflow will cause a "time mark" word to be recorded. VPQ-determined pulse-Ieading­

edge events will cause recording of "edge-event" words. 

In the" Spotlight/No PRF" mode, the TMF will not interrogate, but will listen with the range 

window continuously open. Each range counter overflow will cause a "time mark" word to be 

recorded. VPQ-determined pulse-Ieading-edge events will cause recording of "edge-event" 

words. 

In the "Free-Running/Sample" mode, the TMF will interrogate at a PRF in the range of 

50 to 400 pps (manually specified and optionally jittered). The range window will open and close 

according to manually selected parameters including the start and duration of the A-scope de­

layed sweep. A VPQ-determined pulse-Ieading-edge event will trigger a 25.55-fLsec period of 

free-running sampling. Sixteen-bit sample sub-words will be assembled into "free-run" wordS 

for recording. Sampling will be reinitiated by the next VPQ pulse-Ieading-edge event while the 

range window is open. 

The TMF will be capable of five interrogation modes: ATCRBS Mode 3A. ATCRBS Mode C, 

ATCRBS Mode D, A TCRBS/DABS All-Call Mode 3A, and ATCRBS/DABS All-Call Mode C. 

Hardware will exist in the TMF for specifying any sequential combination of the above interro­

gation modes in one to four consecutive sweeps, with the sequential pattern repeated on suc­

cessive sweeps. 

f. Calibration 

The TMF will employ both an internal and external calibration process to characterize the 

system parameters. 

The internal calibration system will provide for a CW source (selectable between 1087, 

1090, and 1093 MHz) and an ATCRBS transponder output to be inserted into the receiving system 

just prior to the front end. Independent attenuators in the sum and difference/omni signal source 

paths will permit measurement of the received dynamic range and the monopulse characteristic. 

An overall system monopulse error calibration function suitable for position estimation 

will be generated using an external boresight source. A portable boresight tower approximately 

40 feet high and located some 500 feet from the TMF will be used. This tower will support an 

L-band antenna coupled to an A TCRBS transponder on the ground. Monopulse calibration data 

will be gathered at a scan rate of 15 rpm while interrogating the boresight transponder at a PRF 

high enough to record a suitable number of points per scan. 

3. Implementation 

a. Antenna/Pedestal 

The ASR-7 pedestal is being shipped from storage to its manufacturer for the rotation rate 

modification and for installation of the reflector support. The pedestal and antenna are expected 

to be available early in March 1975. Proposals for the tower have been received. 

The hogtrough antennas are at the antenna test range where their sum and difference patterns 

are being measured. It has been found necessary to insert a small amount of additional feed line 

on one half of the 18.5-foot hogtroughs to obtain symmetrical difference patterns. 
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The synchro-digital converter for azimuth data has been delivered. The mechanical portions 

of the azimuth synchro repeater panel have been fabricated. This panel gives a visual indication 

of pedestal azimuth and provides azimuth synchro signals for the PPI. 

b. Transmit Chain 

Most of the procured components that comprise the transmit subsystem have been delivered 

and are currently being installed in the transmitter rack in the TMF tra iler. 

The transmit waveform generator was completed, tested, and installed in the trailer. A 

zero-range trigger distribution unit has been designed and is being fabricated. 

c. Monopulse Receiver 

All of the IF components of the monopulse processor have been specified. Receiver RF 

cornponents are currently undergoing test. Following component test the units will be mounted, 

tested as a complete subsystem, and installed in the trailer. 

d. Video Pulse QuantizeI' (VPQ) 

The VPQ (analog hoard) has been constructed and is awaiting bench test. The time digitizer / 

algorithm logic portion has been des igned and is under construction. 

e. TACAN Detection 

Preliminary design has been completed on a device which provides TACAN pulse width, 

peak amplitude, and time-of-occurrence data in parallel with transponder reply recordings to 

the TMF recording system. Fabrication and checkout are scheduled for completion during the 

next quarter. 

f. Facilities 

A 30-kW GFE diesel generator to supply on-site electrical power has been delivered. A 

37 -foot portable tower for the boresight calibration beacon has been ordered. 

A 40-foot flatbed trailer for transporting equipment between sites has been delivered. This 

trailer with an appropriate outrigger will also be used as a base for the tower and antenna system. 

D. Airborne Measurement Facility 

1. Introduction 

The Airborne Measurement Facility (AMF) is to be a portable, general-purpose instrumen­

tation system capable of real-time airborne measurements of signals-in-space in the ATCRBS/ 

DABS frequency band. The facility will include receiving, detection, analog-to-digital conver­

sion, and tape recording capability to permit the permanent storage of data pertaining to time­

of-arrival, signal amplitude, and pulse duration of received signals. 

2. System Description 

An overall block diagram of the AMF in its present configuration is shown in Fig. VIII-7. 

Two identical pulse receiving/processing channels are used, one connected to a top-mounted 

antenna and one connected to a bottom-mounted antenna. The digital output signals, representing 

the parameters of received pulses, are stored in a data buffer prior to recording. A record 

control circuit multiplexes the pulse data with time marks and state signals from aircraft sen­

sors and presents them to the recorder in a predetermined format. 
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Fig. VIII-7. AMF simplified block diagram. 

Provision is included in the data buffers to accept digital inputs from an angle receiver 

operated in conjunction with an antenna suitable for angle-of-arrival measurements. Use of 

this circuitry will be dictated by experimental requirements and a suitable antenna installation. 

The digital signals will be recorded in near-real time (buffered only until the recorder is 

ready to accept them) on an instrumentation-type recorder outfitted for digital recording. In 

addition to the airborne station, a ground playback facility will be provided which will reproduce 

the data and format them for re-recording on an IBM-compatible computer tape. 

3. Design and Implementation 

Work to date has covered the formulation of a design approach, definition of the data to be 

recorded, and equipment to be purchased. Proposals for a 120-ips, 2 -MHz instrumentation re­

corder suitable for use in the system have been evaluated and a vendor selected. Applicable 

AID converters have also been surveyed, and an order placed for 8-bit 10-MHz units. 

Detailed estimates of power consumption were made assuming either 14V or 28V aircraft 

power, and the estimates were compared with the capability available in general aviation air­

craft in which the AMF may be flown. These estimates have indicated the need to use an air­

craft equipped with a 28-V system. 

Receivers, control logic, counters, and the buffer memory will be constructed in-house 

using purchased components. The design of these subunits is under way and will continue in the 

coming period. 

The instrumentation recorder will be used to initially playback the raw data tape via an in­

house-designed interface card and a NOVA computer equipped with an industry-compatible 9­

track 800-bpi 75-ips tape drive. The use of the minicomputer in the tape transcription (from 

instrumentation to computer-compatible tape) process will allow data editing to be performed. 

In addition to pulse data and appropriate time marks, aircraft-state data will be recorded 

once per second in a data block identified as the Integrated Data Block. The state signals which 

will be recorded include: heading, roll, pitch, and aircraft barometric altitude (in the form of 

cabin pressure). Aircraft position information will be recorded in the form of one VOR bearing 

and two DME readings. The Integrated Data block will also contain one-second counts of total 

pulses received. 
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IX. IPC/PWI FLIGHT TESTING 

A. IPC Algorithm Validation Flights 

Fourteen so-called "production missions" designed to validate IPC algorithms (as specified 

in FAA-EM-74-2':') have now been flown by Lincoln IPC test pilots. These missions, each re­

quiring about two hours flight time, are scheduled twice weekly and require the full support of 

DABSEF. The 14 missions have involved about 175 encounters. 

The flight parameters of a typical set of encounters involving the subject and interceptor 

aircraft are listed in Table IX-1. Note that these include the six basic intercept geometries 

defined in Fig. IX-1. The encounters detailed in this figure are usually flown at altitudes be­

tween 3500 and 5000 feet over the triangular course shown in Fig. IX-2. A USAF/MIT radar 

(Haystack Hill), Gardner VOR (GDM), and Manchester VOR (MHT) mark the corners of the 

course, with the distances from DABSEF to Gardner VOR and DABSEF to Manchester VOR 

being 40 and 25 nmi, respectively. A series of encounters as defined by Table IX-1, flown 

over this triangular course, require about one hour, so this course is usually flown twice during 

a standard mission. Vertical as well as horizontal maneuvers are being flown to exercise the 

IPC algorithm. Encounters combining horizontal and vertical maneuvers have been the most 

difficult for the IPC to re solve. 

B. Plots of Encounter Data 

1. Typical Encounter 

Figure IX-3 is a position plot (X-Y) referenced to DABSEF illustrating the raw data reports 

from the two IPC test aircraft during a recent flight. As seen in the figure, each of the air ­

craft received a flashing PWI indication when the separation was 2.5 nmi. This was followed 

four scans later at a separation of 1. 5 nmi by positive horizontal commands. Each pilot re­

sponded to the "turn right" command resulting in a miss distance of three quarters of a nautical 

mile. Following the command sequence, the FPWI were again given until the aircraft were 

sufficiently separated at which time all indications to the IPC display were terminated. 

2. Separation vs Tau Plots 

Horizontal separation vs tau is also plotted for the two converging aircraft during each 

encounter. A master separation vs tau plot (Fig. IX-4) shows the steady PWI (SPWlj, flashing 

PWI (FPWI), and command thresholds for the separation and tau of two aircraft flying at speeds 

of 110 knots. For example, two such aircraft converging at 90 degrees would not expect to 

receive SPWI's, and would trip the FPWI threshold of 45 seconds when two nautical miles apart. 

If they continued to converge, the command threshold would be crossed at a tau value of 34 sec­

onds at 1. 5 nmi separation. The asterisks indicate the DABS four-second update intervals. 

C. Preliminary Observations 

The following are some examples of the information gained from these missions. The
 

changes indicated for these examples will be tested during the next quarter.
 

':' A. L. McFarland and R. Telsch, "Intermittent Positive Control Computer Algorithms for Test 
Bed Experiments," MTR-6528, The MITRE Corporation (October 1973). 
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TABLE IX-1
 

INTERCEPT (ENCOUNTER) DEFINITIONS
 

Initial
Type	 of Airspeed Expected Pilot to

Intercept	 Altitude
Intercept	 (knots) Commands Respond

Intercept No. Angle Separation
 
(see Fig. IX-i) IC S (deg) IC S (feet) IC S IC
 S 

..;	 ..;1 S&L S&L 180 145 100 -200 R R 

..;	 ..;2 S&L S&L 45 100 100 a L NC 
or R 

..; ..;4 S&L S&L 135 100 100 a R R 

..; ..;5 I C I S&L Parallel 145 I 100 I +1000 I R I R 
(Note 1) 

5 D I S&L Parallel I 145 I 100 I -1000 I R I R I ..; I ..; 
(Note 1) 

I	 I 
3 S&L I S&L 80 I 100 I 100 I a I L L I ..; ..; 

or
R R 

6 I S&L I S&L Shallow I 100 I 100 I -200 I R R I ..; I ..; 
15 

Key:	 IC Interceptor Aircraft L Left Turn 

S Subject Aircraft R Right Turn 

S&L Straight & Level NC Negative Command ("don't") 

C Climb GDM Gardner, Mass. 

D Descend MHT Manchester, N. H. 

Notes: 1. Interceptor aircraft behind SUbject aircraft. 

2. Positive (+) altitude separation signifies interceptor above subject aircraft. 

3. DABS transponders carried in both aircraft. 
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ENCOUNTER NUM8ER - TYPE
 
BOS
I. \80 HEAO ON 
112.1 MHz 

2. LEVEL 45 
3. LEvEL 135 

4. CLlM81NG PARALLEL
 

!S. DESCENDING PARALLEL
 
6. LEVEL 80 
7. DESCENDING TAIL CHASE 

• SlJ8,JECT AIRCRAFT 

[> INTERCEPTOR AIRCRAFT 

Fig. IX-2. IPC flight-test course. 
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Example 1 

Problem - Even though the test aircraft maintained the same airspeeds from 

encounter to encounter, the steady PWI presentation varied from aircraft 

separations of one mile to three miles. 

Change - An increased minimum steady PWI range threshold will be imple­

mented. This replaces the steady PWI threshold which is a function of X-Y 

tracker derived aircraft ground velocities and therefore a function of winds 

aloft. 

Example 2 

Problem - Horizontal commands were staying on too long. causing the 

aircraft to make an excessive turn. 

Change - Commands are to be terminated when the aircraft are diverging 

instead of being terminated when the aircraft reach a fixed range separation. 

Example 3 

Problem - Pilots were not being given the flashing PWI for a sufficiently 

long time to assess the situation and resolve it before the commands were 

generated. 

Change - A fixed 15-second flashing PWI will be implemented instead of a 

flashing PWI period variable from 0 to 15 seconds. 
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ABBREVIATIONS AND ACRONYMS 

ABIL 

AC 

ACS 

ACS 

ADC 

AID 
ADIZ 

AGL 

AIMS 

ALEC 

AMF 

ARB 

ARINC 

ARSR 

ARTCC 

ARTS 

ASCII 

ASR 

ATC 

ATCAC 

ATCRBS 

Au 

BDAS 

BRP 

CA 

CD 

CDM 

CF 

CIDIN 

CONUS 

CPME 

CPU 

CPV 

CRT 
2csc

CW 

DABS 

DABSEF 

DABSIM 

DAS 

DBI 

DCFSK 

Airborne Beacon Interrogator Locator 

Air Carrier 

All-Call to Subset 

Acquisition and Control System (part of SEL-86 computer) 

Air Defense Center 

Analog to Digital 

Air Defense Identification Zone 

Above Ground Level 

Compatible DOD-ATC Beacon System 

Altitude Echo 

Airborne Measurements Facility 

Ambiguity Resolution Bit
 

Ae ronautical Radio, Inc.
 

Air Route Surveillance Radar
 

Air Route Traffic Control Center
 

Automated Radar Terminal System
 

American Standard Code for Information Interchange
 

Airport Surveillance Radar
 

Air Traffic Control
 

Air Traffic Control Advisory Committee
 

Air Traffic Control Radar Beacon System
 

Angle Unit
 

Beacon Data Acquisition System
 

Beacon Reply Processor
 

Controller Acknowledgment
 

Common Digitizer
 

Cockpit Display Monitor
 

Close Fit (algorithm)
 

Communications ICAO Data Interchange Network
 

Conterminous United States
 

Calibration Pe rformance Monitoring Equipment
 

Central Processing Unit
 

Correlation Preference Value (NAS)
 

Cathode Ray Tube
 

Cosecant Squared
 

Continuous Wave
 

Discrete Address Beacon System
 

DABS Experimental Facility
 

DABS Simulation (software program)
 

Digital Acquisition System (ARTS)
 

Decibels With Respect to "Isotropic"
 

Direct-Coupled Frequency-Shift Keying
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DF 

DIM 

DME 

DMID 

DOD 

DOT 

DPSK 

DRP 

DSF 

DTSD 

DYNO 

ECAC 

EER 

ELM 

EN 

E-SCAN 

ER 

ERP 

ESC 

FA 

FAA 

FPWI 

FR 

FSK 

GA 

GCAS 

GTC 

HSC 

lAC 

IAR 

ICAO 

ICR 

ID 

IFF 

IFR 

IISLS 

ILS 

I/O 

IPC 

IRO 

Direction Finding 

DABS Interrogation Modulator 

Distance Measuring Equipment 

Downlink Message Indentification (No.) 

Department of Defense 

Department of Transportation 

Diffe rential Phase -Shift Keying 

DABS Reply Processor 

Digital Simulation Facility (at NAFEC) 

DABS Traffic Situation Display 

A High-Efficiency Interrogation Scheduling Algorithm 

Electromagnetic Compatibility Analysis Center 

Envelope of Error 

Extended Length Message 

Envelope of Nulls 

Electronically Scanned Antenna 

Engineering Requirement 

Effective Radiated Power 

Experimental Sensor Configuration 

Fade Allowance 

Federal Aviation Administration 

Flashing PWI (indication) 

Full Ring (algorithm) 

Frequency-Shift Keying 

General Aviation 

Ground- Based Collision Avoidance System 

Gain Time Control 

High-Speed Channel (SEL-86 computer) 

Instantaneous Airborne Count 

Interrogation Arrival Rate 

International Civil Aviation Organization 

Integrated Cancellation Ratio 

Identification 

Identification Friend or Foe 

Instrument Flight Rules 

Improved Interrogation Sidelobe Suppression 

Instrument Landing System 

Input/Output 

Intermittent Positive Control 

Increasing Range Order 
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LED 

LOS 

LSB 

LSI 

LTC 

Mb/S 

MCU 

MIL 

MILS 

MLS 

MNAS 

MSI 

MSL 

MTDS 

MTL 

MUDSL 

NAFEC 

NAS 

NIKE 

NOZ 

NRTCP 

NRZ 

NTDS 

OSEM 

PA 

PAM 

PAR 

PCA 

PCD 

PEM 

PIAC 

PLL 

PLRACTA 

PPM 

PRF 

PRP 

PSK 

PWI 

QSLS 

QTS 

Light Emitting Diode 

Line of Sight 

Least Significant Bit 

Large Scale Inte grated (-tion) 

Link Test Configuration 

Megabits/Second 

Modulator Control Unit 

Military 

Microwave Instrument Landing System 

Microwave Landing System 

Maximum Number of Sensors 

Medium Scale Integrated (-tion) 

Mean Sea Level 

Military Tactical Data Systems 

Minimum Triggering Level 

Minimum Usable DABS Signal Level 

National Aviation Facility Experimental Center 

National Aviation System 

United States Army Anti-Aircraft System 

Normal Operating Zone 

New- Real-Time Control Program 

Non Return to Zero 

Naval Tactical Data System 

Office of Systems Engineering Management 

Pilot Acknowledgment 

Pulse Amplitude Modulation 

Pulse Arrival Rate 

Positive Control Area 

Production Common Digitizer 

Position Entry Module 

Peak Instantaneous Airborne Count 

Phase Lock Loop 

Position Location, Reporting and Control 
of Tactical Aircraft 

Pulse Position Modulation 

Pulse Repetition Frequency 

Pulse Repetition Period 

Phase-Shift Keying 

Pilot Warning Indicator 

Quadrature Sidelobe Suppression 

Quarterly Technical Summary 
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RAM 

RBTF 

RCC 

RDJ 

RIANG 

RMSE 

ROM 

RSLS 

RT 

RTCP 

Ru 

S&C 

SAR 

SAW 

SCP 

SOC 

SDP 

SEC 

SEL 

SIF 

SIR 

SLS 

SNR 

SPI 

SPM 

SPWI 

SRDS 

SS 

SSF 

STC 

SWD 

TACAN 

TAD 

TATF 

TAU 

TCA 

TOP 

TMF 

TOA 

TOD 

TSC 

TTL 

Random Access Memory 

Radar Beacon Test Facility (at NAFEC) 

Regional Control Center 

Reply Delay Jitter 

Rhode Island Air Nati.onal Guard 

Root Mean Square Error 

Read Only Memory 

Re~8i ve Side lobe Suppre ssion 

Round Trip 

Real-Time Control Program 

Range 11nit 

Surveillance and Communication 

Suppression Arrival Rate 

Surface Acoustic Wave 

Surveillance and Communication Processor 

System Development Contractor 

Sensor Demonstration Program 

System Engineering Contractor 

System Engineering Laboratory, Inc. 

Military IFF 

Signal-to-Interference Ratio 

Sidelobe Suppression 

Signal-to-Noise Ratio 

Special Pulse Identification 

System Program Manager 

Steady PWI (indication) 

System Research and Development Service 

Sum of Square s 

System Support Facility (at NAFEC) 

Sensitivity Time Control 

Sliding Window Detector 

Military Aircraft Navigation System (Providing 
Range and Bearing from Station) 

Technical Acknowledgment, Downlink 

Terminal Automation Test Facility (at NAFEC) 

Technical Acknowledgment, Uplink 

Terminal Control Area 

Technical Development Plan 

Transportable Measurements Facility 

Time of Arri val 

Time of Day 

Transportation Systems Center, DOT, Cambridge, Mass. 

T ransi stor-to-Transi stor Logic 
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UMID Uplink Message Identification 

VFR Visual Flight Rules 

VOR Very High Frequency Omnirange (Provides Bearing Data) 

VORTAC Combined VOR and TACAN Facility 

VPQ Video Pulse Quantizer 

V/STOL Vertical/Short Takeoff and Landing 

ZRT Zero-Range Trigger 
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DABS DOCUMENTS ISSUED BY LINCOLN LABORATORY
 

(Available from National Technical Information Service, Springfield, Virginia 22151)
 

Quarterly Technical Summaries 

FAA-RD-72-44 QTS 1 1 April 1972 Development of a Discrete Address 
Beacon System 

FAA-RD-72-76 QTS 2 1 July 1972 Development of a Discrete Address 
Beacon System 

FAA-RD-72-11 7 QTS 3 1 October 1972 Development of a Discrete Address 
Beacon System 

FAA-RD-73-12 QTS 4 1 January 1973 Development of a Discrete Address 
Beacon System 

FAA-RD-73-48 QTS 5 1 April 1973 Development of a Discrete Address 

, 
FAA-RD-73 -1 01 QTS 6 1 July 1973 

Beacon System 

Development of a Discrete Address 
Beacon System 

FAA-RD-73-165 QTS 7 1 October 1973 Development of a Discrete Address 
Beacon System 

FAA-RD-74-8 QTS 8 1 January 1974 Development of a Discrete Address 
Beacon System 

FAA-RD-74-85 QTS 9 1 April 1974 Development of a Discrete Address 
Beacon System 

FAA-RD-74-i36 QTS 10 1 July 1974 Development of a Discrete Address 
Beacon System 

FAA-RD-74-167 QTS 11 1 October 1974 Development of a Discrete Address 
Beacon System 

FAA-RD-75-4 QTS 12 1 January 197 5 Development of a Discrete Address 
Beacon System 

Project Reports 

FAA-RD-72-7 ATC-8 24 January 1972	 Interrogation Scheduling E. J. Kelly 
for the Discrete Address 
Beacon System 

FAA-RD-72-30 ATC-9 12 April 1972	 Final Report, Transponder G. V. Colby 
Test Program E. A. Crocker 

FAA-RD-72-84 ATC-12 14 August 1972	 A Comparison of Immunity D. A. Shnidman 
to Garbling for Three 
Candidate Modulation 
Schemes for DABS 

FAA.-RD-72-77 ATC-13 14 August 1972	 Parallel Approach J. B. Allen 
Surveillance E. J. Denlinger 

FFA-RD-72-100 ATC-15 29 November 1972	 The Influence of Surveil ­ J. W. Andrews 
lance System Parameters G. Prado 
on Automated Conflict 
Detection and Resolution 

FAA-RD-73-126 ATC-19 17 October 1973	 Interrogation Scheduling A. Spiridon 
Algorithms for a Discrete A. D. Kaminsky 
Address Beacon System 
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FAA-RD-74-4 ATC-20 28 January 1974 The Effects of ATCRBS P2 W.A. Harman 
Pulses on DABS Reliability D. A. Shnidman 

FAA-RD-74-20 ATC-22 19 February 1974 Summary of Results of An- J -C Sureau 
tenna Design Cost Studies 

F AA-RD-7 3 -160 ATC-25 28 November 1973 DABS/ATCRBS Transponder J. R. Samson, Jr. 
Bench Testing J. D. Welch 

E. R. Becotte 
E. A. Crocker 
H. D. Schofield 

FAA-RD-74-17 ATC-27 1 March 1974 A Summary of the DABS T. J. Goblick 
Transponder Design/Cost P. H. Robeck 
Studies 

FAA-RD-74-142 ATC-29 13 December 1974 "DABS Timing: Clocks, E. J. Kelly 
Synchronization and 
Restart" 

FAA-RD-73-175 ATC-30 9 November 1973 Provisional Signal Formats P. R. Drouilhet • 
for the Discrete Address Editor 
Beacon System 

FAA-RD-74-62 ATC-30 
Rev. 1 

25 April 1974 Provisional Signal Formats 
for the Discrete Address 

P. R. Drouilhet 
Editor • 

Beacon System (Revision 1) 

FAA-RD-74-5 ATC-31 13 February 1974 Report on DABS/ATCRBS J. R. Samson, Jr. 
Field Testing Program E. A. Crocker 

FAA-RD-74-21 ATC-32 4 February 1974 The Effect of Phase Error D. A. Shnidman 
on the DPSK Receiver 
Performance 

FAA-RD-74-63 ATC-33 25 April 1974 Provisional Messa,e For- D. Reiner 
mats for the DABS NAS H. F. Vandevenne 
Interface 

FAA-RD-74-63A ATC-33 10 October 1974 "Provisional Message For- D. Reiner 
Rev. 1 mats for the DABS/NAS H. F. Vandevenne 

Interface" 

FAA-RD-74-64 ATC-34 25 April 1974 Provisional Data Link J. D. Welch 
Interface Standard for the Editor 
DABS Transponder 

FAA-RD-74-83 ATC-35 24 May 1974 Provisional Message For- P. H. Robeck 
mats and Protocols for the J. D. Welch 
DABS IPC/PWI Display 

FAA-RD-74-84 ATC-36 20 May 1974 Provisional Message For- J. D. Welch 
mats and Protocols for the G. V. Colby 
DABS 32-Character Alpha­
numeric Display 

FAA-RD-74-189 ATC-42 18 November 1974 "DABS: A System P. R. Drouilhet 
Descriptionn 

Technical Notes 

1972-38 4 December 1972	 The Use of Supplementary Receivers for E.J. Kelly 
Enhanced Positional Accuracy in the DAB 
System 

1973-7 9 February 1973	 A Maximum-Likelihood, Multiple-Hypothesis E. J. Kelly 
Testing Algorithm, with an Application to 
Monopulse Data Editing 
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1973-48 26 September 1973 An Optimum Interference Detector for DABS 
Monopulse Data Editing 

R. J. McAulay 
T. P. McGarty 

1973-44 18 December 1973 Azimuth-Elevation Estimation Performance 
of a Spatially Dispersive Channel 

T. P. McGarty 

1974-7 25 February 197 4 Models of Multipath Propagation Effects in 
a Ground-to-Air Surveillance System 

T. P. McGarty 

1974-12 12 March 1974 False Target Elimination at Albuquerque 
Using ARTS-III Software 

A. G. Cameron 
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