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. PREFACE

‘This report, Volume IV of the series on "Modeling Air Traffic
Performance Measures," represents the culmination of 3 years invest-
ment on the part of the National Aviation Facilities Experimentar Center,
Federal Aviation Administration and the Transportation Program, Depart-
ment of Civil Engineering at Princeton University. The initial challenge
was to take air traffic communications as recorded on voice tape over the
New York Center, and using this raw material to synthesize a statistical~
mathematical simulation model that could be put to practical use.

Volume I of this series contains extensive dictionaries and
analyses of message elements; Volume II, the initial statistical analyses
and early simulation models; Volume III, the construction, validation and
initial exercises of the appropriate simulation model.

This volume reviews the simulation model for the New York Air
Traffic Control Communications. The validation of the model and the
sensitivity of the model to various changes in the input variables is
described. The successful use of the model for the Houston Air Traffic
Control Communications system is reviewed. Discussions of applications
of the model are provided:

(i) for estimating communication capacities for sector types as
a function of the aircraft arrival intensity, with particular
emphasis on determining when an unstable performance appears,

(ii) for determining the effects of reducing the number of trans-
missions per transaction,

(iii) for measuring consequences resulting from tone bursts of
different lengths.

The model has been used to characterize ''general” sector functions (as
contrasted with individual sectors). It is anticipated the model may be
appropriate for simulating oceanic sector functions. Communication queuing,
a response not readily measured in the real world, has been investigated.
The many-response character of the communication system has been simplified
by the construction of indices. Measures of non-stationary performance are
provided along with estimates of the associated probabilities of occurrence.
Initial efforts to combine the sector functions into networks are described.
Those working on the project believe the present air traffic control simu-~
lation model can prove of immediate use, and look forward to its employment.

In the struggle to construct a model descriptive of real world data,
many novel theoretical questions arose. The consequence, a happy synergism
from the point of view of the university researchers, has been the introduc-
tion of several novel statistical tools. Of special mention is the

e
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application of the statistic G, developed by Dr, Der-Ann Hsu, used ta test
whether the structure of two time series is identical, The use of
confidence regions to provide probability statements for the onset of
nonstationarity in system performance is, we believe, new. Both these
novel applications of statistics should prove widely useful. The

study of sector functions has led naturally to the consideration of the ATC
Communications as a network, and Markov chain models have been constructed
by Mr. Neil W. Polhemus to characterize the aircraft flows in the

New York ATC system. This work has stimulated additional theoretical
investigations of considerable promise associated with non~homogeneous
point process. The subject is of great concern to many transportation
scientists, ‘

This project has been a happy coupling of practical problems,
real world data, and both the adaptation and development of theory.
We give special thanks to Mr. Allen Busch of the FAA for providing
cordial, and frank, appraisal and direction to these efforts,

Tl

J. Stuart Hunter
Principal Investigator
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CHAPTER 1

SIMULATION MODEL FOR AIR TRAFFIC CONTROL COMMUNICATIONS

1.1 Introduction

In the continuing effort to construct a useful model for Air Traffic
Control (ATC) Communications, the results of data analyses and the con-
struction, validation and applications of a simulation model have been des-
cribed in detail in the reports:

Modeling Air Traffic Performance Measures

Volume I: Message Element Analyses and Dictionaries

(Report No. FAA-RD-73-147,I)

Volume II: Initial Data Analyses and Simulations

(Report No. FAA-RD~73-147 1I1)

Simulation Model for New York Air Traffic Control Communications

(Report No., FAA-RD-74-203)

Data used in these reports for modeling ATC communications were
collected from the New York area, during a 2 ~hour peak traffic period,
on April 30, 1969. Message contents, origins, frequences and time durations
of voice communications transmissions were analyzed and reported in full
detail in volume I. Extensive analyses of communication data, on each of
the elements comprising the ATC performance, were described in volume II.

In the third volume the structure of a simulation model, based on
the New York data file, was described and its generalization presented
through the use of various master equations and tables. Validation of the
simulation model was performed by comparing generated responses with their
historical counterparts through the use, in part,of newly developed sta-
tistical techniques. The results of comparisons indicated that the simu-
lation model did operate satisfactorily not only for individual sectors
but for sector types as well. Applications of the simulation model were
also reported in the third volume. One special example concerns the deter-
mination of communications capacity for HI sectors, a study of interest to
those investigating oceanic air traffic. The value of the simulation
model was especially demonstrated in a study of communications queuing,
that is, the frequency and length of time a pilot must wait before he can
use the communication channel. There is no direct measure of communications
queuing available in the historical data. Other related studies were also
presented on the subjects: (i) response coupling; (ii) air traffic control
network capacities; (iii) sequential structure of the intercommunication
gap lengths; and (iv) the applications of Sichel distribution for number of
transmissions (TR) per communications transaction (CT).



Although the studies outlined above are available, to prepare
readers for a further discussion in this volume, we now briefly review
some terminology and concepts.

1.2 Elements in the Simulation of Air Traffic Control Communications

It is appropriate to describe briefly the characteristics of the
ATC communications system, The air space within an airport region is
divided into a number of "sectors,' each with its own controller. For
instance, the New York area contains 101 separate sectors. These
sectors are divided into 12 different sector functions, namely, Low
Altitude Transitional (LT), Low Altitude Enroute (LE), High Altitude En-
route (HI), Clearance Delivery (CD), Ground Control (GN), Local Control
(LC), Local and Ground Control (LG), Approach Control, Non-Radar (AP),
Radar Departure Control (DP), Radar Arrival Control (AR), Radar Arrival
and Departure Control (AD), and Radar Advisory Position (RA). The sector
functions are partitioned into three distinct groups: enroute sectors
(LT, LE, HI), tower cab sectors (CD, GN, LC, LG, AP) and IFR room sectors
(DP, AR, AD, RA).

Within a sector, and using only a single communication channel,
a number of communications are made between the controller and each air-
craft pilot within that sector's jurisdiction. A completed conversation
between an aircraft in a sector and the controller is termed a ''communi-
cations transaction" or "CT." Each CT is composed of separate "'trans-
missions"” or "TR's" which are made alternatively by pilot and controller.
Each TR in turn contains one or more '"message elements'" or "ME's, "
volume I contains extensive dictionaries, listing the ME's comprising
individual TR's along with statistics characterizing their time duration
and frequency.

1.2.1 Simulation Input Variables

The first input variable required by the simulation model is the
aircraft arrival stream entering a sector. It was found that a Poisson
process described the pattern of aircraft arrival to a sector adequately
for most sectors in the New York area, A Poisson process is the one in
which the number of occurrences of an event (e.g. the aircraft arrival)
in a unit of time can be represented by the probability model

p(j) = a° . o /5! (1.1)

where p(J) is'the probability of j occurrences, 6 is the arrival rate
and j=0, 1, 2, ... is the number of aircraft arrivals observed in each
time unit.

For each of the aircraft assigned to the control sector, the
number of communications transactions (CT's) associated with this air-
craft becomes the second input variable. From the analyses presented in
volume IT, chapter 4, a negative binomial distribution was shown adequate
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in describing this variable. In mathematical form, this distribution
is

k+r—1] k
p
k=1

p(r) = [ (1-p)", r=0,1,2,...(0<p<l), (1.2)

where p and k are parameters and p(r) is the probability of r+m CT's

per aircraft where m=2 for the enroute sectors and m=1 for others. A
master table for the values of p and k estimated from the New York data
for each of the sector types is given in table 1.1. Table 1.1 also
indicates the x2 test statistic for a lack of fit test, The 51gn1f1cant
lack of fit observed on the LC and AR sectors, indicating the inappropri-
ateness of the negative binomial model, is due to the nonhomogeneous
performance of individual sectors within the function. Further dis-
cussion on this issue will be given later in this volume.

The third variable requiring specification is the time length
between two consecutive CT's for the same aircraft, termed intercommuni-
cation gap lengths. The actual procedure for generating this variable
for the simulations is complicated. It is determined using two param-—
eters a_ and a_ relating the intercommunication gap length to the
number of CT's “per aircraft. A master table for the values of a and
al is given in table 1.2 for each of the sector types.

An important input variable for a simulation is the length of
CT. This variable is a function of the number of TR's per CT and trans-
mission length (TR length). Unfortunately, the number of TR per CT is
too irregular to be fitted by any simple mathematical model, and there-
fore histograms compiled from historical data are used to provide this
variable in the simulations. For the second variable, TR length, the
gamma distribution proved adequate for representation. This distribution
is

1 .<t°‘_l e-—t/A 0<t<e

f(t) =
22T () a>0 , A>0 (1.3)

where t is the TR length, and o and A are parameters. In order to deter-
mine the values of o and A for each of the sector types, two simultaneous
master equations, relating the values of o and X to the aircraft arrival
rate, were compiled. The following two equations apply to all sectors
specified: (The CD, AP and RA sector functions are exceptions due to their
small numbers and unique behavior).

(i) o * X = 3,70 - 0.0158 © (General)
= 2,97 - 0.0042 6 (LC)
(ii) (o - 1) x = 2.0 (General)
(o - 1) A =1.7 (GN)
(o = 1,13) » = 1,72 (DP)
(¢ = 1.5) A =1,0 (AD) (1.4)



Sector

Function

LT

LE

HI

Ch

GN

LC

LG

AP

DP

AD

AR

Table 1.1 Fit of Negative Binomial Distribution

to Number of Communications Transactions
per Aircraft

No. + ~ R Degrees of
Obs. m P k Freedom
514 2 | 0.41 2.36 14
498 2 0.46 2.30 | 12
379 2 0.58 4,03 11
200 1 0.94 15.87 4
905 1 0.41 0.88 10
1075 1 0.71 6.83 11
128 1 0.69 6.83 8
49 1 0.63 2.63 5
252 1 0.88 30.45 10
88 1 0.58 4.85 9
225 1 0.43 4,54 16
95 1 0.46 3.01 10

*  Significant lack of fit at the 0.01 level.

2
X

21.07
13.89
4.14
8.30
16.15
125.49%
10.78
7.02
7.27
8.28
33.46%

7.72

'To be comparable to a variable from the negative binomial distribution,
subtract m from the actual number of CT/AC.
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Table 1.2

Average Values of Regression Estimates a
for Gap Lengths in Each Sector Functiom

O’

Sector _ N Sector _ _
Function ag a Function a, al
LT (12)* 4,903 -0.109 LG (5) 4,919 -0.028 [
LE 11) 5.579 -0.164 AP (4) 4,671 0.069
HI (D 5.184 -0.083 DP (6) 4,415 -0.046
CD ( 4 5.600 -0.171 AD (12) 4,646 ~0.048
GN  (13) 4,180 0.162 AR (6) 4,583 -0.065
LC (16) 4.673 -0.024 RA (3) 4.902 ~0.048

Value in the parenthesis indicates the number of sectors in the

function specified.
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Once again O is the expected number of aircraft arrivals per hour. A
pair of parameter values a and A can be obtained, given 0, by solving
these two equations. Altogether, seven input parameters, 6, p, k, a ,
a., o« and A are required to initiate a simulation, plus the appropriate
histogram for the number of TR/CT.

1.2.2 Simulation Response Variables

_ In addition to these input variables, three major responses are
generated from each of the simulation exercises. They are (i) channel
utilization; (ii) aircraft loading; and (iii) communications queuing.
Channel utilization (CU) is defined as the proportion of time the single
communication channel is utilized. Usually in our analysis, the channel
utilization is computed for each 60-second interval. The time series
thus compiled is then used for further analysis, The second response,
aircraft loading, is defined as the number of aircraft in a sector at a
given time point. As in the case of channel utilization, this response
is also averaged for each 60-seconds to form a time series. The
third response, not available in the historical records, is of special
interest. There are two aspects to this response., One is the number of
aircraft waiting to converse with the controller (or conversely, the
number of aircraft the controller has to converse with but cannot because
he is occupied by other aircraft) at a given time point. The other aspect
is the time length an aircraft waits to converse with the controller (the
converse also applies) for each CT attempted. These two aspects, the
number of waiting aircraft and the queue time, provide information
supplementary to the other in the analysis of queuing status. In the
simulation 60-second averages of the number of aircraft waiting to
converse are compiled as a time series.

1.3 Validation of the Simulation Model

Validation of the simulation model was performed by comparing
the generated responses, namely, the aircraft loading and the channel
utilization, compiled as time series, with their corresponding historical
time series. A test procedure designed to detect the difference of two
time series with respect to their structural parameters (the mean, auto-
correlation and error variance) was employed to do the comparison more
rigorously. Two test statistics were used in this comparison procedure.
- One is the test statistic C(g,y)‘distributéd as a x2 variable and useful
for comparing two time series with respect to their estimated auto-
regressive parameters and error variances. The other is a test statistic
distributed as Student's t appropriate for testing the difference in means
of two autocorrelated time series,

Results of validation of the simulation exercise on the individual
sector basis (the seven initiating parameters given are unique to the
sector being simulated), using typical sectors from each of the eight
types of control function considered, were shown in chapter 3 of volume 17T
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for the responses: aircraft loading series and the channel utili-
zation series separately. The resulting statistics indicate that the
simulation model successfully ' reconstructed the dynamic responses of
concern., Another simulation exercise on the HI sector type, in which
all the seven initiating parameters were obtained from master tables
and equations descriptive of the functions, was also examined and shown
satisfactory. A continuing study on the validation of sector type
simulations for other sector functions is presented in chapter 2 of
this volume.

1.4 An Application to the Estimation of Sector Communication Capacity

The simulation model was exercised for sector 475 HI, a repre-
sentative enroute sector, in an experiment in changing traffic density.
The aircraft arrival rate per hour was increased gradually from a level
equal to the historical record to, finally, a level constrained by the
ceiling of communication channel capacity. Graphs of the generated
response time series, the aircraft loading series, the channel utilization
series and, most important, the queue lengths series, were presented, in
volume III, chapter 4, for each of the traffic densities tried. The
onset of the operation instability, or an explosive status, was clearly
seen by the sudden leap in the level of the queue length series. The
aircraft loading series revealed similar behavior. 1In addition to this
eye inspection of the response series, a test statistic useful for de-
tecting nonstationarity of a time series model was used to indicate the
operational instability (unstable or overloaded performance) observed
from the aircraft loading series., A continuing discussion on the simu-
lation experiments for communications capacities will be given in chapter 3

of this volume,

1.5 Network Analyses

In order to construct a simulation model that is applicable to
a whole airport region, it is necessary to examine the patterns of trans-
fer of aircraft from one sector to another in addition to the within
sector characteristics, The historical movements of aircraft between
sectors were followed and the numbers of aircraft transferring between
all pairs of sectors determined. These observed transitions were then
summarized by sector function and are shown in a transition matrix in
table 1.3.

More detailed information on the patterns of movement of aircraft
between separate sectors was presented in a number of schematic diagrams
obtained from further analyses of the data. Figure 1,1 shows an example
of one of the schematic diagrams of transitions between various sectors.
This work is an extension of the studies on the networks of routes
between sectors initially reported upon in chapter 7 of volume II.



Table 1.3 Transition Matrix from New York Sample Data

Enroute Tower Cab IFR Room
To
FroM\ LT LE HI CD GN 1LC LG AP DP_AD AR
LT 184 88 72 0 0 0o 0 O 0 7 162
LE 31 159 53 0 0 o 2 17 0 16 60
HI 79 79 104 0 0 o 0 0 0 0 0
CD 0 0 0 0 151 22 0 0 0 0 0
GN 0 0 0 40 7 35% 0 0 0 0 0
c 11 0 1 0 351 1 o 3 192 25 5
LG 0 13 0 0 0 o 2 3 0 10 0
AP 4 3 0 0 0 12 10 0 0 0 1
DP 159 48 0 0 0 30 0 0o 1 5
AD 4 22 0 0 0 19 9 2 6 1 2
AR 1 1 0 0 0 289 0 0 6 2 167
RA 1 0 0 0 0 4 0 0 o 0 2
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Figure |.1

Schematic Diagram Showing Numbers of Transitions
between High Altitude Sectors



An important network problem presented by the study of sector
transitions is the determination of system capacity, given the structure
of individual sectors. An initial formulation of the ATC system in net-
work terminology was discussed in chapter 5, section 5.3, of the third
volume, and maximum flow algorithms were applied to a sample network.

In the present volume a more complete network model that includes the
network arrival streams, the formulation of the network structure, and
the construction of transition patterns is presented in chapter 4.

1.6 Preview of the Following Chapters

The present volume continues the effort presented in the earlier
three volumes listed at the beginning of this chapter, and summarized in
the previous sections. One objective is to generalize the framework of
the simulation model for adaption to various sector types and geographical
characteristics. Further validation on the model for sector type simu-
lations has been accomplished. Applications have been extended to studies
on: (i) sector type communication capacities; (ii) effects of a tone-
burst scheme for aircraft identification, proposed by FCC; and finally
(iii) the influence of hypothesized changes in the number of TR/CT. An
extensive analysis of N.Y., ARTCC network structure -~ the theoretical
formulation, empirical modeling, and tests -- is also discussed in this
volume as an initial step toward network simulation modeling. This net-
work framework can hopefully be useful to the study of ATC performance
in ocean areas.

In chapter 2 of this volume we first review the sector type
simulations defined in the third volume and perform the simulation
exercises for nine out of the 12 sector types in N.Y. area., Results
indicate that the model can work adequately for all of these sector types
given a slight modification on one or two of the input parameters, for
some of the sector types. The simulation model is further extended and
adapted for distinct geographic characteristics. Using the Houston
enroute sector groups as an example, a comparison of various key input
parameters for New York versus Houston data has been made to determine
which of the input variables should be adjusted. No basic changes in the
structure of the simulation model proved necessary. Simulations on
Houston sector types are also validated.

Several applications of the sector type simulation model are
demonstrated and described in chapter 3. The subjects included are:
(i) the estimation of sector type communication capacities for the New
York sectors; (ii) the effects of a proposed tone-burst scheme designed
to enforce the air traffic control performance; and (iii) the influence
of a change in the expected number of TR/CT. The first subject is an
extension of the work presented in chapter 4 of the third volume, while the
second subject is an interesting realistic exercise of the simulation
model. In the latter case, a spline fitting method is used to generate a
complete average response surface for the major variables studied. For

1-10



the last subject mentioned, an exponential weighting function is used to
“improve" the input variable available as historical histograms.

Chapter 4 provides a more complete network model discussing the
mathematical model for aircraft arrival streams to the network as well as
the second order Markov model for the transition pattern of the aircraft
transferring from one sector to another. Extensive network data analysis
is given to examine the adequacy of the postulated model,

Miscellaneous related studies are presented in chapter 5.
Subjects included are: (i) sensitivity analysis of the expected channel
utilization; (ii) the construction of operational indices for ATC per-
formance; (iii) transfer function models for aircraft flows at adjacent
sectors; (iv) modeling long~term time series for the inputs and responses
of an ATC system; and (v) queuing time forecasting in the ATC communication
system,

The last chapter summarizes the conclusions and recommendations
made in previous chapters and sections.
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CHAPTER 2

VALIDATION OF A GENERAL STMULATION MODEL FOR&ATC COMMUNICATIONS

2.1 : Introduction

In simulation modeling, we note that a model, useful in studying
responses for a complicated system, can work appropriately only when an
adequate set of input variables is provided. All simulation models are
constrained to be simplifications of reality. Thus they require input
rich in information extracted from both the structure and history of the
system, In the ATC simulation model constructed to date, the simulation
system starts with seven initiating parameters plus a histogram (for the
distribution of #TR/CT). No further inputs are used, or required, to
exercise the present model. Subsequent close study has shown that the
responses derived from the simulation appear to depend only on those
components which can be specified by the seven input parameters. To
have included in the ATC simulation program all the details descriptive
of an individual ATC sector is logically untenable and computationally
too cumbersome.

The ATC simulation procedure consists of two stages: (1) structure
and data analysis; and (ii) verification and exercise of the (GPSS) com~
puter program, These two stages are equally important. The ATC structure
and data analysis have been described in full detail in volumes I and II.
The computer model was explained and illustrated in detail in the third
volume, and summarized in chapter 1 of this volume.

In these previous studies, the structure of the simulation model,
and the corresponding derivation and use of the initiating parameters, was
established and verified using information from individual sectors. The
next step of the simulation development was then to construct a useful
"general" sector representative of a function. First of all, this
required the input parameters extracted from historical data of all the
sectors performing a particular function. These are now available as
"master tables" and "master equations," From the discussion given in the
beginning paragraph of this chapter, a "general” simulation is therefore
possible. However, validations are required to examine the usefulness of
the "general"” model.

The validation of the simulation model for individual sectors was
straightforward, since the individual sector data was in hand. However,
the validation of the simulation model for sector function encounters the
problem of non-homogeneity of performance amongst the individual sectors
performing that function. In a few cases, responses provided by the
sector function model did not agree well with the corresponding responses
for the individual sectors. After much study it was discovered that modest
changes in only one or two of the function simulation parameters were

required to bring the function and sector responses into compliance. Thus,
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although the simulations provided by the function parameters may not
always provide response time series sufficiently similar to those avail-
able from the individual sectors, the function simulations remain
valuable, Further function simulations proved very useful in extension
to geographical areas other than New York,

In section 2.2 of this chapter the data collected from Houston
ARTCC (consisting exclusively of the LT, LE and HI enroute sectors) are
analyzed and compared against the results with the New York enroute
sectors. A great similarity between the regions exists. The only
exception in the performance of these two distinct geographical areas
concerns the variable {#CT/AC. A straight extension of the simulation
model to the Houston sector functions is made using entire "master kit"
borrowed from N,Y. ARTCC, except for the parameters p and k corresponding
to the Houston variable #CT/AC. Results of the validation of this per-
formance presented in section 2.3 indicate the adequacy of the general
simulation model for both the N.Y. and Houston areas. The inference
that the simulation model is appropriate to geographical areas other
than New York is thus sustained.

2.2 Comparison of ATC Communications Performance in New York versus
Houston Enroute Sector Funetions

In this section ATC communications data collected from 32 New
York enroute sectors and 23 Houston enroute sectors are compared. Results
of the analyses indicate that the only major difference between New York
and Houston ATC communications is with the distribution of the number of
communications transactions per aircraft (#CT/AC).

2.2.1 The Data and Their Comparisons

The data of New York sectors were collected and described in
volume II for a 2-hour period (20/00/00 - 22/00/00 GMT on April 30,
1969. The Houston data were also recorded for 2-hour periods, and
furthermore, repeated for the same sector at different times in a day
and/or the same time at different dates. The sampling periods spread
between February 17, 1971,and March 5, 1971, Altogether 109 distinct
sets of 2-hour data are available. Detailed description of the data
structure is given in table 2.1.

Four important variables: (i) transmission lengths; (ii) trans-
action lengths; (iii) intertransaction gap lengths and (iv) number of
CT's per aircraft are analyzed and compared for Houston versus New York
enroute sectors, Gamma distributions were fitted to the transmission
length data and their parameters estimated. The scatter diagrams of
these parameter estimates are shown in figures 2.1 and 2.2 for New York
and Houston enroute sectors, respectively. A striking similarity between
these two diagrams is observed. Their locations, dispersions and the
relationships between the estimates & and & for both regions are almost
identical., Similar comparisons for transaction lengths, as well as the
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intertransaction gap lengths are given in figures 2.3 - 2.6, The
similarities observed are again remarkable.

However, the distributions of the number of communication trans-
actions per aircraft appear to be different for the LT and HI functions in
these two distinct geographical areas.

2,2,2 Analyses of the Number of CT's per Aircraft

Negative binomial distributions were fitted to the Houston data
for the number of CT's per aircraft. Details of the parameter estimates
for each of the 109 sets of records are displayed in table 2.2, Results
from fitting the distribution to the data compiled by sector functions
are shown in table 2.3. Histograms of the number of CT's per aircraft
are shown for the Houston data in contrast to those of the New York, in
figure 2,7, A further list of the estimates of p and k and the expected
values is given in table 2.4 for both the Houston and New York data,

In these tables and figures, the nonhomogeneous behavior observed
from the Houston HI sectors in the run codes 194H ~ 217H versus the
remainder (data represented by the last 10 run codes were collected from
two controller sectors at different periods of time) suggested the sep-
aration of the Houston HI sector function into two subgroups. The shapes
of the distribution functions and the estimates of p and k, particularly
the mean value of the distributions, for these two subgroups, are
apparently distinct. A careful inspection of table 2.4 indicates that
except for the LE function, the p and k values for N,Y. sectors are
different from those of the Houston sectors. A rigorous statistical test
for the comparison of two negative binomial variables is complicated and
not presented here. For the purpose in hand we consider the distributions
to be different and correspondingly adjust the specification of parameter
values in the simulations for Houston sector functions as shown in the
next section,

2.3 Validation of Simulations for New York and Houston Sector Functions

A general ATC simulation for New York HI sector function has been
demonstrated in chapter 3 of vVolume III, In the simulation mentioned,
input parameters were generated from various master tables and equations
compiled for the N.,Y, area . To further explore the general simulation
for other sector functions, techniques developed for the comparison of
two time series, with respect to their stochastic structures, are again
applied to detect possible differences in essential structure between the
generated time series responses and their historical counterparts. Since
the historical responses can only be observed for individual sectors, not
for a sector function as a whole, comparisons of time series generated
from a function simulation versus historical time series of individual
sectors within the function were carried out in the following fashion. A
function simulation using parameters determined by master tables and

2-3



equations was first executed and validated against responses observed
from a single representative sector within a function. Significant dis-
crepancies, if any, between the simulated and historical responses, were
then studied, and adjustment made on the value of the input function
simulation parameters. Some individual sectors, exclusively in -the
terminal sector functions, necessitated adjustments on either the

#TR/CT or #CT/AC input variables. With these occasional adjustments,
the simulations for a sector function produced responses satisfactorily
similar to the historical time series of an individual sector. Results
of the final validations of the simulations of nine sector functions of
N.Y, area are displayed in tables 2.5 and 2.6.

The master tables and equations compiled from the New York
data were then used to perform function simulations for the Houston
enroute sector functions. The only changes required in the master tables
were the values of p and k, for the distributions of the number of CT's
per aircraft., The new values of p and k were estimated from the Houston
data. The simulation model gave a surprisingly good performance as seen
from the results of validation tests shown in tables 2,7 and 2.8. This
suggests the general applicability of the simulation procedure for
sector functions in areas other than New York.

Complete statistical tables and figures generated from the New
York and Houston simulation programs for the validations of function
simulations were compiled along with the historical time series of the
individual sectors having been compared. This material is now available
in a NAFEC-Princeton University Interim Report (PU-36).

2.4 Summary and Concluding Remarks

A previous simulation model adequate for mimicking the dynamic
behavior of an individual ATC sector has been generalized and applied
to the function simulations for both New York and Houston areas.
Studies on the verifications indicated that the "'general"” simulation
model is rich in information and convenient for use in extensions to
varied studies. Only one or two sensitive variables, mostly likely the
distributions of #TR/CT or #CT/AC, need to be adjusted in order to
extend the simulations to other geographical areas. Much effort is
saved by concentrating on tuning one or two input parameters, instead
of reconstructing a new model, for the simulations of ATC communications
in different geographical areas, as well as for distinct types of simu-
lation studies.

Future experience with more extensive data collected from various
environments, such as the ATC systems in the ocean areas, will certainly
help develop the present model into an even more mature form.



Table 2.1

Sector Identification

N100H
01014
01N2H
01044
0105H
01061
21074
N108H
N1114
01124
01134
0114H
011AH
01178
0118H
N119H
0120H
0121H
0123H
01244
0126H
N128H
01291
0130H
0131H
N132H
N133H
013U4
01354
0136H
01374
N13KwH
01394
01uny
N141H
V1424
0142
O144H
N145H
01461
01474
01484
0146434
01504
01514
0152E
01531
0154y
01554
01561
01571
0158H
N159H
0160H
01611

HDM

HDA
HDG
HDG
HDG
HDA
HDG
HDG
HDG
HDG
HDG
DG
NG
HDG
HDG
NG
HDR
110G
HnG
HDG
HDG
1D
HDG
HDG
HDG
HDG
HDG
HnG
HDG
DG
HDG
nne
HDG
HDS
NG
D
HOG
HDG
thid
HNG
HDG
HD®
HDG
e
HDA
KD
HDG
HDG
HDA
HDG
HDR
HnG
HDG
HDG
1inG

ZHu
7 HH
7.1
7 H!
7HU
7 HU
7ZHN
7 HU
Zuu
741
THI
ZHN
ZHU
ZHU
ZHU
7ZHU
ZHU
ZHU
VA1)
ZHU
7.HN
7HT
7.HU
ZET
7. H1Y
7.1
7HU
7HN
7ZHU
7RO
7RI
VALL
ZHN
7, HIT
THN
71,
ZH"
T HY
7HD
7HI
ZHU
7 HU
yAZR
7.HUI
ZHU
7dU
2.H
ZHN
ZHN
7znu
ZHU
7HU
ZH0
VAR
ZHu

1-2F

1-2®

1-2%

1-6F

1-67

1-%£7

1-187
1-18R
1-18ar
1-29R
1-210m
1-201%
1-209
1-RR

1-87

1-8%

1-8%

1-8%

1-127
1-127
1-12%
114LR
114 %E
11417
1141 R
124BP
124R®
1241rR
T24FR
124KR
12URR
120RR
1247R
12uPR
1-26%
1- 267
1-26¢1R
1-26R
1-26R
1-26R
1-2A/7R
1-?AR
1-2AR
1-30R
1-30F
1-39R
1-10R
1-30R
1-3INR
1-39R
1-30R
1-30R
1-32R%
1-32¢0
1-32R

Function
RFH LT
RF™ LE
R 4 L¥
MOR LF
MO B LE
MNORB LF
T.CH LE
LchH LE
LCTH LE
AEY .=
2AEX e
AEX LS
ARY L
MSY/® LT
MSYy /™ LT
MEY-3 LT
“SY/F LY
MSY/FR LT
MCRH L™
MmcnR LT
Mcs L7
rsYy/sw LT
MSY/SH LT
MSY/SH LT
MSY/SH LT
RPT T,
°pT L™
RPpT LT
LAk .7
Bp™ LT
poT LT
BRPT Ly
nom ™
RPT LT
HOT i
AR Y i
VA L
HOW /N L™
Hou/N L7
HOU /N L
HOTT/N LT
HO /N LT
HO /N LT
HOH/SW LT
HOU~SN LT
HNY/SH LT
DN /SA LT
HO"/SW LT
HOU/SH LT
HOW/S A LT
HOY /8% LT
HOU/SW LT
HOU /NW LT
HOY /NW L™
4oy /M LT

2-5

Date
M/D/Y

021771
021871
021971
n22571
N22671
030171
022571
022671
030471

- N21771

n21371
N21971
03nu471
N21771
N21871
n21971
D3INYT1
Ar0u71
022571
N22671
130171
122271
N22471
n3INET1
H3INET1
122371
N22571
30171
1307271
N3N
3130271
AELENA!
NIV 3IT1
1314171
n32571
\’_)3(._'71
Y3917
930271
Y3271
0IN271
135371
139371
2307371
021771
021871
021971
DIN2T
n3n271
03271
039371
030371
030371
n22371
022571
730171

The Structure of Houston Data

Time
from

16400179
180090
140002
210000
159000
180000
210000
219900
210000
199000
179000
190000
210010
160000
160000
160000
210000
150000
190000
1895000
210000
229000
220000
150000
1830000
150000
150000
150009
150009
180000
210000
1590909
180009
210000
14910730
120000
IEEAM ]
159970
130199
210099
150090
130900
211000
220090
220000
220099
150000
141000
210099
1509000
1830000
210090
150099
1501009
150079

to

14a4nnnn
1400019
1R300
2390100
17nnan
200000
23900N
233090
200N
2110009
21000n
2101000
239090
1817900
19n19n0n
1380000
230000

© 179009

200000
200000
2330010
najNIn
INNINN
1709050
29390109
1790010
179079
179900
179000
200Nn"
237079
170090
21719940
3319109
27707
R RRERE
Danc A
IR AT
2010800
2310009
177000

217000

2311009
0n0non -
0nNnNnNN
NAINNNN
175500
219000
230109
170500
201000
230000
171900
177000
1714999



Table 2.1

The Structure of Houston Data (cont;)

Sector Identification

N142H
N16 34
0164 Y
01F 5K
N1664H
01671
31790
01711
N1721
017
N1745
0175H
N1T7RH
01771
0179H
C180H
01R1H
018 23K
014w
O1REH
0187H
N1RAK
01891
0190H
01914
01924
0194E
N1968H
N19A/H
0197H
N198H
N1yt
02024
120134
0206H
0207
02081
020GH
02104
0z12H
02138
N?218H
0z216H
0217H
02184
02194
02200
02218
nz222u
0z238
02204
022%H
02264
0?27H

HDf
HNG
HDG
npG
1InG
EDG
HNG
HDG
HnA
HDS
Thi
e
HDA
G
Hps3
Ehi
nDAG
Fna
Hno
HDS
HDG
npaG
HNG
thid
HrG
HDS
HDG
nnG
HpG
HNG
NG
B DA
HDG
HDG
HDG
HNG
HDG
HDG
HDG
ups
HDG
HDG
HDG
EDG
Hpe
NG
FDG
HD4
HDG
HD6G
HDS
FDG
HDG
HDM3

ZHU
ZHU
7yn
YA
7HU
7.1
THU
ZHN
7. H
7
KALH |
711
71U
7.HY
THI
ZHn
AL
7R
THN
onn
ZHUT
7y
7.HI1!
THU

AR

74
ZHu
7HU
7
71
Zun
7HI!
7 HU
7
7Hy
7THT
THT
7HU
7HN
7.RU
ZH
YA
7HI!
7Hu
Z.H
7HI
7HI
UL
Al
7HU
ZHU
THN
THU
7n

1-327
1-32R
1-327
1-327
1-32R
1-23237
2-17¢%
2-17"
2-17%
2=177%
2-197
2=-19av
2=-197%
2-14an
2231R
223Lr
2231p
228712
22817
2211
228Lr
228PR
22857
22907
272Rm2
228°R
3-7r

1-7P

I-70

-7

3-9r

J~-0np

3-9n

3=-13R
I-13R
3-18%
3-15R
3-16n
3-15R
3-15F
3=-197p
3-1apv
3-19R
3-146Rg
2211R
3211TR
321L®
3211w
321LR
32587
31257R
325RR
3Z5RR
225"

Function Date

HOU/NW
HOU/NHd
WO /Ny
HOM/NY
Hna/vy
Hou/vy
SKF
SKF
svw
SAT
SATD
GAT
R
Sk
acs
RCS
3Cs
VTR
MTA
MTA
MTA
AYS
RTIS
AT
ATTS
Ans
LoR
¥R
AT
e
M Sy/ll T
MSY/HT
MRY /HUT
TLCH/HL
LoU/47T
AFY/HT
AFY /HI
AVWX=-0T
AEY/HT
AFY /41T
[MALVAES
mNu/HT
nog/mnrt
HOU/HT
AUUS/HT
AMS/HT
ANIS/HT
ATIS /HT
ATS/HI
SAT /YT
SAT/HI
SAT=HT
SAT/HT
SAT/NE

2-6

LT

LT

HT
HT
I
17
HI
HT
nl
nr
HT
HY
0T
HT

AT

4T
HT
HT
HT
H1
HT
HT
T
91
HI
HT
HI
HT
yT

HT

M/D/Y

330271
N3N271
3IN27
03071
137371
230371
N22871
N22671
N3Nt
N21771
N21871
021371
N33471
03In571
022271
22371
nN23u71
021771
12171
n214871
n3INnL71
nN12211
0223711
na22u71
nNINGET
13IN571
122271
N22371
22471
D3N571
2727371
127571
133571
22271
SERT A
NIN5T1
922271
nN22371
122471
nN3InuT
27271
N30T
03N471
N30571
nN22271
022671
12271
nINu7A
N3INETI
022571
N22671
03In171
3317471
Q3IN&8T1

from

150009
130019
2110010
150000
1801900
210090
180090
130099
1800179
190000
220010
190051
210000
150000
22n0N0n
212000
19090"
220000
19999
220079
159000
1400710
180010
160090
211099
150000
1640000
180000
100NN
159007
159909
130009
159010
190011
130030
180000
19300n0
210010
120090
210019
210090
1817010
210000
130900
130000
150800
210091
21190090
150019
210000
210090
210000
210000

158000

Time
to

173090
21311309
230000
177799
27901010
o390an
233000
297100
203100
2179730
nNINNAN
21731790
23nnnn
173009
nNH1raN
23710
217700
NN
217000
NN
177000
119300
293010
135000
2379109
179000
130000
219099
123000
17)¥070
1701707
173309
177709
21nnnn
7277009
201000
219000
23nnnn
2103000
231900
2301909
ARALSTo ATl
2313000
210700
217200
179000
2331709
237000
17291300
2379070
230900
23100N
2319010
1797000
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Table 2.2 Results of Fitting Shifted Negative Binomial Distributions
_to the Number of Communications Transactions per Aircraft
. (Housﬁ?n Individual Sectors) )
Sector ID No. P k No. dof. X
’ Obs. Adj.
100H LE BFM 7 0.41 1.91 0 3 1.76
101H LE BFM 19 0.55 2.80 0 5 6.72
102H LE BFM 22 0.33 1.09 0 5 3.99
1040 LE MOB 15 0.47 2.95 0 6 4.05
105H LE MOB 10 0.27 1.25 0 4 3.43
1060 LE MOB 39 0.81 17.11 5 8 8.03
107H LE LCH 22 0.53 3.78 0 6 9.72
108H LE LCH 12 0.42 2.54 0 6 4.62
111H LE 1LCH 35 0.78 20.32 5 9 10.31
1120 LE AEX 20 0.64 5.08 0 6 4.57
113H LE AEX 22 0.29 1.35 0 7 4.48
1148 LE AEX 26 0.42 2.29 0 7 7.62
116H LE AEX 17 0.37 1.08 0 4 7.19
1170 LT MSY/E 23 0.60 2.36 0 4 13.38"
1184 LT MSY/E 27 0.90 21.85 1 5 2.57
1198 LT MSY/E 18 0.81 8.15 0 4 5.00
120H LT MSY/E 21 0.52 3.02 0 6 2.20
121H LT MSY/E 18 0.85 5.04 0 2 2.02
1231 LT MCB 20 0.57 4,07 0 6 5.63
124H LT MCB 19 0.48 2,50 0 5 3.60
126H LT MCB 24 0.36 1.60 0 7 6.78
128H LT MSY/SW 25 0.76 4.72 0 3 8.17
129H LT MSY/SW 20 0.56 2,53 0 4 2.10
130H LT MSY/SW 21 0.32 1.34 0 6 2,52
131H LT MSY/SW 41 0.83 15.33 2 7 4.69
1320 LT BPT 19 0.90 24,67 0 5 3.88
133H LT BPT 19 0.61 3.65 0 5 4,21
134H LT BPT 16 0.66 4.67 0 4 4,48
135H LT BPT 15 0.37 1.97 0 6 3.94
136H LT BPT 14 0.64 6.15 0 4 7.24
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Table 2,2 Results of Fitting Shifted Negative Binomial Distributions to

the Number of Commurications Transactions per Aircraft (cont,)
(Houston Individual Sectors)

Sector ID _ No. ; £ No, d.f. x2
Obs. Adj.
137H LT BPT 28 0.92 34.38 1 5 4.86
1384 LT BPT 21 0.50 2,47 0 5 5.30
139H LT BPT 24 0.64 2.42 0 3 0.77
140 LT BPT 13 0.86 16,21 0 4 1.73
141H LT HOU/N 25 0.42 1.85 0 6 8.95
142H LT HOU/N 20 0.73 5.97 0 4 5.21
143H LT HOU/N 29 0.61 3.60 0 5 12.13
144H LT HOU/N 25 0.63 4.90 0 6 7.89
145H LT HOU/N 33 0.68 6.54 0 7 7.99
146H LT HOU/N 28 0.73 6.62 0 5 3.26
147H 1t HOU/N 12 0.60 2.92 0 3 2.36
1484 LT HOU/N 17 0.83 13.78 0 5 7.62
149H LT HOU/N 24 0.56 2.18 0 4 3.61
150H LT HOU/SW 19 0.38 1.62 0 6 6.78
151H LT HOU/SW 29 0.93 29.94 0 5 2.02
152H LT HOU/SW 22 0.65 4.88 0 5 1.76
153H LT HOU/SW 33 0.53 2.73 0 6 7.47
154H LT HOU/SW 26 0.75 5.59 0 4 2.08
155H LT HOU/SW 28 0.77 6.00 0 4 2,31
156H LT HOU/SW
157H LT HOU/SW 19 0.46 2.26 0 5 2.51
158H LT HOU/SW 27 0.82 12.40 1 5 6.72
159H LT HOU/NW 38 0.70 10.80 4 8 10.74
160H LT HOU/NW 28 0.61 3.86 0 6 3.44
161H LT HOU/NW 23 0.40 2.39 0 8 5.97
162H LT HOU/NW 25 0.55 3,43 0 6 8.78
163H LT HOU/NW 18 0.61 2.23 0 3 3.84
164H LT HOU/NW 24 0.46 2.73 0 7 4,76
165H LT HOU/NW
166H LT HOU/NW 17 0.48 1.88 0 4 7.16
167H LT HOU/NW 14 0.85 16.71 0 4 1.33
170H . LT SKF 28 0.52 2.53 0 5 9.50
0 5 1.73

1718 LT SKF 24 0.60 3.35
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Table 2.2

Results of Fitting Shifted Negative Binomial Distributions to
the Number of Communications Transactions per Afircraft (cont.)
(Houston Individual Sectors)

Sector ID No. - ; ﬁ No. d.f. x2
Obs. Adj

172H LT SKF 27 0.48 2.60 6 5.81
173H LT SAT 17 0.34 1.23 5 6.84
174H LT SAT 18 0.75 10.14 5 4.50
1758 LT SAT 19 0.68 3.97 2 4 2,46
176H LT SAT 20 0.67 6.09 0 6 2.94
177H LT SAT 30 0.75 10.75 3 7 11.22
179H LT 8CS 18 0.79 9.75 0 5 4.25
180H LT 8CS 12 0.75 8.64 0 4 2.12
181H LT 8CS 22 0.35 1.86 0 7 5.62
1834 LT MTA 21 0.68 3.84 0 4 2.17
184H LT MTA 37 0.43 1.57 0 6 4,46
1854 LT MTA 18 0.54 2.52 0 4 11.07
187H LT MTA 12 0.37 1.45 0 4 5.59
188H LT AUS 11 0.46 2.50 0 4 2.38
189H LT AUS 13 0.55 3.29 0 4 4,48
190H LT AUS 23 0.76 4,49 0 3 3.63
191H LT AUS 19 0.58 2.51 0 4 4,02
192H LT AUS 39 0.85 16.30 4 6 5.60
194H HI MOB 34 0.70 3.54 0 4 16.54"
1954 HI MOB 23 0.48 1.58 0 4 4.95
196H HI MOB 27 0.43 1.02 0 4 2.99
197H HI MOB 34 0.45 1.08 0 4 7.20
198H HI MSY/HI 25 0.41 0.58 0 3 3.60
199H HI MSY/HI 36 0.57 1.76 0 4 2.30
202H HI MSY/HI 40 0.53 1.53 0 4 3.71
203 HI LCH/HI 13 0.22 0. 54 0 3 6.94
2068 HI LCH/HI 32 0.84 19.86 2 6 4,32
207H HI AEX/HI 23 0.24 1.11 0 7 8.30
208 HI AEX/HI 33 0.47 1.45 0 5 2,25
209H HI AEX/HI 20 0.67 2.98 0 3 1.47
210H HI AEX/HI 29 0.46 1.46 0 5 2.91
212H HI AEX/HI 33 0.48 1.46 0 5 10.43



Table 2.2

Results of Fitting Shifted Negative Binomial Distributions to
the Number of Communications Transactions per Aircraft (cont.)
(Houston Individual Sectors)

Sector ID No, ; E No. d.f. x2
Obs. Adj.
2130 HI HOU/HI 15 0.61 1.38 0 2 445
2154 HI HOU/HI 20 0.61 2.31 0 4 9,72
2164 HI HOU/HI 31 0.80 4.73 0 3 5.58
217H HI HOU/HI 27 0.43 1.31 0 5 9.19
218H HI AUS/HI 54 0.93 29,25 4 5 2.00
219 HI AUS/HI 18 0.25 1.21 0 7 6.30
220H HI AUS/HI 29 0.66 4.22 0 5 12.76
221H HI AUS/HI 28 0.57 3.07 0 5 6.39
222H HI AUS/HI 21 0.18 0.55 0 6 24.,91"
223H HI SAT/HI
224H HI SAT/HI 17 0.37 3.51 0 9 14,90
225H HI SAT/HI 19 0.29 1.59 0 7 8.06
226H HI SAT/HI 33 0.31 1.95 0 10 16.71
227H HI SAT/HI 20 0.69 6.11 0 5 5.03

*# Significant at the 0,01 level
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Table 2.3 Results of Fitting Shifted Negative Binomial Distributicns

to the Number of CT/AC (Houston Enroute Functions)

A - Z
Sector Function No. P k No. d.f. X
Obs. Adj.
LE 206 0.42 2.01 0 11 10.42
1I 1412 0.56 2,98 0 12 9.30
*
HI 704 0.36 1.14 0 13 33.46
HI Group 1 482 0.51 1.59 0 9 8.63
(194H-217H) :
HI Group 2 222 0.31 1.41 0 13 26.37

(218H~227H)

* Significant at the 0.01 level
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Table 2.4

LE
LT

HI
(group 1)

HI
(group 2)

Comparison of the Estimates of p and k

for Houston and New York Enroute Functions

Houston New York
~ -~ * -~ ~
P k E(X) P k E(X)
0.42 2,01 4,7757 0.46 2.30 4,7000
0.56 2.98 4.3414 0.41 2.36 5.3961
0,51 1.59 3.5276 0.58 4,03 4,9183
0.31 1.41 _5.1384

*E(X) = k( %-1) +m
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Table 2.5 Comparison of Historical versus Simulated Aircraft
Loading Serles Generated from Sector Function Sirwlations
(New York Metroplex)
Sector N - - ~2 b
Function Series u ¢y o, o t2 G(9,1)

LT Historical (453LT) 4,4988 1.1131 -0.2015 0.5884 -0.7027 1.9051
Simulated 3.7909 1.1379 -0.2363 0.4313

LE Historical (464LE) 5.4113 1.1533 -0.2511 0.6567 0.3245 0,6908
Simulated 5.7026 1.1416 -0.3038 0.7000

HI Historical (475HI) 4,4104 1.2874 -0.4048 0.5655 0.7049 1,0887
Simulated 4.9354 1.1647 -0.3319 0.6849

GN Historical (504GN) 2.4156 0.9155 -0.0698 0.5360 0.3682 1.6614
Simulated 2.6585 1.1470 -0.2833 0.5362

LC Historical (510LC) 6.3220 0.9737 -0.1314 0.5271 -0.2922  4.3406
Simulated 6.0167 1.1618 -0.2510 0.8592

LG Historical (524LG) 2.9971 1.2741 -0.3681 0.4132 -0.0460 0.2286
Simulated 2.9472 1.2740 -0.3446  0.4607

DP Historical (534DP) 1.8776 0.9404 -0.2310 0.3680 1.8743  5.3551
Simulated 2.8147 1.1990 -0.3514 0.5868

AD Historical (543AD) 1.3789 1.2273 -0.3855 0.2247 1.1687  3.4071
Simulated 2.0835 1.1577 -0.2600 0.3558

AR Historical (553AR) 3.3706  1.0482 ~0,0891 0.4028 -0.1142 1.8212
Simulated 3.1905 1.2261 -0.3093 0.3791

a (200) = 2.6 b,

.005

1 -
E-X.OI(B) = 5.6
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Table 2.6 Comparison of Historical versus Simulated Channel Utilization
Series Generated from Sector Function Simulations
(New York Metroplex)
Sector Seri ~ ~ ~ A2 c(0 l)b
Function eries u $1 $2 o t, Q5
LT Historical (453LT) 0.4939 0.1303 0.2064 0.0510 ~0,7299 2.4383
Simulated 0.4534 0.3496 0.1231 0.0689
LE Historical (464LE) 0.4806 0.3763 061823 0.0542 1.3919 0.4348
Simulated 0.5837 0.4587 0.1259 0.0638
HI Historical (475HI) 0.5740 0.3502 0.1485 0.0491 -0.8195 0.9569
Simulated 0.5177 0.4932 0.1022 0.0593
GN Historical (504GN) 0.4964 0.5094 0.0667 0.0742 ~1.6846 1.4124
Simulated 0.3691 0.2920 0.1570 0,0795
LC Historical (510LC) 0.5595 6.2194 0.0407 0.0470 -2.2771 2.0329
Simulated 0.4463 0.4568 0.0586 0.0484
LG Historical (524LG) 0.3096 0.2989 0.2286 0.0520 -~0.1488 0.6368
Simulated 0.2992 0.4112 0.1625 0.0616
*
DP Historical (534DP) 0.4379 0.2513 0.2124 0.0441 0.6749 5.6940
Simulated 0.4846 0.5330 0.0438 0.0741
*
AD Historical (543AD) 0.5760 0.3171 0.1153 0.0840 -2.9322 1.7839
Simulated 0.3366 0.4808 0.1480 0.0726
AR Historical (553AR) 0.5521 0.3268 0.1879 0.0574 -0.1614 0.9875
Simulated 0.5396 0.5003 0.1434 0.0588
a b
t (200) = 2.6 1 =
.005 5 x'01(3) = 5.6
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Table 2.7 Comparison of Historical versus Simulated Aircraft

Loading Series Generated from Sector Function Simulations
(Houston ARTCC)

N ~ ~ P a2 a b
Sector Series u ¢ do o t G(Q,l)
Function
LE Historical (LE107H) 4,3157 1.,1472 -0.1994 0.2471 -1.3858 4.7444
Simulated 3.0292 1.2237 -0.3926 0.3359
LT Historical (LT145H) 3.2067 1.2395 ~-0.3017 0.2959 -1.3546 2,6192
Simulated 2,0489 1.1751 -0.3557 0.3374
HI Historical (HI226H) 3.0424 11,2056 -0.2268 0.2782 =~-0.1192 4.2715
Simulated 2.7642 11,2418 -0.3599 0.3723
a b 1 2
t.005(200) = 2.6 E—x.01(3) = 5.6
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Table 2.8 Comparison of Historical versus Simulated ChannelUtilization

Series Generated from Sector Function Simulations

(Houston ARTCC)

. A A A a2 a b
Sector Series u ¢ ¢ g t G(Q,l)
Function 1 2
LE Historical (LE107H) +2642 .1861 . 0901 .0529 .5767 2.0493
Simulated 2934 4425 .0102 .0601
LT Historical (LT145H) 3066 .2926 1344 .0543 ~,4998 0.8263
Simulated .2799 .4150 -,0080 .0603
HI Historical (HI226H) 3046 «3924 . 2049 « 504" .1511 0.3541
Simulated .3151 .3176 .2039 .0578
a b
t (200) = 2.6 1 2
.005 5 X.01(3\=§,6

2-23



CHAPTER 3

FURTHER APPLICATIONS OF THE SIMULATION MODEL

3.1 Introduction

In the evolution of the ATC simulation model, several consider-
ations have guided the technical developments:

(i) the structure of the simulation procedure should be general,
but adaptive to specific applications as well,

(ii) the formulation of the computer program should be simple,
but allow additional details to be added.

Experience gained from many exercises, and the feedback from comparisons
against historical data have resulted in many modifications of the simu-
lation model. The simulation has been extended from the one appropriate
to individual sectors to a general simulation for sector functions without
requiring extra computational effort. Applications, either for hypo-
thesized changes of the system, or for the study of events with practical
significance should continue to contribute to additional generalizations
and understanding of the simulation model.

In this chapter three different applications of the simulation
model are presented to illustrate the usefulness of the model. 1In section
3.2 a continuing study of estimating communications capacities for sector
functions is described and results analyzed in conjunction with some con-
ventional queuing models. Section 3.3 is devoted to the exploration of
the effects of a proposed FCC regulation econcerning tone burst identifi-
cation of privately owned transmitters, for ATC air/ground communications.
Various response surfaces are constructed on the two causal factors: the
tone duration and traffic density, from the results of simulation experi-
mentation and spline extropolations. In section 3.4 a hypothesized change
in the distribution of #TR/CT using a smooth weighting function is
investigated and results analyzed.

3.2 Estimation of Communications Capacities for New York Sector
Functions

As earlier.demonstrated in the report volume III, chapter 4,
techniques useful for detecting nonstationarity of the response time
series can be used to measure capacities of communication channels. 1In
order to gain more insights about the mechanism which determines the
communication capacity and to explore the effects of regulating input
variables (e.g. the transaction lengths, communication arrival streams,
etc.), some well-known results from the conventional queuing theory are
discussed in this section and information particularly important for the
design of simulation experiments gathered.
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In the following discussions we first compare the ATC communi-
cation queuing with a theoretical model of Poisson arrival streams and
general service time distributions. Effects of the nonhomogeneity of
communication arrivals upon queuing are then discussed. Influences of the
variance reduction of communications transaction lengths are studied and
results presented. Finally, a simulation experiment for estimating sector
function communications capacities is described and results tabulated for
practical use.

-
3.2.1 A Theoretical Model for ATC Communications QQeuing

In chapter 2 of report yolume ITI, an exponential model was
analyzed and verified for intercommunication gap lengths. It was demon-
strated that the parameter values descriptive of the gap length associated
with a specific aircraft were a function of the number of transactions made
by the aircraft., By further assuming independence between individual gap
lengths, a theoretical model for the communication arrivals to an ATC
communication channel can be formulated. To explain:

(i) For a single aircraft, arrivals to the communications channel
follow a homogeneous Poisson process. The value of the arrival intensity
(i.e. the wvalue of the Poisson parameter A, for the ith aircraft) is
determined by the number of communication tfansactions associated with this
aircraft.

(ii) When there are many aircraft handled by a controller at one
time, and within a moderate short time length where no aircraft enters or
leaves the sector, the combined communication arrival stream is still
homogeneous Poisson., The intensity of this combined process is equal to
the sum of the intensities of all aircraft presently in the sector (i.e.
A*=zxi).

(iii) Whenever an aircraft enters or leaves the sector, the
intensity of the combined communication arrival stream A* changes depending
on the number of aircraft staying in the sector and their associated
communicatiop intensities, From a simple simulation experiment it was
found that A follows a second order autoregressive model, when data based
on per-minute averages were examined. In fact, the values of A follow
the so-called immigration-death process. (For reference, see Cox and
Miller: The Theory of Stochastic Processes, 1966, John Wiley Co.)

A schematic presentation of the process described above is given
in figure 3.1. From the time plot for A", the communication arrival
intensity for- the combined process, one can see differences between the
arrival stream to an ATC communication channel and those provided by the
conventional assumption of a homogeneous Poisson process which has a
constant A throughout the entire time period.

As has been discussed in earlier chapters, the communication trans-

action lengths are gamma variables (for the transmission lengths) com-
pounded with a distribution for the number of transmissions per communieation
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Aircraft A

{Intensity = )‘a) - s— A
Aircraft B - - P —

(Intensity = Ab)
Aircraft C

(intensity = )\C) - a— — —
Aircrait D

{Intensity = )‘d) - —

Combined

p
-
t
sm = time interval during which a transaction is in process;
A. = intensity associated with the aircraft specified;
» = sum of intensities of individual aircraft in the sector.
Figure 3.1 Structure of the Intensity of the ATC Communication

Arrivals
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transaction. In the literature ofequeuing theory, the compounded
distribution is called the service time distribution. Combining a non-
homogeneous Poisson arrival stream with the distribution of transaction
lengths, a complete queuing model for the ATC communications is specified.

Although analytic solutions to such models are difficult to
attain, this formulation is helpful in providing insights about the
queuing properties of communication transactions, Particularly, solutions
to a model consisting of a homogeneous Poisson arrival and a general
service time distribution can be considered as providing lower bounds to
the expected queuing times and queue sizes. These lower bounds are use-
ful for selecting ranges for simulation experiments,

3.2.2 Communications Capacity and Queuing

It can be shown that the expected channel utilization, expressed
by number of seconds per hour, is

E(CU) O[E(TR) J[E(#TIR/CT) 1 [E(#CT/AC) ]

= o by=b,0][r][k(> ~1)+m] BCRD
where
E = Expectation Operator
© = the number of aircraft arrivals per hour;
b ,b, : the parameters used to relate E(TR) with O;

the expected number of transmissions per CT;

=
e

k,p,m : parameters in the distribution of #CT/AC;

A straightforward determination of the sector communication capacity is

to set E(CU) equal to 3600 seconds x 0.85, the physical limitation for the
period of 1 hour, and then to solve the Equation (3.1) for 6., In other
words, the value of O which satisfies the equation:

-1

@(bo—ble) = 3600 (0.85)+1 " [k(%—l)+ m]_1 (3.2)

is the maximum number of aircraft arrivals theoretically allowed,

We now turn to a discussion of queuing associated with Equation
(3.2). Let us hypothesize that one is able to stablize the communication
arrivals to an ATC communication channel such that the intensity A~ stays
constant over a fairly long period of time, The results of conventional
queuing theory can now be used to explore the nature of the communication
capacity.

It is well-known in the literature of queuing theory, that the
expected queuing time for an M/G/1 model (the system consists of a



Poisson arrival stream, a general service time distribution, and a single
server), in a long run equilibrium, is

E(Q) = expected queuing time
1 - o) 2 ( l'!‘(jbz
= Tk _p +-——§?T:EY—— - expected service time (3.3)

where
A : parameter of the homogeneous (after stabilization,
in our case) Poisson arrival process;

p : a traffic intensity (= mean service time/mean inter—
arrival time);

C

b the coefficient of variation of the service time

distribution (= standard deviation/mean).

One interesting fact is that p is equal to E(CU)/3600. This can be seen
from the following algebraic manipulations. Let us write

(1) o = mean service time
mean communication interarrival time

(ii) mean service time = mean communication transaction
length = E(TRPE(#TR/CT) = (bo-ble)-'r

e . . . . , 1
(iii) mean communication interarrival time = T T
. 1 e

3600/ [0-E(#CT/AC)] = 3600.0 [k(%—— 1)+m] "t

Substituting (ii) and (iii) into (i), one finds

o = @.(bo-ble)-r-[k% ~1)+m]/3600
= E(CU)/3600 (3.4)
Q.E.D.
Furthermore, since
A = e[k(—ll)— ~1)+m]/3600 (3.5)

the p can be expressed as

o = A* '(bo—ble)'T v (3.6)



From Equation (3.4) one may see that, to find the value of 0 which gives

p = 0.85, one has to refer, once again to Equation(3.2). Now let us denote
the solution value of @ in Equation{(3.2)by ©. The complete formula for
E(Q), when p = 0.85, is thus

1 02 (1+c_‘;‘ N
EQ) = ;*[p | = (bymby ) (3.7)
A 2(1-p)
where Y < @[kc% ~1)+ 0 1/3600
*
3 = X (bo—blg)T (=0.85 in our case)

An illustration of the calculation of E(Q) for HI sectors is given below.

From previous reports volume II and III, the parameter estimates
from an HI sector function are as follows:

bo = 3.70 p = 0,58
bl = 0,0158 m= 2

= 3.56 Cb = 0.8054
k = 4,03

Substituting these values into Equation (3.2), one obtains

3600 (0.85) (3.56) % [4.03(0.724)+2] %
3600 (0.85) (0.281) (0.203)
174.85

6(3.70 ~ 0.0158p)

[}

The above equation can be rewritten as

02 - 234,180 + 11066.46 = 0

Thus, 8 = 65.675 ~66

The second root of § is ignored because the value of E(CU) is higher than
3600x0.85., The figure of 66 is thus the theoretical maximum number of
aircraft allowed to enter an average HI sector, per hour, without exploding
the system, This does not mean that one may actually load this many air-
craft into the channel at the specified rate. Another important response,
the communications queuing times, which is also closely related to the
aircraft arrival rate, should be simultaneously considered.

It must be emphasized that the expected queuing time for an ATC
communication channel, which has a nonhomogeneous Poisson arrival stream,
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is still unknown to us., A lower bound of this expected queuing time can
be calculated from Equation (3.7). Again, by substituting all estimates
of the parameters of concern into Equation (3.7), we obtain

A [k -1)4m1/3600
= 66 [4.03(0.724)+2]/3600
= 0,09
Thus, )
B(Q) = (0.09)7" [0.85 + (035 (1X0:69), _

[3.70-(0.0158)66](3.56)
44,10 (seconds)

This lower bound for E(Q) indicates that when an HI sector channel is
loaded at 66 aircraft per hour, the average queuing time per communi-
cation is at least 44.10 seconds. Comparing this result with a simu-—
lation result previously reported in volume III, chapter 4, we found
that the actual average queuing time was equal to 56,82 seconds, where
50 aircraft were loaded per hour. Clearly the expected queuing time
derived from a hypothesized homogeneous Poisson process, in particular,
the M/G/1 model, is indeed too small but it is still valid if viewed as
a lower bound.

3.2.3 Effects of Regulating Communications Transaction Lengths

One interesting problem related to the study of communication
capacity concerns how much improvement in -queuing can be anticipated
if one is able to reduce the variability of the communication trans-
action lengths., Although a precise solution to this problem is still
unavailable, the effects of regulating transaction lengths can be
elucidated by studying the shifts of the lower bound of the expected
queuing time, E(Q), at different values of C_, the coefficient of
variation of the transaction lengths. Using the same example as in the
preceding section, with p = 0.85, we compute the E(Q) at various values
of C_, ranging from O to 1. The xesults are displayed in figure 3.2,
From this plot one may see the lower bound of 44,10 seconds has dropped
to the level of 26.74 seconds when C, is reduced from its present value
of 0.8 to 0.0. This is a reduction of 39 per cent. In general, regulating
the transaction lengths will help reduce queuing times, particularly under
heavy traffic situatiomns.

3.2.4 Results of a Simulation Experiment

ATC communications simulations for New York and Houston ARTCC
sector functions were validated and results reported in chapter 2.

3-7



Expected queuing time (seconds)

40

@)

1

0 .25

o
.50 75 1.0 Cp

Coefficient of variation of transaction lengths

Figure 3.2

Lower Bound of the Expected Queuing
Time vs Cp (HI Sectors)



Making use of this verified model, we proceeded to estimate the communi-
cations capacities by varying the expected number of aircraft arrivals

per hour in a sequence of simulation exercises. The capacity measure-
ments were made by simultaneously considering the following five variables:

(i) Average aircraft loading, Et;

(ii) Average channel utilization, C.s

(iii) Average queuing time per communication transaction, at;

(iv) The degree of nonstationarity measured from the time series of
ns denoted by Pr(&>1);

(v) The probability of n_ being larger than a critical value k,
denoted by Pr(nt>k).

Capacity estimates through experimentation with the simulation model were
obtained for eight different sector functions, namely, LT, LE, HI, LC, LG,
DP, AD, and AR. Details of these experiments are given below. A special
study on the sector function GN, using an analytical formula, is presented
later in this subsection.

For all simulation runs actually performed, the three rules listed
below were followed:

(1) The simulation is run for a period of l=hour {simulation time)
before any record is taken; this is to eliminate the effects of
initial conditionms.

(i1) The pseudo random numbers used are kept identical whenever
possible for the simulations of the same sector function.

(iii) For each of the computer runs of 2-hour simulation time the
three major responses: the aircraft loading (n ), the channel
utilization (c ), and the queue lengths (q,) afe recorded as
time series, on the basis of 60-second averages.

Our simulation experiments for exploring the communications
capacities were performed in an iterative fashion as described below.
An initial traffic density was selected, usually being equal to or
slightly higher than the value observed from the historical data. The
experimentation with the simulation model is then carried out by
increasing the expected number of aircraft arrivals per hour until the
average channel utilization generated reached 0.85,

Summary statistics of the responses of concern are furnished
in table 3.1 (where the "bar'" on the top of the variable means "averaged
over the 2-hour data"). The nonstationarity detection measure Pr(g>1),
where £ = ¢1 + ¢,, which has been described in the report volume ITI,
chapter 4, “was applied to the simulated aircraft loading time series,

n_. The numerical results of this measure under various experimental



Table 3.1 Summary Results of the Simulation Experiments
for Capacity Study (New York Sector Functions)

Sector Function Traffic Density n c Q Pr(&>1)
t t t
(#ac/hr) (sec.)
Expected Actual )

LT 40 40 6.628 .689 17.247 .0031
45 44 7.401 .775 23.273 .0038

*

55 49 10.204 844 46.112 .0262

LE 35 39 5.852 .591 13,357 .0001
45 44 7.669 .636 24,660 .0057

55 58 9.362 .748 30.638 .0092
*

70 68 16.458 .857 81.866 .0696

HI 45 52 8.216 .728 21,017 .0000
50 57 9.555 .800 28.629 .0032
60 68 16.640 .869 89.104 .3749*

LC 85 74 11.652 .760 23.953 .0018
*

100 93 26.157 .877 120.406 .0298
%

110 101 45,195 .877 265.149 .3001

LG 80 77 10.995 .730 24.531 .0095
*

90 93 15.079 .786 46.835 .0357
100 108 20.097 .822 72.632 .4555*

DP 50 44 6.137 .686 19,205 .0034
55 50 6.895 .745 21.293 .0032

60 56 8.05¢9 .807 28,792 .0015
’ *

70 66 12.573 .875 62.698 .0590



Table 3.1 Summary Results of the Simulation Experiments for

Capacity Study (New York Sector Functions) (cont.)

Sector Function Traffic Density n c Q Pr(&>1)
t t t
(#ac/hr) (sec.)
Expected Actual

AD 40 34 4,089 .603 13.532 .0017
45 42 4,694 - «665 15.514 . 0000

50 43 5.865 .714  25.307 .0040

60 56 7.095 .773  33.039 © .0007
' *

70 67 11.781 .873 76,798 .0796

AR 35 34 6.443 .780 27.855 .0037
*

40 42 9.079 .873 49,853 .0153

*
Indicating critical conditions
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conditions are displayed in the last column of table 3.1. In this study
we use Pr(&>1) = 0,01 as a critical point which seems sensible, although
somewhat arbitrary, for the detection of the onset of an unstable
operation. From the results displayed in table 3.1, capacities of each
control function in N.Y. metroplex were decided and listed in table 3.2,
Additional measurements of the operational instability, expressed by the
probability Pr(n >k), projecting from the fitted AR(2) process, where k
is a predeterminéd value, are listed in tables 3.3-3.10 for each of the
eight functions studied. Tables containing detailed statistics computed
from the simulated data, as well as the time series plots of the major
responses are compiled and available as a separate interim report (PU-37).

342.5 A special Note on the Capacity of the GN Function

Because of the low average value on the number of CT's per air-
craft (=2.27) and the relatively high speed of decrease on the expected
transmission length (expected TR length = 3,70 - 0.0158¢(expected number
of aircraft arrivals per hour)), the GN function has an extraordinarily
large communications capacity. Due to the limitation of the storage space
in a computer, a simulation experiment is difficult to carry out for this
control function. Nevertheless, an analytic approximation to the ATC
channel model is available for the estimation of the capacity. Formulas
useful for this purpose are sketched below. Related numerical results are
displayed in figures 3.3 and 3.4. From these graphs © = 180 aircraft
arrivals/hour seem to be a moderate estimate of the capacity of the GN
function.

Analysis of the GN function capacity:

E(#CT/AC) = k(% “1) + m = 0.88(2.439 -1) + 1 = 2.2663
E(#TR/CT)= 3.4695 '

E(TR) = 3,70 - 0.01580, Cc, = 0.99 - (& 50) 0.005

b
Additional Conditions:

(i) TR length on average > 2.0

(i1) 0.7 < Cb < 0.99
p = 0 E(TR)E(#TR/CT)E(#CT/AC) /3600
A= 2.2663 ©/3600
1 02 (1+C]2))

Both p and E(Q) are plotted on graphs for various traffic densities

(#ac/hr).
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Table 3.2 Estimates of the Communications Capacities

for New York Sector Functions

Sector Function Expected Capacity Conservative Capacity
(# aircraft/hour) (# aircraft/hour)
LT 50 41
LE 55 46
HI 50 41
*
GN 180 163
LC 90 78
LG 85 73
DP 60 50
AD 60 50

AR 37 29

Estimated from an analytic solution,

Expected Capacity - 1.282(Expected

Capacity)0'5.

Conservative Capacity

90% confidence range
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3.3 Effects of Tone Disturbance upon ATC Communications

This section describes the results of simulation experiments
designed to show the effect of the proposed FCC regulation concerning tone
burst identification of privately owned transmitters on air traffic control
(ATC) air/ground communications, The nine functions subjected to investi-
gation are: HI, LE, LT, GN, LC, LG, DP, AD and AR selected from the N.Y.
area. The results for a particular function demonstrate the effect that
the proposed regulation, if implemented, will have upon communications in
a typical sector within that function. The complete results for each
function are contained in 20 pages of tables and graphs, thereby giving a
total of 180 pages of output. In this report only a complete set of
material for HI function is included for illustration. Instead, the
summary statistics and spline extropolated response surfaces for each of
the nine sector functions are presented. A complete collection of the
material related to this study is available as a NAFEC-Princeton Univer-
sity Interim Report (PU-39).

3.3.1 Simulation Input Variables and the Average Responses

In this study, a simulation experiment is characterized by two
basic input parameters, namely, tone duration and expected aircraft
arrival rate per hour. In the present study, simulation experiments were
conducted at tone durations of 0, .5, 1, and 1.5 seconds. A tone burst
appeared at the beginning and end of each pilot-initiated transmission.
Since only a negligible number of transmissions last for more than 30
seconds, no attempt was made to incorporate tone bursts at intervals of
30 seconds within the main body of a transmission as proposed by FCC.
Hence, the effect of the tone burst was to increase the length of pilot-
initiated transmissions by 0, 1, 2, or 3 seconds. Average aircraft arrival
rates per hour for each of the typical sectors involved in table 2.5,
estimated from data collected in 1969, were used in each simulation con-
ducted for this study. In addition, all the remaining parameters were
obtained from master equations and tables. Thus a total of four 2-hour
experiments were performed for each of the nine sector functions. The
results of each experiment were originally displayed on four pages of out-
put consisting of one summary page followed by three graphs exhibiting the
dynamic behavior of communications during the 2-hour observation period.
However, only a grand summary of all simulations is presented for each of
the sector functions as shown in tables 3.11 - 3,19. (A sample of the raw
tables and graphs is given at the end of this chapter,)

From a careful inspection of the tables, one is not intrigued by
the fact that the average number of aircraft in sector n, increases with
increasing tone duration at constant aircraft arrival raEe. In practice,
it might be expected that pilots and controllers will alter the flow of
information to compensate for the additional burden imposed upon the
channel by long tone burst lengths rather than resort to such measures as
speed control, stacking, etc. On the other hand, the simulation program
was developed from data collected in a normal busy working environment
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rather than a crisis situation. As a result, it does not presently

provide for compensation via alteration of information flow, and so the
time interval of an aircraft's being in the sector increases with
increasing tone burst duration: Thus, the simulation results must be inter-
preted under the assumption that thz amount ot ATC informatien flow between
an aireraft and ground is independent of tone burst length. Succinctly
stated, system degradation due to increasing tone durations must be
reflected by the three response variables, number of aircraft in sectpr,
channel state, and aircraft queuing state, or a reduction in the quality
and/or quantity of ATC air/ground information flow., In this study, the
degradation is displayed by changes in the three response variables,
However, this is not to say that degradation in terms of information flow
cannot be incorporated into the simulation software. Obviously, once a
mechanism of compensation by alteration of information flow is specified,
the possibility of incorporation arises. 1In fact, the development of the
present ATCC simulation program was undertaken for the purpose of studying
the effect that szuch variations from normal operating conditions have on
communications.

3.3.2 Estimation of Average Response at Intermediate Tone
Durations

Since the GPSS program can execute simulations for only integer
number of seconds of transmission length, the four trials for each of the
sector function simulation experiments, at the tone durations of 0.0, 0.5,
1.0 and 1.5 seconds, are all one can perform within this programming
restriction. Nevertheless, for tone durations falling between these four
points, a polynomial spline can be used to interpolate the four average
response points obtained from the simulation exercises. At a traffic
density specified (for instance, for the N.Y. HI sector function the
expected tyaffic density is specified as 33 aircraft arrivals per hour), a
cubic polynomial curve which relates the average response (y) with the
tone duration (x) can be written as

y =< + e x + c2x2 + c3x3 (3.8)
where ¢, c., ¢, and ¢_ are constant parameters to be determined from a
spli 9. 1 - 3 . .

pline fittIng procedure. Since now we have four observations on y and

x and the same number of unknown parameters, the spline equation can be
completely specified by solving four simultaneous equations each express-
ing a value of y by its corresponding value of x, in the polynomial
function. Values other than the multiples of 0.5-second tone duration can
then substitute the variable x in Equation (3.8), and the values of y
determined.

On the other hand, for a given tone duration, but varied traffic
density, another spline can be specified, estimated and combined with the
one just described., Making use of the values displayed in table 3.1, in
which different traffic densities were imposed upon the sector function
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simulations with a zero tone duration, a spline with three parameters
as expressed below is adequate for relating the response to the expected
traffic density:

2 3

z + d.z° + d.z (3.9)

y=d 2 3

1
where y is the average response results from a simulation run and z is the
expected traffic density (number of aircraft arrivals/hour). Again, using
three pairs of moderate values of y and z, from table 3.1, one can
completely determine the parameters in the polynomial function considered.
For values of z other than those actually tried the corresponding values
of y can be interpolated.

Furthermore, a convenient method useful for combining the two
splines discussed above to form a complete surface of y for various
combinations of x and z is described below. Assume that the values of y
at different values of x are proportionally invariant at every value of z,
i.e. the ratio
c c c
=1 + —l-x + ——g-x2 + 3 x3 (3.10)

CO CO CO CO

remains constant for all values of z. Let y, denote the value of y when
the tone duration is equal to zero, i.e. x = 0, and the traffic density is

equal to 0° d 12 +dyz- 0+diz30) Then the value of y for a given tone
duratlon X and tge traf ic dénsity z, can be computed in the following
way:
c c c
Y=y, A x+Ex + 30 (3.11)
0 0 0

Through the use of this procedure a complete average response sur-
face was constructed and tabulated for each of the three responses: aircraft
loading, channel utilization and the queuing time per communication trans-
action. Totally nine sets of three-tables were compiled for each of the
nine functions investigated (see tables 3.20 - 3.46).

For practical use of these tables two special notes are made
below., First, in occasional cases the polynomial functions determined
were found having negative slope in certain range of the values of the
driving variable., To remedy this difficulty a horizontal straight line
was used to replace the portion of valley-like curve. Second, the average
channel utilization rate over the 2-hour observation period was assumed
upper bounded by fractions in the neighborhood of 0.85, due to the common
pauses that occur during the ebb and flow of human conversations. For
convenience, all values which were originally greater than 0.85 were .
reduced to 0.85, thereby to indicate the existence of an unstable channel
status under unduly heavy demands for conversatrions., The tabulated values
of aircraft loading and queuing time corresponding to a 0.85 channel rate
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are in fact providing the very lower bounds to the responses expected
from a real situation represented by the combination of tone duration
and traffic density.

Several extra simulations were executed to provide checks on the
accuracy of the spline projected response surface, Results are summarized
as follows:

Case (i): New York HI function
® = 20 aircraft arrivals per hour, tone duration = 1.0
second

Simulated responses: (Et, (3.88, 0.48, 7.31)

(3.85, 0.39, 8.01)

L1 O
~
] Il

Projected responses: (nt,

Case (ii): New York LT Function
@ = 20 aircraft arrivals per hour; tone duration = 1.0
second

Simulated responses: (Et (3.39, 0.53, 11.45)
n

(2.50, 0.56, 13.24)

Ol O
A SNt
1 1}

Projected responses: ( ¢

Case (iii): New York AR function
@ = 10 aircraft arrivals per hour; tone duration = 1.0
second

Simulated responses: ( (1.25, 0.30, 3.83)

(1.90, 0.32, 9.78)

Ol
(ms
~
1]

nt,
I'lt,

L
~
]

Projected responses: (

Impressions obtained from an inspection of these results appear to be in
favor of an acceptance of the spline projections as convenient ,and low
cost, approximations to the responses desired.

3.3.3 Concluding Remarks on the Tone Burst Effect

From an inspection of the tables provided, it is found that the
range of percentage increases in average channel utilization for all nine
sector functions is 11 to 18 for a tone burst length of .5 second and 35
to 54 for 1l.5-second bursts. The corresponding ranges of percentage
increases in average queuing time are 28 to 80 and 138 to 475, This leads
us to believe that implementation of the proposed FCC regulation may
severely impact the ability of the agency to provide adequate air traffic
control service unless some way is found to prevent tone identification
procedures from extending the duration of pilot-initiated transmissions.

A sample set of tables and graphs for HI sector function, from

which tables 3.11 - 3.19 were constructed is appended to this chapter (see
tables3.47 - 3.50 and figures 3.5 - 3.16).
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3.4 Effects of Changes in Expected Number of TR/CT upon Channel
RespOnseg

From studies performed to date,it was found that among the major
inputs to the simulation model the number of TR/CT is the variable most
difficult to describe using conventional statistical models., Historical
histograms were therefore suggested to be used as inputs to the simulation
programs. Furthermore, nonhomogeneity of this variable was found to exist
among individual sectors within a function. All these facts indicate the
flexibility or adaptability of this variable to varied environments. We
suspect that, for improving the ATC performance in the future, the number
of TR/CT could be the first candidate subjected to modifications,

In this section, without specifying detailed changes in the
communicational technology, we hypothesize a transfer function, which trans-
fers an o0ld distribution into a new distribution, to express the improve-
ment due to a change in the ATC method and/or facilities, The effects on
various responses are then studied through simulation experiments.

3.4.1 Specification and Estimation of the Transfer Function

Let the old distribution of #TR/CT be denoted by p(j), while the
new one by p*(j); in both cases j = 1,2,3, ... . The transfer function
w(x), which maps p(j) into p*(j) and reduces the expected value to a pro-
portion, K, of the original level, is the function satisfying the following
conditions:

(1)

}op*(3) = ) w@pG) = 1
j= j= :

1 j=1

GD -y gpe
5=1 j

Jw@pe@) = i p@3) (3.12)

1 ]

]
I ~18

o]
Il ~18

1

The first condition is to assure that p#(j) is a probability function and
the second is to "shift" the expected level to a new point.

A transfer function useful for #TR/CT is the one which can be
written as:

w(x) = a e—x/b s 0 < x < o (3.13)

where a and b are constants to be determined by the two conditions given
in Equation (3.12). This function means that, in order to reduce the
average level of the variable to a given point, the frequencies at the
lower range of the variable are to be increased while those at the higher
range decreased. The shifts of the weights are of an exponential form,
This appears to be an efficient way of improving the responses.
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3.4.2 Results of Simulation Experiments

To investigate the effects of this shift in the expected value of
#TR/CT upon the responses of concern, a simulation experiment for N.Y. HI
function was carried out using distributions determined by Equations (3.13)
and (3.12). For a given distribution of #TR/CT, as shown in figure 3.17,
the functiop w(x) and the new distribution p*(j) are shown in figures 3.18
- 3,23 for X = 0.9, 0.7, and 0.5. The resulting distributions of p*(j)
were then used as inputs to the simulation exercises, at a traffic density
equal to 60 aircraft arrivals per hour. The computer outputs for the four
trials are provided in tables 3.51 - 3.54 and figures 3.24 - 3.35 and
appended to this chapter. A summary table (table 3.55) is given for the
review of the average responses. Significant improvements in the responses
are observed for each of the decrements on the value of K. The explosive
status in the case of K = 1.0 has been transferred to a normal operation due
to a 30 per cent reduction on the #TR/CT (for K=0,7)., This result will be
useful for the future design for system improvement.

3.5 Summary and Concluding Remarks

In this chapter three applications of the simulation model have
been discussed; namely, the estimation of sector function communications
capacities, the evaluation of the effects of tone disturbance, and an
illustration of influence of changes in expected number of TR/CT, All
three applications provide valuable information for the future design for
system improvement. These examples also suggest the general applicability
of the simulation model to various studies.
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Table 3.55

Qe

(sec.)

Pr(£>1)

J

Comparisons of Major Responses at Various Rates of

Reduction on #TR/CT

(HI Function, N,Y, ARTCC; Expected Traffic Density=60A/HR)

16,640
0.869
89,104

0.3749

K = (New average

K = 0.9

13,447

0.824

46.511

0.090

#TR/CT) / (01d
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X = 0.7 K= 0.5
10.260 9.343
0.669 0.475
12,222 4.670
0.003 0.000

average #TR/CT)



Table 3.3 Pr(nt>k) at Various Traffic Densities
(LT Sector Function, N.Y. ARTCC)
k 40A/HR 45A/HR 55A/HR
10 0.1219  0.1359 0.5225
11 L0653 0641 L4121
12 .0316 . .0259 .3082
13 .0138  .0090 .2178
14 .0054  .0026 .1450
15 .0019  .0007 .0906
16 .0006  .0001 .0531
17 .0002  .0000 .0291
18 .0000  .0000 .0149
19 .0000  .0000 .0071
20 .0000.  .0000 .0032
21 .0000  .0000 .0013
22 .0000  .0000 .0005
23 .0000  .0000 .0002
2 .0000  .0000 .0001
25 .0000  .0000 .0000
4, 1.2470 1.1598 1.2819
% —0.3352 -0.2603  —0.3349
o2 0.9489 ~ 0.7989 0.8894
b 6.6280 7.4010  10.2040

*
A/HR = expected number of aircraft arrivals per hour
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Table 3.4 Pr(nt>k) at Various Traffic Densities
(LE Sector Function, N.Y, ARTCC)

k 35A/HR 45A/HR 55A/HR 70A/HR
10 0.0107 0.2131 0.4203 0.8786
11 .0021 .1278 .3026 .8382
12 .0003 .0697 .2026 .7899
13 .0000 .0344 .1255 .7341
14 .0000 <0154 .0717 .6716
15 .0000 .0062 .0376 .6039
16 .0000 .0022 .0181 .5329
17 .0 .0007 .0080 L4608
18 .0 .0002 .0032 .3900
19 .0 .0001 .0012 3227
20 .0 .0000 ,0004 .2607
21 .0 0 .0001 .2055
22 .0 .0 .0 .1579
23 .0 .0 .0 .1182
24 .0 .0 .0 .0861
25 .0 .0 .0 .0611
26 .0 .0 .0 L0421
27 .0 .0 .0 .0282
28 .0 .0 .0 .0184
29 .0 .0 .0 .0116
30 .0 .0 .0 .0071
31 .0 .0 .0 .0043
32 .0 .0 .0 .0025
33 .0 .0 .0 .0014
34 .0 .0 .0 .0008
35 .0 .0 .0 .0004
36 .0 .0 .0 .0002
37 .0 .0 .0 .0001
38 .0 .0 .0 .0
61 1.1417 1.1516 1.1946 1.0966
b9 -0.3038 -0.2154 -0.2637 -0.1283
g 0.6882 0.8377 0.9945 1.6658
n 5.8520 7.6690 9.3620 16.4580
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Table 3,5 Pr(nt>k) at Various Traffic Densities

(HI Sector Function, N.Y.. ARTCC)

k 45A/HR 50A/HR 60A/HR
10 0.1934 0.4380 0.6733
11 0.0884 0.3059 0.6485
12 0.0332 © 0.1953 0.6232
13 0.0101 0.1132 0.5972
14 0.0025 0.0592 0.5709
15 0.0005 0.0279 0.5442
16 0.0001 0.0118 0.5173
17 0.0000 0.0045 0.4904
18 0.0000 0.0015 0.4634
19 0.0000 0.0005 0.4367
20 0.0000 0.0001 0.4102
21 0.0000 0.0000 0.3842
22 0.0000 0.0000 - 0.3586
23 0.0000 0.0000 0.3337
24 0.0 0.0 0.3095
25 0.0 0.0 0.2861
26 0.0 0.0 0.2635
27 0.0 0.0 0.2419
28 0.0 0.0 0.2213
29 0.0 0.0 0.2018
30 0.0 0.0 0.1833
31 0.0 0.0 0.1659
32 0.0 0.0 0.1496
33 0.0 0.0 0.1344
34 0.0 0.0 0.1204
35 0.0 0.0 0.1073
36 0.0 0.0 0.0954
37 0.0 0.0 0.0844
38 0.0 0.0 0.0744
39 0.0 0.0 0.0654
40 0.0 0.0 0.0572
$1 1.1522 1.1942 1.3581
¢o -0.3326 -0.2906 -0.3626
~2

o 0.9532 1.0674 1.2398
u 8.2160 9.5550 16.6400
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Table 3.6 Pr(nt>k) at Various Traffic Densities

(LC Sector Function, N.Y. Area)

k 85A/HR ~_100A/HR 110A/HR
10 0.6708 0.9992 0.9973
11 0.5693 0.9985 0.9965
12 0.4629 0.9973 0.9956
13 0.3591 0.9951 0.9945
14 0.2648 0.9915 0.9931
15 0.1850 0.9857 0.9915
16 0.1222 0.9769 0.9894
17 0.0761 0.9638 0.9870
18 0.0446 0.9453 0.9841
19 0.0246 0.9199 0.9807
20 0.0127 0.8866 0.9767
21 0.0062 0.8443 0.9720
22 0.0028 0.7927 0.9665
23 0.0012 0.7323 0.9602
24 0.0005 0.6640 0.9530
25 0.0002 0.5898 0.9447
26 0.0001 0.5123 0.9353
27 0.0000 0.4343 0.9247
28 0.0 0.3588 0.9128
29 0.0 0.2885 0.8996
30 0.0 0.2254 0.8850
31 0.0 0.1710 0.8689
32 0.0 0.1258 0.8514
33 0.0 0.0897 0.8323
34 0.0 0.0619 0.8118
35 0.0 0.0413 0.7987
36 0.0 0.0267 0.7662
37 0.0 0.0167 0.7414
38 0.0 0.0101 0.7152
39 0.0 0.0059 0.6878
40 0.0 0.0033 0.6593
61 1.2824 1.2551 1.1921
bp -0.3747 -0.3035 -0.2008
a2
o 1.5563 1.7169 2.2231
u 11.6520 26.1570 45,1950
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Table 3.7 Pr(nt>k) at Various Traffic Densities

(LG Sector Function, N.Y. Area)

k 80A/HR 90A/HR 100A/HR
10 0.6048 0.8072 0.6560
11 0.4995 0.7571 0.6413
12 0.3943 0.7007 0.6263
13 0.2963 0.6389 0.6112
14 0.2113 0.5733 0.5958
15 0.1426 0.5056 0.5804
16 0.0908 0.4377 0.5648
17 0.0545 0.3716 0.5491
18 0.0308 0.3092 0.5333
19 0.0163 0.2517 0.5175
20 0.0081 0.2005 0.5016
21 0.0038 0.1561 0.4857
22 0.0017 0.1187 0.4699
23 0.0007 0.0882 0.4541
24 0.0003 0.0639 0.4384
25 0.0001 0.0452 0.4228
26 0.0 0.0311 0.4073
27 0.0 0.0209 0.3919
28 0.0 0.0137 0.3767
29 0.0 0.0087 0.3617
30 0.0 0.0054 0.3469
31 0.0 0.0033 0.3324
32 0.0 0.0019 0.3181
33 0.0 0.0011 0.3040
34 0.0 0.0006 0.2903
35 0.0 0.0003 0.2768
36 0.0 0.0001 0.2636
37 0.0 0.0001 0.2508
38 0.0 0.0 0.2383
39 0.0 0.0 0.2262
40 0.0 0.0 0.2144
1 1.2028 1.2828 1.1654
o ~0.2747 ~0.3242 -0.1671
o 1.4232 1.8864 1.7836
u 10.9950 15.0790 20.0970
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Table 3.8 Pr(nt>k) at Various Traffic Densities

(DP Sector Function, N,Y. Area)

k 50A/HR  55A/HR  60A/HR  70A/HR
10 0.0491  0.0551  0.2082  0.7094
11 0.0187  0.0173  0.1091  0.6321
12 0.0060  0.0043  0.0494  0.5490
13 0.0017  0.0008  0.0193  0.4636
14 0.0004  0.0001  0.0064  0.3800
15 0.0001  0.0000  0.0018  0.3016
16 0.0000  0.0000  0.0004  0.2314
17 0.0000  0.0000 0.0001  0,1715
18 0.0000 0.0 0.0 0.1225
19 0.0 0.0 0.0 0.0843
20 0.0 0.0 0.0 0.0558
21 0.0 0.0 0.0 0.0355
22 0.0 0.0 0.0 0.0217
23 0.0 0.0 0.0 0.0127
24 0.0 0.0 0.0 0.0072
25 0.0 0.0 0.0 0.0039
26 0.0 0.0 0.0 0.0020
27 0.0 0.0 0.0 0.0010
28 0,0 0,0 0,0 0,0005
29 0.0 0.0 0.0 0.0002
30 0.0 0.0 0.0 0.0001
31 0.0 0.0 0.0 0.0

1 1.1326  1.0023  1.1631  1.2635
6o ~0.2413 -0.1155 -0.2796 =-0.3009
a2

o 0.8606  0.7180  0.9139  1,1208
u 6.1370  6.8950  8.0590 12,5730
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Table 3.9 Pr(nP

>k) at Various Traffic Densities

(AD Sector Function, N.Y. Area)

3-30

k 40A/HR 45A/HR 50A/HR  60A/HR 70A/HR
10 0.0001 0.0000 0.0374  0.1380 0.6211
a1 0.0000 0.0000 0.0135  0.0715 0.5538
12 0.0 0.0 0.0041  0.0329 0.4850
13 0.0 0.0 0.0011  0.0134 0.4165
14 0.0 0.0 0.0002  0.0048 0.3506
15 0.0 0.0 0.0 0.0015 0.2889
16 0.0 0.0 0.0 0.0004 0.2328
17 0.0 0.0 0.0 0.0001 0.1833
18 0.0 0.0 0.0 0.0 0.1410
19 0.0 0.0 0.0 0.0 0.1059
20 0.0 0.0 0.0 0.0 0.0775
21 0.0 0.0, 0.0 0.0 0.0554
22 0.0 0.0 0.0 0.0 0.0385
23 0.0 0.0 0.0 0.0 0.0261
24 0.0 0.0 0.0 0.0 0.0173
25 0.0 0.0 0.0 0.0 0.0111
26 0.0 0.0 0.0 0.0 0.0070
27 0.0 0.0 0.0 0.0 0.0042
28 0.0 0.0 0.0 0.0 0.0025
29 0.0 0.0 0.0 0.0 0.0014
30 0.0 0.0 0.0 0.0 0.0008
31 0.0 0.0 0.0 0.0 0.0004
32 0.0 0.0 . 0.0 0.0 0.0002
33 0.0 0.0 0.0 0.0 0.0001
34 0.0 0.0 0.0 0.0 0.0001
'35 0.0 0.0 0.0 0.0 0.0
3 1.0631 1.1136 1.2060  1.2472 1.3505
92 -0.2108 -0.3297  -0.3123 =0.3715  -0.3769
R VA
o 0.5605 0.4908 0.7561  1.,0602 1.0876
U 4,0890 4.6940 5.8650  7.0950  11.7810



Table 3.10 Pr(nt>k) at Various Traffic Densities

(AR Sector Function. N.Y. Area)

k 35A/HR 40A/HR
10 0.0991 0.3952
11 0.0496 0.2896
12 0.0222 0.1996
13 0.0088 0.1289
14 0.0031 0.0777
15 0.0010 0.0437
16 0.0003 - 0.0229
17 0.0001 0.0111
18 0.0000 0.0050
19 0.0000 0.0021
20 0.0000 0.0008
21 0.0000 0.0003
22 0.0000 0.0001
23 0.0000 0.0000
$1 1.3244 1.3496
' ~0.4000  -0.4073
a2

o 0.6743 0.8047
" 64430 9.0790
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Table 3.11

Effects of Tone-Disturbance upon ATC Communications Channels

(N.Y. ARTCC, III Sector Function)

Traffic Density = 33 Aircraft Arrivals/Hour

Response Tone Duration (seconds)
0.0 0.5 1.0. 1.5
Et 5.579 5.982 6.497 6.933
Et 0.529 0.611 0.685 0.755
Q, 9.146 16,448 21.251 29.576
(sec)

Et = average alrcraft loading per second

Et = average channel utilization

6t = gverage queuing time.
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Table 3.12

Effects of Tone-Disturbance upon ATC Communications Channels

(N.Y. ARTCC, LE Sector Function)

Traffic Density = 35 Aircraft Arrivals/Hour

Response Tone Duration (seconds)

0.0 0.5 1.0. 1.5
Pt 5.852  6.228 7.313 9.300
Et 0.591 0.676 0.766 0.859
'dt | 13.357 21.016 40.303 76.829
(sec)
;t = average aircraft loading per second
Et = average channel utilization
6: = average queuing time.
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Table 3.13

Effects of Tone-Disturbance upon ATC Communications Channels

(N.Y. ARTCC,LT Sector Function)

Traffic Density = 29 Aircraft Arrivals/Hour

Response Tone Duration (seconds)
0.0 0.5 1.0. 1.5
Et 4,257 4.692 4.875 5.320
Et 0.545 0.616 0.700 0.770
ﬁt 9.410 15.683 19.368 28.148
(sec)

Et = average alrcraft loading per second

nl

¢ = average channel utilization

at = average queuing time.
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Table 3.14

Effects of Tone-Disturbance upon ATC Communications Channels

(N.Y. Area GN Sector Function)

Traffic Density = 43 Aircraft Arrivals/Hour

Response Tone Duration (seconds)
0.0 0.5 1.0. 1.5

Et 2.374 2,496 2.608 2.763
Et 0.289 0.340 0.388 0.436
at 3.830 6.145 10.091 13.246
(sec) '

Et = average aircraft loading per second

Et = average channel utilization

5: = average queuing time.
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Table 3.15

Effects of Tone-Disturbance upon ATC Communications Channels

(N.Y. Area, LC Sector Function)

Traffic Density = 42 Aircraft Arrivals/Hour

Tone Duration (seconds)

Response
0.0 0.5 1.0. 1.5
;t 5.905 6.275 6.644 7.291
Et 0.454 0.537 0.609 0.700
Q 6.689 8.540 13.484 22.656

t
(sec.)
n = average aircraft loading per second

average channel utilization

average queuing time.
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Table 3.16

Effects of Tone-Disturbance upon ATC Communications Channels

(N.Y. Area , LG Sector Function)

Traffic Density = 25 Aircraft Arrivals/Hour

Response Tone Duration (seconds)
0.0 0.5 1.0. 1.5
Et 2.990 2.998 3.240 3.606
S 0.306 0.354 0.405 0.453
Qt 7.232 10.944 20.381 24.628
(sec.)
n = average aircraft loading per second

average channel utilization

average queuing time.
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Table 3.17

Effects of Tone-Disturbance upon ATC Communications Channels

(N.Y; Area ;, DP Sector Function)

Traffic Density = 25 Aircraft Arrivals/Hour

Response Tone Duration (seconds)
0.0 0.5 1.0. 1.5
Et 3.295 3.565 3.907 4.191
Et 0.469 0.535 0.591 0.660
at 10.288 13.884 19.099 28,000
(sec.) '

B

¢ =~ average alrcraft loading per second

0l

¢ = average channel utilization

at = average queuing time.

3.38



Table 3,18

Effects of Tone-Disturbance upon ATC Communications Channels

(N.Y. Area , AD Sector Function)

Traffic Density = 16 Aircraft Arrivals/Hour

Response Tone Duration (seconds)

0.0 0.5 1.0. 1.5
Et 1.592 1.602 1.741 1.813
Et 0.240 0.271 0.304 0.337
ﬁt 4.779 6.398 9,981 11.390
(sec.)

n = average aircraft loading per second

0t

= average channel utilization

average queuing time.

=1
f
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Table 3.19

Effects of Tone-Disturbance upon ATC Communications Channels

(N.Y. Area , AR Sector Function)

Traffic Density = 22 Aircraft Arrivals/Hour

Response Tone Duration (seconds)
0.0 0.5 1.0. 1.5

Et 2.892 3.151 3.469 3.780
Et 0.527 0.585 0.644 0.712
6 11.232 15.087 21.512 27.277
(sEc.)

Et = average alrcraft loading per second

Et = average channel utilization

6t = average queuing time.
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Table 3.20
EFFECTS OF TONE-DISTUREANCE UPON ATC COYMUNICATICNS CHANNELS
{¥.Y. ARTCC, HI SECTOR FUNCTTON)
AVEFAGFE ARIRCRAFT LOADING

A/H TONE DURATICN (SECCNDS)
0.0 0.1 0.2 0.3 0,8 0.5 0.6 0.7 N.8 0.9 1.0 1.1 1.2 1.3 1.4

20. 3.31 3.35 3.39 3.44 3.49 3.55 3.6t 3,67 3.73 3.79 3.85 3.91 3.97 4.02 4.07
25, 4.14 4,16 4,24 4.30 4.36 4.44 4,517 4,59 4,66 4.74 4.82 4,89 4,96 5.03 5.09
30. 5.02 5,07 5.14 5.21 5.29 5.38 5.47 5.56 5.65 &£.,75 5.84 5.93 6.02 6.10 6.17
33. 5.5 5.64 5.71 5.80 £5.88 5.98 6A.03 6K.18 6.29 €.39 6.50 6.60 6.69 6.78 6bH.86
35. 5.97 6.04 6.12 6.20 €,30 6,40 6.51 6.62 6.73 6H.84 6.95 7.06 T.16 7T.26 7.34
40, 7,03 7.11 7,20 7,30 7,42 7.54 7.66 7.79 7,92 ¢E,06 8E.,18 £.31 8,43 8.54 8.64
45, 8.21 28.31 8.41 8,53 E£.,€67 A,81 8.95 9.11 9.26 9.41 9.56 9.71 9.85 9.92 10.10

50. 3.55 Y.66 9,78 9.92 1C.08 10.24 10.41 10.59 10.77 10.95 11.12 11.29 11.46 11.61 11.75



[A'Ani)

A/H

20.
25.

30.

35'
40.
45.

50.

(¥.Y.

ARTCC,

Table 3.21
EFFECTIS OF TONF-DISTURBANCE UPON ATC COMMUNTCATIONS CHANNELS

HT SECTCR FUNCTICN)

AVERASF CHANNEL UTILIZATION

DURATICN (SECONDS)

0.6

0.7

0.8

0.9



£v-¢

A/H

20.
25,
30.
33.
35.
40.
45,

50,

0.0 0.1
3.45 4,18
5.01 6.07
7.31 8.87
3.14 11.09

10.59 12.85
15.08 16,29
21,01 25,49

28.62 34.73

Table 3,22

EFFECI5 OF TCNE-DISTURRANCE UEON ATC CCMMUNICATIONS CHANNELS

(N.Y. ARICC, HI SECTOP FUNCTICHK)

6.2 0.3
4,81 5.34
6.96 7.75

10.19 11,32
12.75 14,16
14.76 16.40
21.02 23.3%
29.30 32.54

39.91 44,33

AVFEAGE QUEUING TIME

TONE DURATION (SECONDS)

0.4 0.5 0.6 0.7 0.8 0.9 1.0 1.1
5.0 6.20 6.57 6.91 7.25 7.62 E.C1 8.46
g.42 9.00 9.53 10.03 10.53 11.€6 11.63 12,28

12.29 13.14 13.92 14.65 15.38 16.14 16.98 17.93
15.38 16.44 17.41 18.33 19.24 20.20 21,25 2Zz.44
17.81 19.C4 20.16 21.22 22.28 23.39 24,60 25.¢8
2%.36 27.12 28.71 30.22 31.73 33.31 35.04 37.00
35.34 37.79 4C.01 42,12 44,21 46.47 48.83 51,56

42,14 51.48 54.51 57.37 60.23 63,22 66.51 70.24

8.98
13.04
19.03
23.82
27.58
39.27
54.73

T4.55

9.59
13.92
20.33
25.43
29.45
41.94
58.44

79.61

1.4

10.31
14.96
21.85
27.33
31.65
45.08
62.81

85.57



Table 3.23
EFFECTE OF TONE-DISTUREANCE UPON ATC CCOMMUNICATICNS CHANNELS

(N.Y. ARTCC, LT SECTOR FUNCTION)

AVERAGE AIRCRAFT LOADING

7-¢

a/4 TCNE CURATION (SECONDS)

0.0 0.1 €.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 1.1
20. 2.18 2.25 2.31 2.35 2.38 2.41 2.43 2,45 2.46 2.48 2.50 2.53
25. 3.31 3.42 3.50 3.56 3.61 3.65 3.68 3.71 3.74 3.76 3.79 3.83
20, 4.26 4.39 4.49 4,58 4.64 4.69 4.73 4,77 4.80 4.83 U4.87 4.93
30, 4.49 4.63 4,74 4.83 4,90 4.95 4,99 5,03 5.06 5.10 5.14 5.20
35. 5.63 5.80 5.94% 6.05 6.14 6.20 6.26 6.30 6.34 6.39 6.44 €.51
40. 65.63 6.83 7.00 7.13 7.23 7.30 7.37 7.42 7.47 7.53 7.59 7.67
45, 7.40 7.63 7.81 7.96 8.07 8.16 6.23 8.29 8.34 8,40 8.47 R.56



1208 %

A/H

20,
25,
29.
30.
35.
40.

45,

Table 3.24

EFFECIS QF TONE-DISTURBANCE TEON ATC CCMMUNICATICNS CHANNELS

(r.

Y.

ARTCC,

AVEPAGE CEANNEL

TONE DDRATION (SECOXNDS)

0.5

0.6

0.7

LT SECTO® FUNCTICN)

UTILIZATION

0.8

0.9



A/H

20.
25.
29.
30.
35.
40.

u5'

12.990
17.24

23.27

7.

Q.37

11.24

11.

15.

20.

6E

81

41

60

EFFECIS OF TONE~-DISTUREANCE

.69
10.€0
12.72
13.36
17.44
23.31

31,46

(N.Y. ARTCC,

Table 3.25

LT SECTOR FUNCTION)

AVERAGE CUEUING TTIME

0.3 0.4

9.51 1C. 17
11.60 12.41
13.91 14.88
14.61 15,63
12.07 2C.40
25.50 27,27

34.41 36,80

TCNE DURATION (SECCNDS)

0.%

10.72
13.07
15.68
16.47
21.50
28.74

38.78

0.6

11.20
13.66
16.38
17.20
22.45
30.02

40.51

O.7

11.64
14.20

17.03

17.89

23.35
31.22

42.13

0.8

12. 11
14.77
17.71
18.60
24,28
32,46

43.80

0.9

12.62
15.40
18.47
19.40
25.32
33.84

45.67

1.0

13.24
16.15
19. 36
20.34
26.55
35,49

JPON ARTC CCMMUNICATICKS CHANNELS

13.99
17.06
20.47
21.50
28.06
37.51

50.62

1.2

14.92
18.20
21.83
22.94
29.93
40,02

54,00

1.3

16.08
19.62
23.53
24,72
32,26
43.12

58.19

17.51
21,35
25.61
26.90
35. 11
46.94

63.34



Ly-¢

A/H

45,
50.

55.

(N.Y. ARTCC,

Table 3.26
EFFECTS OF TOANE-DISTUREANCE UPOXN ATC COMMUNTCATIONS CHANNELS

LE SEZTOR FUNCTION)

AVERAGE AIECEFAFT

8.90

3.76

TONE
0.5

DURATINN (SECONDS)

0.6

10.21

LOADING

0.7

10.59

0.8

0.9



89-¢

A/H

20.
25.
0.
35.
40.
45,
50.

55.

(r.

Y.

AETCC,

Table 3.27
EFFECTS OF TONE-DISTURBANCE UPON ATC

AVERAGE CHANNEL

TCNE DUPATION (SECCNDS)

0.5

0.6

0.7

COMMUNICATICONS CHANNELS

LE SECTOR FUNCTION)

UTILIZATION

0.8

0.9



AsH

20.
25.
30.
35.
40.

45,

50.

55.

Table 3.28
EFFPECTS OF TCNE-LISTURBANCE UEON ATC COMMUNICATIONS CHANWELS

(¥.Y. ARTCC, LE SECTOR FUNCTICHN)
AVFRFASE QUEUIN3S TIME

TONE CURATION (SECONDS)
0.9 0.1 0.2 0.3 C.4 0.5 0.6 0.7 0.8 0.9 1.0 1.1

~
L]

o)
(993
[p o}

.13 8.79 9.64 1C.70 12.01 13.55 15.44 17.62 20.14 23.03 26.31
3.54 10.16 10.99 12,05 13.38 15.01 16.¢7 19.30 22.02 25.17 28.78 32.89
11.45 12.19 13.18 14,46 16.C5 18,€1 20.36 23.16 26.42 30.20 34.54 39.46
13.35 14,23 15.38 16.87 18.73 21.01 23.76 27.02 30.83 35.24 u40.29 u6.Cu
19.38 20.64 22.32 28,47 275,18 30,49 34,47 39,20 44,73 S51.13 58.46 66.80
24,06 26.26 2B, 40 31,14 34,58 38,79 43.87 49.88 S56.92 65.06 T4.40 R5.01
28.61 30.47 32.95 36.13 40.12 45,01 50.89 57.87 66.03 75.48 86.31 98.62

30.03 32.63 35,28 38.69 42.96 48.20 S4.50 61.97 70.72 80.83 382.43 **x%kx%

1.2

30.01
37.51
45.02
52.52
76.20

96.97

4k &k

kK

1.3

34.16
42.70
51.24
59.78

86.73

% % %k K ¥
% Ak ok ok ok

Rk K

38.78
48.47
58.17
67.86
98.46
* Rk Kk
Rk

* Kk %k



0S-¢

A/H

43.

Table 3.29
EFFECTS OF TONE-DISTUPPANCE UPON ATC COMMUNICATIGNS CHANNELS

(N.Y. AREA, 3N SECTOR FIUNCTION)

AVFPAGE AIRCPAFT LOADING

TCNE DURATION (SECONDS)
0.0 0.1 6.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 1.1

2,36 2.39 2.42 2.u44 Z,u6 2.48 2.51 2.53 2.55 2.57 2.60 2.62



1s-¢

Table 3.30
EFFECTSE OF TONE-DISTUREANCE UPOHX ATC COMMUNICATICNS CHANRKELS
(5.Y. AREA, 3N SECTOR FUNCTION)
AVERAGE CHANNEL UTYLYZATTON

A/H TCYXE CURRTION (SECONDS)
0.0 .1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 1.1 1.2

43, 0.29 0.3¢C 0.31 0.32 ¢€.33 0.34 0.35 0.36 0.37 C.38 0.39 0.40 0.41



26-¢

A/H

43,

Table 3.31

EFPFECIS COF TOINE-DISTUREANCE UPON ATC CCMMUNICATICKS CHANNELS

(Y.Y. AREA, SN SECTOF FUNCTION)

AVERAGE CUEUING TINE

TCKE DURATION (SECONDS)
0.0 0.1 .2 0.3 O.u 0.5 0.6 0.7 0.8 t.9

1.0 1.1

1.2

1.3

1.4

3.31 4.03 4,39 4.87 £=,45 6,12 6.R5 7.63 8,43 9,25 10.04 10.81 11.53 12,18 12.74



£G—¢

A/H

30.
40.
42.
50.
60.
70.
50.

85.

95.

100.

15.42
20.22

20.16

9.7¢°
11.15
11.82
15.65
20.52

26.54

Table 3.32

EFFECTS OF TONE-DTSTUREANCE UEOY ATC COMMUNICATIONS CHANNELS

15. &5
20.79

26.892

(N.

2.64
10. Cu
11.43
12.12
16. 04
21.03

27.21

Y. AREA ,

IC SECTOFE FUNCTION)

AVERAGE AIRCRAFT LOADING

1C. 14
11.59
12.25
16.22
21.26

27.51

TONE
O.S

4,43

10.25%
11.67
12.38
16.3¢
21,49

27.R0

DURATIOK

0.6

10.36
11.79
12.51
16.56
21.71

28.C13

0.7

9.02
10.47
11.92
12.64
16.73
21.94

29.33

(SECONDS)

0.8

10.53
12.05
12.78
16.92
22.18

28.70

OQQ

17.12
22.45

29.Cu

13.11

17.35

22.75

29.43

11.01
12.54
13.30
17.61
23.C¢

29.86

11.40
12,918
13.77
18.23
23.90

30.92

11. 64
13.25
14.06
18.61
24.40

31.56



H6-¢

A/H

30.
50.
u2.
50.
60.
70.
30.
85.
90.
35,

100.

EFFECTS OF THONF-DISTURBANCE UPON

(N.Y. AREA

14

Table

LC SECT™NE FUNCTION)

AVERAGE CHANNFL

C.u40

TCNE
0.5

DURATION (SECCNDS)

0.6

3.33

UTILIZATION

0.7

0.8

C.9

ATC COMMUNICATICNS CHANNELS



ss-¢

A/H

30.
40.
42.
50.
60.
70.
80.
R5.
90.
95.

100.

0.0

4,78
6.37
.69
9.30
13.91
17.33
21.54
23.95
+8.48

30. 33

wokok R %

1C.16

14, 29

18.40

22.52

24.59

4c¢.7¢

82.51

L2 2 8

EFFECTS OF

(N¥.Y.

7.4
11.09
15.5¢
20.0¢
24.58
26.83
5u4.3C

90.C2

%k ok %k ¥

TCNE-DISTURBANCE

AREA ,

Table 3.34

20X ATC

AVEERASE QUEUINSG TIME

11.78

16.56

21.33

26.11

22,50

57.68

0 .€3

ok kR ok ook ok ok ok

TCNE
0.5

2.4
12.64
17.76
22.89
28.02
3C.5%
61,89

> d A i ok

CORATION

0.6

€7.00
ok &k K

LR T L8

0.7

9.60
10.08
14.92
20.97
27.03
33.0%
35.10

73.C7

ok % koK

ok ok

1C SECTOF FUNCTICN)

(SECONDS)

0.8

10.53
11.06
16.37
23.01
29.65
36.29
39.61

80.17

ok ek K

* 4ok & K

0.9

8.71
11.61
12.19
1€.C5
25.36
32.68
4C.00
43.6¢€

88.37

%k ok ok

¥k ok

1.0

9.63
12.84
13.48
19. 96
23.05
36.14
44.23
ug.28
a7.72
kK kX

ok ¥ Xk

COMMURICATICNS CHANMNELS

31.€9
40.05
49.02

53.51

* ko ok &
ook k¥

* ok ok ok %k

11.84
15.79
16.58
24.54
34.49
4u.44
54.40
59.37
Ak K K
ok kK

Ak %k ok ok

13.15
17.53
18. 41
27.24
38.29
49. 34
60. 38

65.91

ok kA&
Aok X kk

oAk ok ok %k

14.59
19.45
20.43
30.24
42.50
54,76
67.02
73;15
T
T T

A % ok ook



96-~¢

Table 3.35

EFFECTS OF TONE-DISTUREBANCE UPON ATC CCMMUNICATICNS CHANNELS
{¥Y.Y. AREA , L3 SECTOR FUNCTION)
AVEEASE AIRCRAFT LOADING

A/H TCNE DURATION (SECONDS)
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 1.1 1.2 1.3

20. 2.61 2.61 2.61 2,61 2.61 2,61 2.64 2,68 2,72 2.77 2.83 2.88 2.95 3.01
25. 2.99 2.99 2,99 2,99 2,99 3.00 3.03 3.07 3.12 3.18 3.24 3.31 3.38 3.45
30. 3.33 3.33 3.33 3.33 3.33 3.34 3.37 3,42 3.47 3.54 3,60 3.68 3.76 3.84
40. 3.99 3,9% 3,99 3,99 3,99 4,00 4,04 4,10 4,16 4,24 4,32 4,41 4,50 4.60
50. 4,34 4.64 4,84 U.RY4 4,84 4,85 4.90 4.97 5.05 5.4 5,24 5,35 5.46 5.58
60. 6.12 6.12 6.12 6.12 6.12 6.14 6.21 6.29 6.39 6.51 6.63 6€.77 6.91 7.07
J0C. 8,09 #.,09 8.09 3.,0¢ 8,09 8.11 8,20 8,32 8,45 F£.€60 B.77 £€.95 9,14 9,34
0. 10.9% 10.99 10.©9 10.99 14,99 11.02 11.15 11.30 11.48 11.69 11.91 12,16 12.42 12.69

30. 15.08 15,08 15.08 15,08 15,08 15,12 15.2% 15.50 15.75 16.03 16.34 16.68 17.03 17.41



LS—E

A/H

25.
30.
40.
50.
60.
70.
90.

90,

0.79

Table 3.36

€ OF TCNE-DISTHFBANCF UPON ATC COMMUNICATIONS CHANNELS

(N. Y.

AREA ,

LG SECTOR FUNCTICN)

AVEFAGE CHANNEL UTILIZATION

TONE
0.5

DURATION (SECONLS)
0.6 0.7 0.8
0.30 0.31 0.32
0.36 0.37 0.38
O.u42 O0.44 0.45
0.53 0.55 0.56
0.63 0.65 0.67
€c.72 0.74 0.76
0.80 0.82 0.84
0.85 0.85 0.85
0.85 0.85 0.85

0.9



86—¢

A/H

20,
25.
30.
40.
50.
60.

70.

18.24

21.39

24.53

Table 3.37

EFFECTS OF TONE-DISTURBANCE NPON ATC COMMUNICATIONS CHANNELS
(N.Y. AREA, IG SECTOR FUNCTICN)
AVERAGE QUEUING TIME
TONE CUPATICN (SECCNDS)

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 1.1
5.79 5.87 6.5%3 7.52 8.76 10.18 11.71 13.29 14,85 16.30 17.60
7.23 7.33 8.16 9.39 10.94 12.72 14.64 16.62 18.56 20.38 21.99
6.60 8.93 9.94 11.44 13.32 15.49 17.83 20.23 22.60 24.81 26.78

11.95 12,11 13.48 15,52 18.08 21.C2 24.20 27.46 30.67 33.68 36. 34
15.10 15.30 17.03 19.61 22.84 26.56 30.56 34.69 38.74 42.54 45.91
1€.24 18.49 20.58 23.69 27.60 32.C9 36.93 41.91 46.81 51.40 S5.47
21.39 21.68 24.13 27,78 32.36 37.62 43.30 49.14 54.88 €0.27 65.04
24.53 24.87 27.68 31.87 37.12 43.16 49.67 56.37 62.95 69.13 74.61

46.84 47,48 52.85 6(.84 T0.87 £2.39 GU.B3 **¥kk Kkkex Sk&k%k £kkix

18,65
23.31
28.38
38.52
48.66
58.80
6R.94

79.08

FTTT L

19.40
24,25
29.52
40.07
50.62
61. 16
71.71

82.26

Rkxk

19.77
24.72
30.09
40.84
51.59
62. 34
73.09

83.84

xkk k¥



Table 3.38
EFFECTIS 7F TNANE-DISTURBANCE UEPON ATC CCMMUNICATICONS CHANNEILS
(N.Y. AREA, DP SECTQOR FUNCTICN)

AVEEAGE AIRCEAFT LOADING

65—¢

A/H TCHNE DURATICN (SECONDS)

0.0 0.1 0.2 0.3 0.4 C.5 0.6 0.7 0.8 0.9 1.0 1.1
15. 2,19  2.21 2,25 2,28 2.32 2.37 2.41 2,46 2.50 2.55 2.59 2.64
20. 2,76 2.80 2,84 2.8 2,93 2,99 3.04 3.10 3.16 3.22 3.27 3.33
25. 3.29 3.34% 3.39 3.44 3,50 3,56 3.63 3.70 3.77 3.84 3.91 3.97
30. 3.31 3.86 3.92 3.98 4,05 4,12 4.20 4,28 4.36 4,44 4.52 4.59
35. 4,33 4.3% 4.45 4.52 4,60 4.69 4.77 4.86 4.95 5.05 5.14 5,22
40. 4.,3% 4,94 5,01 5.09 5,18 5,28 5,38 S5.48 5.58 5.68 5.78 5.88
45. 5.47 5,54 5.62 5.71 5,81 5,92 6.C3 6.14 6.26 £.37 6.49 6.60
50. 6,14 6,21 6,31 6.41 6,52 6.64 6.76 6,89 7,02 7.15 7T.28 7.40
55. .89 6.9%8 7.09 7.20 7.33 7.46 7.60 7.74 7T.89 8,03 £.18 8.31



09—¢.

A/H

20.
25.
30.
35.
40.
45.
50.

55.

Table 3.39

EFFECTS OF TONE-DISTURBANCE UPON ATC COMMUNICATICNS CHANNELS

(N.Y. AREA, [P SECTOR FUNCTION)

AVERAGE CHANNEI UTILTIZATION

TCNE DURATICN (SECONDS)

0.2 0.3 0.4 0.5 0.6

0.36 0.37 C€.38 0.39 0.40

0.7

0.8

c.@

1.2

0.45
0.54
0.62
0.68
0.73
0.78
0.84
0.85

0.85



19-¢

A/H

15.
20.
25,
30.
35.
Lo,
45,
50.

55‘

15.46
17.27

19.20

21.29

7.C8
.08
10.98
12.81
14.64
16.5C

18.43

Table 3,40

LFFECTS N7 TONE-DISTURBANCE UPCN ATC CCMMUNICATICNS CHANNELS

(¥.

14,44
16.49
18.58
20.76
23.08

25.59

Y. AREA ,

DP SECTOR FUNCTICN)

AVFRAZE QUEUING TIME

TONE DUPATIOX

0.4 0.5

E.45 19.95
10.84 11.4¢8
12.10 13.88
15.29 16.21
17.47 18,52
1€. €9 2C.846
22.00 23.31

24,45 25,92

27,11 28.73

0.6

9.50
12. 19
14.73
17.20

19.65

0.7

10.10
12.95
15.66
18.28
20.88
23.53
26.29
29.23

32.1

(SECONDS)

0.8

10.76
13.80
16.69
19. 48
22.25
25.08
23.02
31.15

34.53

0.9

11.50
14.75
17.83
2C.81
23.77

26.79

13.23
1€.97
20.52
23.95
27.36
30.83
34.48
3€.3C

42.46

1.2

14.25
18.28
22.10
25.80
29.47
33.21
37.11
41.2%

4s5.74

15.39
13.74
23.86
27.86
31.83
35.86
40.07
44,55

43.39

1.4

16. 66
21.36
25.82
30.15
34.4y
38.81
43.36
ue;zo

53.45
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A/H

10.
16.
20.
25,
3C.
35.
40.

4s,

Table 3.41

EFFECTS OF TONE-DISTURPANCE 1UPON ATC COMMUNICATIONS CHANNELS

(N. Y.

AREA ,

AD SECTQOR FUNCTINN)

AVERAGE AIRCRAFT

1.01
1. 59
1.98
Z2.u8
2.99
3.52
4.09

4.69

DURATION (SECONDS)

0.6

LOADING

0.7

D.8

0.9

5.32

5.35
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A/E

10.
16.
20,
25,
30.
35.
40,

us.

0.15

Table 3.42

EFFECTS Of TONE-DISTUREANCE UPON ATC CCMMUNICATICNS CHANNELS

(N.Y. AREA .,

AVERASE CHANNEL

TONE LCURATION

0.2 0.3 0.4 0.5

0.6

0.17

(SECONDS)
0.7 0.8
0.17 0.18
0.28 0.29
0.36 0.37
0.45 0.46
0.54 0.56
0.63 0.65
9.71 0.73
0.79 ¢.81

AL SECTOE FUNCTION)

UTILIZATION

0.9
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A/H

10.
16.
20.
25.
30.

35.

13.53

15.51

6€.13

7 .88

el

.71
11.59
13.53

15. 51

Table 3.43

EFFECIS OF TCONE-DISTUPREAMCE UPON ATC CCMMUNTICATICNS CHANNELS

(N.Y.

10.73
12.82
14,96

17.15

-BREA

AL SECTOR

AVERAGE CUEUING TIKE

11.75

14.03

16,38

TCNE
0.5

CORATION (SECCNDS)

0.6

14.40
17.20
20.07

23.01

0.7

10.03
12.21
15.90
18.99
22.16

25.41

FONCTION)

0.8

€.9

6.34 6.62
10.57 11.04
13.55 14.15
17.43 18.2¢C
21.46 22.42
25.64 26.77
29.963 31.25

34.31 35.33

6.88
11.48
14.72
18.93
23.32
27.85
32.51

37.27
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A/H

10.
15.
20,
22.
25.
30.
35.

40,

1.5%

EFTECTS OF TCNE-DISTUPBANCE

(N.Y.

AREA ,

Table 3.44

AR SECTOR FUNCTION)

720N ATC

COMMUNICATIONS CHANNELS

AVERAGE AIRCKRAFT LOADING

DURATION (SECONDS)
0.6 0.7 0.8
1.76 1.79 1.83
2.30 2.35 2.40
2.91 2.96 3.02
3.21 3.27 3.34
3.78  3.85 3.93
5.12 5.22 £.33
7.16 7.30 7.44
10.C8 10.23 10.48

0.9

1.86
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A/Y

10.
15.
20.
22.
25.
30.
35.

40,

Table 3.45

EFFECTS CF TONE-LCISTUEBANCE UECN ATC COMMUNICATICNS CHANNELS

(¥.

Y.

AREA ,

AR SECTOR FUNCTICN)

RVERAGE CHANNEL UTIIIZATION

TONE DURATION (SECONDS)

0.5

0.29

0.6

0.30

0.7

0.8

0.31

0.9

1.0

0.32
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A/H

10.
15.
20,
22.
25.
30.
35.

40.

Th. 04
27.85

49.55

10.58
11.64
11.99
16.62
28.87

51.67

(N.

0.2 0.3
5.57 5,93
8.36 8,90

11.14 11,87
12.26 13,.0°%
12.63 13.45
17.51 13,64
3C.40 32.137

S4.41 57.94

Y. AREA,

Table

AR SECTOR FUNCTION)

AVERAGE QUFUINS

0.4

12.73
14.01
14.43
2C.00
34.73

€2.16

TCNE

0.5
6.86
10.29
13.71
15.C9
15. 54
21.54
37,41

66. 56

DURATION

.6

23.23

40.34

~!
N
.

[\
Py

3.46

TIME

0.7

15.93
17.53
18. 06
25.03
43.47

77.80

(SECONDS)

OOR

12.84
17.13
18.84
19.41
26.90
46.72

83.61

EFFECTS OF TCNE-DISTURBANCE UPOY ATC COMMUNICATICNS

0.9

13.76
18. 34
20. 17
20.78
28.81
50.03

89.54

1.0

3.78
14.67
19.55
21.51
22.16
30.72
53.34

95.47

CHANNELS

1.1

10.37
15.56
2C. 74
22.82
23.51
32.59
56.5¢

» %k &k

1.2

10.94
16.42
21.89
24,08
24.80
34.38

59.71

i ok ik k%

1.3

11.48
17.22

22.96

25.25

26.01
36.06

62.63

% %k kk¥k

11.97
17.95
23.94
26,33
27.12
37.60

65.29

L2 2 22 4
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Table 3.47 Summary Statistics of Simulations for the Study

of Tone Disturbance (Duration = 0.0 Seconds)

INPOT PARAMETERS - SECTOR FUNCTION HT

(1)
(2)
(3)
(4)

(5

TONE DURATION = 0.0 SECONDS

AIRCRAFT INTERARRIVAL TIMES: FY¥PONENTIAT WITH MEAN = 109,089 SECONDS
TRANSACTIONS PBR AIRCRAPT: SHIFTED NEGATTVE BINOMIAL WITH K = 4,029 AND P
TRANSMISSTIINS PER TRANSACTION: EMPIRICAL DISTRIBUTION

TRANSMISSIONS LENGTHS: GAMMA WITH P =

0.8484 AND ALPHA = 2.6969

(NOTE: SAMMA PARAMETERS DFTERMINED FROM
INTERCOMMUNICATION GAP LENGTHS ARF A FUNCTION OF TRANSACTIONS PER AIRCRAFT

SIMULATION RESPONSE - 2 HOUF ANALYSY

M

(2)

(3)

SECTOR ATRCRAFT LOADING

NUMBER OF AIRZRAFT IDENTIFIED IN SECTOR

AVERAGE NUMBER OF AIRCRAFT PER SECON

D

MAXIMUM NUMBER OF AIRCRAFT PER SECCND

COMMUNICATIONS CHANNEL LOADING
AVERASGE CUHANNEL UTILIZATION = ,529
TOTAL NUMBER OF TRANSACTIONS = 342

[

it

FEXPECTED ARRIVAL RATE)

78
5.579
10

AVERAGE LENGTH JF TRANSACTIONS = 11,152 SECONWNDS
581

TOTAL NUMBER JP PILOT TRANSMISSICNS

CHANNEL QURUEING EFFECTS
"AVERAGE TIME IN QUEUE =
AVERAGE TIME BXCLUDINS ZERO ENTRIES

TOTAL ENTRIES INTO QUEUE = 342
NUMBER OF ZERO ENTRIES (WON~WAITIN3)
PERCENT OF ZERC ENTKIES = 44.7

AVERASE NUMBER OF AIRCRAFT TN QUEUE
MAXIMUM NUMBER CF ATRCEAFT IN QUETE

9.146 SECONDS -

16.550 SECONDS

1

6

53

U3y

0.579
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NUMBER OF RIRCRAFT IN SECTOR

2; 00

10.00 12,00

8.00

4

6.00

4 £U
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Figure 3.5 Simulated Aircraft Loading Time Series for N.Y. HI Function at 33 A/H and

0.0 Second Tone Duration
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Figure 3.7 Simulated Queue Length Time Series for N.Y. HI Function

at 33 A/H and 0.0 Second Tone Duration
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Table 3.48 Summary Statistics of Simulations for the Study

of Tone Disturbance (Duration = 0.5 Seconds)

INPUZ PATAMETERSR - SECZTOD FUNCTIOLK NT TONE DURATION = 0.5 SECONDS
(1) ATRCRAFT TNTERAFRIVAL TIMES: EVPCONENTTAL WITH MEAN = 109,083 SECONDS
(2) TPANSACTINONS PEF AIRCFAFT: SHIPTED NEGATTVE BINOMIAL WITH K = 4.029 AND P
() TRANSHMISSIONS 2ER TRANSACTION: EMPTRICAL DISTRIBUTION
(4) TRANSMISETINS LENGTHES: GAMMA WITH P = 0.R4’4 AND ALPHA = 2.6969
(MDTE: AMMA PARAMETERE DFTEEMIYNED FRCM EYPECTED ARRIVAL RATE)
(5) TNTEFCOMMUNIZATTON GAP LENGTHS ARE A FUNCTION OF TRANSACTIOYS PER AIRCRAFT

SIMULATTON PESPONSE - 2 FOUR ANALYSIS

(1)

(2)

(3)

SECTOP ATRIRAFT LIOADING
NMUMB3EPR CF AIKCFAPT IDENTIFIED TN SECTOR = 78
AVERAGE NIMDE® COF AIRCRAFT PER SECOND = 5.382
MAXIMUM WMBER DF AIRCPAFT PFR SEC2ND = 10

COMMUONICATIONS CHAUNNEL LCADIKEG

AVERASE CIANNBL OUTIIIZATTION = .611

TOTAL NUM3ER 2F TIANSACTIONS = 343

AVEPAGE T4NGIW OF IFANSACTIONS = 12,934 SECONDS
TOTAT NUM3EP NP DPILIT TEANSMISSINKNS = 582

CHANNEL QUEUEINS FFFECTS
AVERAGE TIME TN QUEUE = 16,448 SECMYDS
AVERPASE TIMZ EYZLUDINS ZERO FENTRPIES 23.R05 <ECIONDS
TOTAL ENTRILs INTQ QUEUE = 343

NIJMBRER? OR ZBRD FNTRTRES (NON=WATTING) = 106
PRRCENT 0F ZARWC ENTETES = 30,9

AVEFASE MIJHMBER JF AIRCRAFT TN QUEUR = .783
MANT¥OM WJABE" OF ATRCRAFT TN QUTUE = 5

0.579
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Figure 3.8

Simulated Aircrafc Loading Time Series for N.Y. HI Function

at 33 A/H and 0.5 Second Tone Duration
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Figure 3.9
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Simulated Channel Utilization Time Series for N,Y. HI Function

at 33 A/H and 0.5 Second Tone Duration
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Figure 3.10 Simulated Oueue Length Time Series for N.Y. HI Function

at 33 A/H and 0.5 Second Tone Duration
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Table 3.49 Summary Statistics of Simulations for the Study

of Tone Disturbance (Duration = 1.0 Seconds)

TNPUT PARAVMETERS - SECTOR FUNCTION HT TONE DURATION = 1,0 SECONDS

(1) ATRCRAFT INTERAFRIVAL TIMES: FYPONENTTAL WITH MEAXN = 109,089 SECONDS
(2) TRANCSACTINNS PER AIRCEAFT: SHTFTED NESATIVE RTNOMIAL WITYH K = 4.029 AND P = 0.579
(3) TRANS®TSSIONS PEP TFANSACTION: EMPIRICAL DISTRIBUTTION
(4) TPANSMISSTONS LEVSTHS: SAMMA WITHR P = 0.8484 AND ALPHA = 2.6969
(XCTE: 3AMMA PACAMETEPS DETF"MINED FROM EXPECTED ARIIIVAL RATE)
(5) INTERCOMMUNICATION 5AP LENGTHS ARE A RUNCTION OF TRANSACTTONS PER ATRCRAPT

SIMULATINN RESPONSE - 2 H9DUR ANALYSTS

(1) SECTODR ATRCFAFT LDADING

NJMBER NF AIRZRAFT IDENTIFIED IN SECTOR = 79
AVERAGE NUMBEP OF ARTRCRAFT PEP SRCOND = 6. 497
MAXIMUM VIMBL2 OF AIECPAFT PFR SECOMD = 10

(2) COMMUNTCATIONS CHANNEL LOADINSG
AVERFAGE CHANNEL UTILIZATION = .685
TOTRL NUMBER JT TRANSACTIONS = 343
AVERAGE LEN3TH4 OF TEANSACTIONS = 14,397 SECCHDS
TOTAL NUMBER DF FILCT TRANSMISSIONS = 574

(3) CHANNEL QUEULING E?FECTS
AVERASE TIME IF DUEUE = 21.251 SECONDS
AVERAGE TIME EYCLUODING ZERD ENTFIES = 29.188 SECCONDS
TOTAL ENTRTES INTO QUEUE = 342
NUMBER C® ZERD) ENTRIEL (NON-WAITIVG) = 93
PERCENT QP ZERO ENTEKIES = 27.1
AVEFAGE FUMBEP DF AIZRCPAFT TN QUENE
MAYTMUM NJMBER CF AIRCEAFT TN QUEDE

v
—h
.
(&
o
@O
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Figure 3.11 Simulated Aircraft Loading Time Series for N.Y. HI Function

at 33 A/H and 1.0 Second Tone Duration
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Figure 3.12 Simulated Channel Utilization Time Series for N.Y. HI Function

at 33 A/H and 1.0 Second Tone Duration
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Figure 3.13 Simulated Queue Length Time Series for N.Y. HI Function

at 33 A/H and 1.0 Second Tone Duration
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SIMULATINN BESPW3E - 2

Table 3.50

Summary Statistics of Simulations for the Study

of Tone Disturbance (Duration = 1.5 Seconds)

INPUT PAPAMETE®S - SEZTO5 FUNCTION HI
(1
(2)
(3)

(4)
(3)

AIRCRAPT INTERARPIVAL TIMES: F
TRANSACTINNSG PER AIRCRAFT: SHT
TEANSMISSTONS ?EP TRANSACTTION:
TRANSMISSTOINS LEN3THS: GAMYA WT

(NOTE: 5A4M3 PARAMETERS DFET
INTEPCOMMOYICATTIY GAP LEHGTHS

HOU® ANALYSIS

(1Y SECTNR ATRZIRAFT
nygMa== or
AVETAGE
MRV TMIIM

LIADING
IHTRAFT IDENTIFIFD
NIM3LEP OF AIERCRART PE
NWJA8E? OF AIRCRAFT PE
(2) CZOMMUNTICATTONS
AVERASE CTIIANYEL UTILIZATION =
TOMAL NUMBER 2F IFANMSACTIIONES
AVERAGE I9N85TH JDF TEANSACTIONS
TOTAT NUM3ER 7F PTLOT TLANSMI
(3) CHANWEL QTIURIN EFFFCTS
AVERAGE "IME TN QUEIJE = 29,
AVERASR TIME RYZLUDINS ZEFO E!
TOTAL FPMTRIES TNTD QUEUE = 3
NU¥BER OF ZE2D ENTRIES
DEPCENT OF ZERD ENTPTES =
AVERASE YIJHMBER D7 ATLECRAFT
MAVIMOM NIXBE® OF ATRCRAFT

™

N

(NON-WATTINZ) =
22.

TONE DURATION = 1.5 SECONDS
VOOKNEN™TAL WITY MFANYN = 109,083 SECONDS
FTFD NEGATITYE BINOMIAL WITH K = 4.029 AND
FMPIRPTCZAL DISTRIBNTION
rTn e = 0.72484 AND ALPHA = 2.6369
EPMTNED FRCM PYPECTED ARRIVAI PATR)
AFZ A TUMZTINY OF TRANSACTIONS PER ATRCRATFT

TR SECTOR =

T SECOND
7 SRCOND

a0
6.7233
11

CHAUNEL LOCADING

.755%
342

15,895 SECONDS
S8TNNS = 5539

= =

576 S

)
NTETRS

45

coONDS
= 3R, 360 SFCOINDS

79
Q

poEnNY
DUENE =

[
[ Y
[ ]
&=
-
~1

P

0.579
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Figure 3.14 Simulated Aircraft Loading Time Serles for N.Y. HI Function

at 33 A/H and 1.5 Second Tone Duration
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Figure 3.15

Simulated channel Utilization Time Series for N.Y. HI Function

at 33 A/H and 1.5 Second Tone Duration
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Figure 3.16 Simulated Queue Length Time Series for N.Y. HI Function

at 33 A/H and 1.5 Second Tone Duration
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Table 3.51

Summary Statistics of Simulations for the Changes

in the Expected #TR/CT (¥=1.0)

INPUT PARARMEITERPS - S5E7TOE FUNCTION HT

(M
(2
(3)
(%)

(5)

ATRCRAT

TRANSACTIONS PER RIFCRAFT: SHIFTED

TRIANSUISSICNS PER TRANSACTION: EMPI

TRANSMISETIONS LENGTHS: GRMMA WITH P
(BOTE: 3aA"MA PARAMETERS DETERPMIN

TNTSFCOMMUNICATION GAP LENGTHS ARE

SIKULATTION RFSPCNSE - 2 HCUEF RANALYSTS

(1)

(2)

(3)

SECTOF AIFZEAFT LDADING

NUMPER OF AIRCRAFT IDENTIFIED TN SFCTOR = 153 ACTUAL AIRCRAFT ARRIVALS IN TWO HOURS =
AVEPAGE NUMBER JF AIRCRAFT PER SECCKND = 16,6470
MAXIMOM NJMBER OF AIRCRAFT PER SECCND = 35
COMMUNITATIONS CHANNEL LOADING
AVERAGE CHANNZEL UTIIIZATIGCN = L8609
TCTAL NUMBER D27 THRANSACTIONS = €59

RAVEIRASF LENSIH OF TTANSRCTIONS =

CHANNFL QUSUEING FFFECTS

AYEPAGE TIME IN (UEUE = 89,1¢8 S
AVERAGE TIMI =XCLUDING ZERO ENTRIF
TOTRL ENTRIZS INTO QUEUE = €79
NOMBER OF %3220 EKTRIES (NON-WAITIN
PEPTENT OF ZERO ENTRIES = S,f

AVERAGE NIUMBEZR JF ATRCRAFT IN QUTU

MAXIMUM NUM3E® OF AIRCRAFT IN QUEUE

T TATERAFFTVAL TIMES: EXPONENTIAL WITH MEAN = 60,000 SECCNDS
T

NESATIVE BINCMIAL WITH K = L,(:29 AND P = €.579
RICAL DISTRIBATION

= 1.3297 AND ALPHA = 3,659¢%

ED FROM EXPZCTED ARRIVAL RATE)

A FUNCTTICN OF TRANSACTIONS PER BRIRCRAFT

9,5% SECONDS

ECONDS
S = G3,8()9 SECNYDS
G) = 3u
E = 8,39L
= 25

135
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Table 3.52 Summary Statistics of Simulations for the Changes

in the Expected #TR/CT (K=0.9)

INPUT PARAMETERS - SECTOR FUNCTION HI

(1) AIFCRAFT INTERARRIVAL TT
{(2) TRANSACTIONS PER AIRCRAFT:
(3) TRANSMIS3IONS PER TKANSACTION:

(4) TARANSMISSIONS LENGTHS:

MES: EXPCNENTIAL WITH MEAN = 60.000 SECONDS

GAMMA WITH P =

SIMULATION RESPONSE - 2 HOUR ANAIYSIS

{1) SECTOER AIRCRAFT LOADING

NUMBER JOF AIRCRAFT IDENTIFIED IH = 151
AVERAGE NUMBER OF AIRCRAFT PER SECCKND = 13.447
MAXINUM NUMBER OF AIRCKAFT PER SECOND = 25

(2) COMMUNICATIONS CHANNSL LOADING
AVERAGE CHANNEL UTILIZATIGN = .824
TOTAL NUMBEKR OF TRANSACTIONS = 689
AVERAGE LENGTH OF T3IANSACIIONS = 8.620 SECUNDS

{3) CHAYNEL JQUEUEING EFFECT
AVERASE TIME IN QU&UZE

NUMBER OF ZERQ ENTRIES

PERCENT OF ZERO ENTRIES
AVERAGE NUMBER OF AIRCRAFT IN QUEUL
MAYXIMUY NUMBEE OF ATIRCRAFT IN QUEUE

s

SECTOR

SHIFTED NEGATIVE BINOMIAL WwITH K = 4.029 AND P
EMPIEZCAL DISIRIBUTION

1.3297 AND ALPHA = 3.6595
(NOTE: GAMYA PARAMETLRS DETERMINLD FROM EXPECTED AKRIVAL RATE)
(5) INTERCOMMUNICATION GAP LENGTHS ARE A FUNCIION OF

46.511 SECONDS
AVERAGE TIME EXCLUDING ZERO ENTRISS =
TOTAL ENTRIES INTO QUEUE = 69

(NON-WATITING)
= 10.93

TRANSACTIIONS PER AIRCRAFT

52.212 SECONUS

76

4.496
17

¢.579
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Figure 3.27 Simulated Aircraft Loading Time Series for N.Y. HI Function at 60 A/H and K=0.9
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Figure 3,28 Simulated Channel Utilization Time Series for N.Y. HI Function at 60 A/H and K=0.9
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Table 3.53 Summary Statistics of Simulations for the Changes

in the Expected #TR/CT (K=0.7)

INPUT PARAMETERS - SECTOR FUNCTION HI

(1) ATRCRAFT INTERARRIVAL TIMES: FYPONENTIAL WITH MEAN = 60,000 SECCHNDS

(2) TRANSACTICNS PER AIRCRAFPT: SHIPTFD NFGATIVE BINCMIAL WITH K = 4,029 AND P = 0. 579
(3) TRANSMISSTIONS PER TRANSACTION: EMPIRICAL DISTRIBUTION :

(%) TRANSMISSTIINS LFNGTHS: GAMMA WITH P = 14,3297 AND ALPHA = 3. 6595

(NCTF: >AMMA PARAMETERS DETERMINEC FRCM FYPECTED ARRIVAL RATE)
(5) INTERCCMMUNICATION GAF LENGTHS APE A FOUONCTICN CF TFANSACTTCNS PER AIRCRAFT

SIMULATION RESpCNSE - 2 HoUr aNAIYSIS

(1) SECTNR AIRCRAFT LOADING :
NUMBER OF AIRCRAFT IDENTIFIEL IN S¥CTCR = 149
AVERAGE NIMBER OF AIRCRAFT PFR SWCCHND 19, 2€0
MAXIMDM NUMBER OF ATRCRAFT PER SECCNE 19

[}

(2) CCMMUNICATIONS CHANNEL LCRDING
AVERASFEY CHANNEL UTILIZATICN = ,669
TOTAL NUMBER OF TRANSACTIONS = 728
AVERAGE LEN;TH OF TEANSACTIONS = €, 678 SFCCNLS

(3) CHANNEL QUEUEING EFFECTS
AVERAGE TIME IN QUEUE = 12,222 SECCNLS
AVERPAGE TIME EVYCLUDING ZERO ENTRIES = 17,892 SECCNDS
TOTAL ENTRIES INTO QUEUE = 727
NOMBFR OF ZERO ENTRIES (NCN-WAITINC) = 219
PERCENT Of ZERO ENTRIES = 30,1
AVFRAGE NXJMBE® OF AIKCRAFT IN CUEUE

1,238
MAXIMUM NUMBER OF AIRCRAFT IN QUEUE :

10
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Table 3.54 Summary Statistics of Simulations for the Changes

in the Expected #TR/CT (K=0.5)

INPUT PARAMETERS - SECTOR FUNCTION HI

{1) AIRCRAFT INTERARRIVAL TIMES: EXPONENTIAL WITH MEAN = 60.000 SECONDS

(2) TRANSACTIONS PER AIRCRAFT: SHIPTED NEGATIVE BINOMIAL WITH K = 4,029 AND P = 0.579
(3) TRANSMISSIONS PER TRANSACTION: EMPIRICAL DISTRIBUTION

(4) TRANSMISSIONS LENGTHS: GAMMA WITH P = 1.3297 AND ALPHA = 3.6595

(NOTE: GAMMA PARAMETERS DETERMINED FROM EXPECTED ARRIVAL RATE)
(5) INTERCOMMUNICATION GAP LENGTHS ARE A FUNCTION OF TRANSACTIONS PER AIRCRAFT
SIMULATION RESPONSE - 2 HOUR ANALYSIS

{1) SECTOR AIRCRAFT LOADING v
NUMBER OF AIRCRAFT IDENTIFIED IN SECTOR = 145

AVERAGE NUMBER OF AIRCRAFT PER SECOND = 9,343
MAXIMUM NUMBER OF ATIRCRAFT PER SECOND = 16
(2) COMMUNICRTIONS CHANNEL LOADINSG
AVERAGE CHANNEL UTILIZATION = 475
TOTAL NUMBER OF TRANSACTIONS = 717
AVERAGE LENGTH OF TRANSACTIONS = 4,771 SECONDS
(3) CHANNEL QUEUBING EPFECTS
AVERAGE TIME IN QUEUE = 4,670 SECONDS
AVFRAGE TIME EXCLUDING ZERO ENTRIES = 8. 351 SECONDS
TOTAL ENTRIES INTO QUEUE = 717
NUMBER OF ZERO ENTRIES (NON-WAITING) = 316
PERCENT OF ZERO ENTRIES = 44,0
AVERAGE NUMBER OF AIRCRAFT IN QUEUE 465

MAXINUM NUMBER OF AIRCRAFT IN QUEUE 5
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CHAPTER 4

NETWORK MODELING - NETWORK STRUCTURE, AIRCRAFT ARRIVAL
STREAMS, AND SECTOR SEQUENCES

4,1 Introduction

4,1,1 Motivation

The ATC voice communications study presented in previous Princeton
reports has concentrated on the analysis and simulation of air-ground
communications models for a single sector or sector function., The simulated
sector is excited by a stream of traffic which is generated without regard
to sector flows. Valuable insights regarding various responses such as
queuing times, channel utilization, etc., have been gained by exercising the
model in many different ways, but little consideration has yet been given
to the important transfer phenomena of some significant events, such as
traffic congestion, in a sequence of adjacent sectors. Indeed, a systematic
study of a group of sectors as a network remains to be done.

This chapter presents the results of research conducted into various
aspects of a network composed from a group of ATC enroute sectors, based upon
the New York ARTCC data file. This chapter could form the basis for a more
comprehensive study aimed at providing valuable information regarding the
interrelationships of the ATC activities among the sectors in a network which
might lead to the suggestions of methods useful for the improvement of the
communications efficiency of the network as a whole.

The selection of the enroute sectors was suggested by a number of
considerations. As a group, these sectors appear to be the most homogeneous,
in terms of the probability distributions used to describe the major
communication variables, and in the type of traffic pattern handled. The
traffic flows among these sectors are the most diffuse when compared with the
sector groups, due to the large number of paths passing through each sector.
Further, enroute sectors are felt to be analogous to oceanic sectors where
network analysis and simulations may have applicatioms. The ultimate
goal of this study is to integrate the single-sector simulation into a
general network model which will be useful for the purposesjust mentioned.

4,1,2 Scope of this Report

The three facets of the multiple-sector network on which this first
report will concentrate relate to the mechanics of flow among the enroute
sectors, The first section develops a formulation for a general ATC network



using terminology from graph theory which has commonly been applied to

ground transportation systems. The next section discusses the specifications
of traffic streams, considering sources and sinks for traffic in the network
and characterizing movement of aircraft through sequences of sectors. The
final section applies these techniques to a network of enroute sectors from
the New York data file.

4.2 Network Structure

4,2,1 Attributes of the Network

A general ATC network consists of a set of sectors’ E&, k=1,2,...,m},
each controlled by a single control position with its assigned radio fre-
quency. Aircraft move among the various sectors as permitted by geographical
proximity or functional relationship. Adopting the notation used by Ford and
Fulkerson (1962), Hu (1969), Potts and Oliver (1972), and others, the network
is defined by G=[N;A] where N is the set of sectors or "nodes'! and A is a
set of "arcs" representing feasible transition paths between adjacent sectors.

It is convenient to define # super-source s and super-sink ¢t to
represent the points of entry and exit, respectively, for all traffic in the
network., Then if (X,Y) is the set of all arcs from nodes in set X to nodes
in set Y,

A= (s, N) U@, N U®N, t)
where U is the symbol for set union.

9 For a network containing m sectors, A could contain as many as
(m“+2m) directed arcs, each representing flow in one direction between a pair
of nodes. 1In most networks, however, the number of arcs is much less than
the maximum possible since many pairs of sectors are not physically or
functionally adjacent. To specify which arcs are present in a network, a
node-node incidence matrix D of dimension (m x m) may be defined where element

1, if flow is possible from node i to node j;

i3
] 0, otherwise .

For convenience, it is assumed that all 2m arcs in (s, N) and (N, t) exist,
which does not restrict the generality of the formulation since the proba-
bility of using infeasible arcs (or the capacity of such arcs) can be set
to zero., i

4,2,2 Defining Flow on the Network

Flow over the network is defined on the arcs in A. Let f be a
real-valued function on A with dimensions of aircraft per unit time, hence-
forth called the "traffic flow rate.,! Then if the total rate of flow through
the network is F,

4=2



F= I £(s,Ny) = f(s,N). (4.1)
ngN
Equivalently,
F= T f(N_,t) = f(N,t). (4.2)
k
NkeN

Actually, (4.1) and (4.2) are special cases of Kirchhoff's flow conservation
law which states that in equilibrium the total flow directed into a node
must equal the total flow directed outward. Thus

F, if x=s
b f£(x,Np) =~ 2 f(Nk,x) = 0, if x#s,t (4.3)
Ny eN T NeN -F, if x=t.

In determining flow rates in an actual network from data collected
over a finite sample period, intuitive estimators may give rise to estimates
which do not satisfy (4.3) and for which (4.1) and (4.2) are not equivalent.

A common reason for this is unequal numbers of aircraft in each node (sector)
at the beginning and end of the sample period. In order to arrive at estimates
which satisfy (4.3), it is necessary to isolate separate streams of traffic
and to estimate the rate of flow in each stream individually, or to character-—
ize the traffic flow pattern mnre economically while generating consistent
estimates. Sections 4.3 and 4.4 discuss this problem in more detail.

4,3 Network Arrivals

4.3.1 Arrival Sources

The arrivals of aircraft to the network G are considered to be
generated at the super-source s. From s, entry to the network occurs over
one of the m arcs in (s, N). In reality, the flow through s is a super-~
position of traffic streams from many sources, such as airports in the
region or other ATC centers, Similarly, the flow through the super-sink t
is a superposition of traffic streams bound for many destinations.,

Denote the set of sources feeding traffic to the super-source by
ﬁi, i=1,2, ..., ms} and the set of sinks from the super-sink by
&j, j=1,2, ..., m_}. Then all flow through the network originates at some
s, passes through the super-source S into the network, then exits through
t"to some destination t..Figure 4.1 is a schematic diagram of such a network
with four sources and four sinks.

4,3.2 Determining Flow Rates on (s, N)

Assume that the rate of traffic generated at each source s is
Ai and that the rate of traffic attracted to each sink tj is uj. Then an

4-3
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application of the flow conservation equation requires that

m m

s t

F = 2 A = z Us (4.4)
i=1 © =1 °

where F is defined to be the rate of flow over the entire network (or
equivalently the rate of flow from s to t). From (4.4), it is evident
that the rate of flow over the arcs in (s, N) must equal both the sum
of the generation rateski and the sum of the attraction rates My

Given A, and u., it is necessary to determine each f(s, Ni) such
that the above Conservation equations are satisfied. To formulate the
problem let

= Pr (an aircraft enters the network over

P
k arc (s, Nk))

where Pr represents the probability and let

pkii = Pr (an aircraft enters the network over
arc (s, N, ) given it was generated at
source 1i).

Then ms
= . . 4.5
£(ss M) = 1 Py N (4.5)

i=1

If the selection of entry arc from s does not depend on the source at
which an aircraft was generated, then pkli = pk and

m

‘s
_ (4.6
i=1

or equivalently

F. (4.7)

£(s, N = py

The simple form of (4.7) will not be appropriate for most net-
works representing physical systems since the point of entry to the network
will usually depend on the source of the arrival. For an ATC network, many
kai will be equal to zero for positive Py simply from geographical con-
siderations. For example, a departure from an airport in the eastern part
of the region can hardly enter the network at any sector in the western
part, Thus (4.5) is normally required for specification of flow rates over
the arcs in (s, N), and all pk,i must be determined.



A consideration which further complicates the situation is that
the A{ and U . are often functions of each other. In an analysis of the
network, the "specification of sink attraction rates may be more appro-
priate to the problem at hand than specification of source generation
rates. It is even possible, as will be shown in a later section, that
some combination of the Ai's and u.'s will be given, requiring that the
others be determined. A discussion of techniques for solving this prob-
lem must be postponed until the specification of sector transition proba-
bilities is given in section 4.4.

443.3 Estimation of Arrival Rate Parameters

Assume that a given traffic stream entering the super-source s
has flow rate A. Let {A(t), t >0} be the corresponding counting process
for the number of aircraft in that stream passing a given point, such as
the point of entry to s. Such a point may have a physical meaning or
be simply an abstract reference. Then the structure of {A(t)} will be
important in determining an appropriate estimate for A. The most fre-
quent assumption, which has been applied successfully in the past for
streams of aircraft, is that of a Poisson process. Parzen (1962)
defines a Poisson process as a counting process such that

(i) {A(t), t>0} has stationary independent increments; (4.8)

(ii) for any interval (tj,t,), t,>t,, A(t,)-A(t,) has a Poisson
. . . . 2 1 2 .
distribution with mean A(t,-t,) where A is the rate of
occurrence per unit time o% e%ents being counted.

The Poisson process arises naturally in circumstances where events
occur independently and has several interesting properties. Among the
most commonly used is that the length of time between k events has a
gamma distribution with parameters (k,A). In particular, the time be-
tween consecutive arrivals (the "interarrival time") follows the exponen-
tial distribution with probability density function

f(x) = re ME

s X >0, (4.9)

A second interesting property is that the superposition of n independent
Poisson processes with rate parameters Ai’ i=1,2,...4n, is also a Poisson
process with rate parameter

n
A=) A, (4.10)

Consider the stream of traffic through the super-source s. If
traffic generated at each of the sources sy 1s a Poisson process with rate
parameter Aj and all the traffic streams are generated independently, then
the stream through s is also Poisson with rate parameter



m .
A= Y A (4.11)

Further, the joint distribution of arrivals per unit time at s from each
of the sources S5 follows the multinomial distribution

X X X
x ! A 1 A 2 'Am Ms
P(X 53X, 000X ) = = 1 2 cen |
1’72 >“m . Ix too.ox 0| ks XS _

s 1 s
S

x, = 0,1,2,... (4.12)
m i
s
where xS = X xi is the total number of arrivals at s in one unit of time.
i=1
Assume now that traffic in the network is observed during a finite
period and that estimates are desired for each of the arc flow rates f(s, N, ).

Then from (4_.5), we require estimates of the source generation rate para-

meters {Ai, i =1,2,...,m } and of the conditional probabilities p
For convenience the Xi'sscan be represented by a vector of parame%érs A
: m x1
and the conditional probabilities by a transition matrix P . All s
m_Xm

parameters are assumed to be constant over time.

Suppose that over the duration of the sample period we observe R
arrivals through s. If the sample period consists of T discrete intervals
of time, then for each arrival with entry time t » the data can be
represented by {x (t), t=1,2,...,T} where

s if t<ty and the rth aircraft

was generated at Sy

entered the network over arc
(s,N )u

We will show that the likelihood function of the parameter set § = (A, P)
given a sample X can be factored into two terms, one involving A only and

the other involving P only. The proof follows that of Duncan and Lin (1972)
for Markov chains with stochastic entry.

\ N, 4if t>t, and the r'" aircraft

For each observed arrival, no information is lost if xr(t) is
replaced by the triplet (s s Nk’ t ) Then the sampling distribution can
be written as

fa(x) = (s, N, t) = fe(N|s,t) £o(s,t)

fP(N|S,t) £, (s,t) (4.13)

~ ~



Thus the likelihood function of the parameters given X can be written

s,t %

= . o, 4.14
Lx(e) Lle,t(?) L (X ( )

If the transition probabilities pk[i are constant over time, then (4.14)
reduces to

LX(G) = LN|S(E) Ls,t(é) . ' (4.13).
The consequence of (4.15) is that the overall likelihood function
for O is maximized when maximum likehood estimates are obtained separately
for P and ). Further, the estimates of P need involve only the number of
aircraft entering each sector from each Source, and the estimates of X
require only knowledge of the time and source of each entry to s. ~

Suppose that in a sample period we observed a source-node entry
count matrix m gm with elements defined by

Cik = # of aircraft generated at source S; which
entered sector Nk'
Then the total number of aircraft generated at source s is given by
m
c. =Y e,
i, ik
k=1
and the number of gircrafi entering %Pe network over arc (s, Nk) is given by
)
c .= C,qe
ko, ik
i=1

Since the arrival streams from the individual sources are assumed to be
independent Poisson processes, the maximum likelihood estimates of the
source generation rate parameters are given by

c.

N o= L -
Ay ST (4.16)

where T is the number of time units in the sample period, a well-known result.

Now since the conditional probabilities Pk|i have been assumed to be

constant over time, then given c., , the individual transition counts Cix have
a multinomial distribution. Thus the maximum likelihood estimates are simply

5 = i G.17)

The estimate of the overall network flow rate F can be obtained using
(4.8 and (4.16), and is



m
I e
i
2 i=1 ’
= —— 4.

F 7 (4.18
which could be obtained directly by realizing that the flow through the
super-source s is Poisson with rate given by (4.11). The estimates of the
flow rates over the arcs in (s, N), using (4.5) and (4.17), are

2 o8 Sy
f(s, N, ) = —_— . (4.19)
k . T :
i=1

Since the Pk‘i are constant over time, these traffic streams are also Poisson.
The estimate of the flow rate through s is given by

m
Ag = Z A, =F . (4.20)

4,3.4 Summary

The results of this section show that under two basic assump-
tions, the arrival rates at each sector of a network can be determined from
the arrival rates at individual sources. The maximum likelihood estimates
of traffic flow rates are easily obtained from observing entries to the
network during a sample period. The basic assumptions required are:

(1) that the generation of aircraft at the sources are inde-
pendent Poisson processes;

(ii) that the probability of an arrival from a given source en-
tering a specific sector is constant over time.

When simulating the system, the number of aircraft generated at s
per unit time will have the multinomial distribution given by (4,12 with
whatever generation rates for the sources are desired. Thus only a
single generator at s is required, not one for each source, Using the esti-
mates of Pk|i from (4.17), aircraft can then be assigned to the proper
arcs in (s, N) in a random fashion. The movement of aircraft after they
enter the initial sector is the subject of the next section.

4,4 Sector Sequences

4,4,1 Definition

As aircraft move through an ATC network, they pass from sector to
sector (or from node to node) in sequences determined by their origin and
destination. In a network of many sectors, the number of possible sequences
is enormous, making the specification of the relative frequencies of all



sequences prohibitive. In order to reduce the complexity of the problem.
while stil]l maintaining the general patterns of network flow, an approach
based on Markov chains will be presented.

To state the problem formally, let {sn(k), k=0,1, 2, ...} be the
sequence of sectors through which the nt? aircraft in some index set passes,

where

. th . .
<( i, if the n~ aircraft is a departure

Sn(o) = from the ith source
r, if the kth sector entered by the
sn(k) B nth aircraft is sector r
1 <k<m
- = 'n
s (k) = [ j, 1if the nth aircraft is an arrival at
n <[ the jth sink
k >m
n

where m; is the number of network sectors in the sequence for the nth aircraft.
Then the m nodes, mg sources, and my sinks can be considered to be

states of a Markov chain of unknown order from which {s (+)} is one

possible observation. n

It will be recognized that the nodes and sources are transient
states, while the sinks are absorbing. Further, the nodes form a communi-
cating class, accessible from the sources, but the sources (non-return states)
are not accessible from any states in the chain.

The characterization of the sequences will thus involve state trans-
ition matrices of very special form. While all sequences begin in one of
the source states, the probability of ever returning to those states must
be zero. 1In describing the .sequences, we state first the initial dis-
tribution of Sn(O) and then discuss the state transition probabilities.

4ob4,2 Initial Distribution of s (0)
n

The intial distribution of Sn(Q) has parameter set

Al AZ Ams

")\—’ )\_'s .”’T— ’

S S S

a =
where
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(4.21)

>1 >
[N

Pr(s_(0) = 1)
m s
s
and ) Ai = AS. Thus the relative generation rates at the sources deter-
i=1
mine the probability distribution for 8 (0) in a natural way. Further,
the properties of the Poisson model for source generation streams ensure
that successive observations of sn(O) for n=1,2,..., will be independent.

4.4.3 Transition Probabilities

If the sector sequences {sn(')} can be regarded as realiza-
tions of a Markov chain of order q, then the distribution of sp(k)
depends on the past history of the sequence only through s (k~-1),

s (k-2), ..., and s (k-q). More explicitly, let
Py = Pr(s (k) = j) } | (4.22)
= = 1 - = 1 .2
Pyj = Pris, jls, (k-1) = 1) (4.23)
and Prij = Pris (k) = jlsn(k-l) =1, s (k-2) = h) . (4.2%)

A}
Then 1f the sequences are zero-order Markov chains,

pi = pij = phij' ) (4-25)
For first order Markov chains,

p; # Pij = Phij. (4.26)
For second-order chains,

Py # Py # Phij * (4.27)

The extension to higher orders is direct.

In studying sequences of sectors, it is therefore necessary to
determine both the order of the chain and all relevant transition probabili-
ties. ThlSlls m?ﬁt ea31ly handl?d by defining a series of transition
matrices p( ) ) .. where p the "q-step transition matrix')
has element

Pij = Pris_(k) = jlsn(g-q) = i} (4.28)

[
=
-
no
-
.

q

For a zero-order Markov chain, - (4.25) can be expressed by

p(@ - (e, 1, ®, =7 .

For first-order Markov chains, a consequence of (4,26) is that

p{ = pMqa (4.30)

4-11



For second-order and higher Markov chains, no such simple representation .
is possible.

For an ATC network, it is instructive to determine what elements
of the one-step transition matrix p are non-zero. Figure 4,2 shows a
sample network with two sources, two sinks, and five interior nodes. The
location of all non-zero elements in the corresponding one-step transition
matrix is shown in figure 4.3. The matrix has been partitioned into
nine sections for ease of interpretation. The following observations are
important:

(1) Since all flow from the sources and to the sinks is
uni-directional, all elements in sections (i), (iv),
(vii), (viii), and (ix) are zero. The same is true
for all higher-step transition matrices.

(2) Since all flow in the network passes through at
least one interior sector, all elements in section
(iii) are zero. This is not true in higher step
transition matrices. In fact, for large q, the only
significant non-zero elements will be located in
section (diii).

(3) Since transitions from any state to itself are
not allowed, all elements on the main diagonal
are zero.

(4) Since the interior nodes of the network allow
flow in both directions between adjacent pairs,
the non-zero elements in section (v) are sym-
-metrically located about the main diagonal.
This would not be true in general for all
ATC networks.

The one-step transition matrix is closely related to the node-
node incidence matrix D defined in section 4.2.l. The number of non-
zero elements in the matrix is simply the number of arcs in the network
and the location of the non-zero elements in section (v) is equivalent to
the location of 1's in D.

Higher step transition matrices determine the accessibility of nodes
in the network from each other. Since all flow originates at a source and
ends at a sink, the only elements of the matrix which do not converge to
zero as q becomes large are those in section (iii). Let the limiting values
of the elements in section (iii) be given by

e,. = lim p(q) : (4.31)
ij . .t
g "1y
i=1, 2, ..., m_

i=1, 2, ey m
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Then the sink attraction rates are related to the source generation rates

by o
S
.= ) A e, (4.32)

i ij

To prove (4.32), sum both sides over all sinks, giving
m m m
T
. = A, e...
j=1 7 i1 o121 20 H

Exchanging summations on the right,

Tt Ts Tt
) My = ) A ) e. ..
=1 i=1 R &
n =1
t .
Now Z e;: = 1 for all sources i, so that
=1
m m
t - s
z 11‘.‘ = z )\i .
j=1 ] i=1

But from (4.4), the sum of sink attraction rates and the sum of source
generation rates are both equal to the total flow rate over the network,
so that (4.32) must be true.

The importance of (4.32) is that if the e;; are known, then
knowledge of the sink attraction rates is equivalent to knowledge of
the source generation rates. Thus the problem mentioned in section 4.3.2
of knowing some 1's and some A's (together with the eij) will give an
inconsistent solution to (4.32) except in very special circumstances.
Luckily, one such circumstance which arises naturally for an ATC network
is where all p's and A's refer to distinct streams of aircraft. A

practical example of this is discussed in section 4.5.6.

L4oh.4 Estimation of Transition Probabilities

The estimation of transition probabilities in Markov chains has
been studied in detail by Anderson and Goodman (1957) and other authors.
Their results are applicable to the analysis of sector sequences with only
minor modifications. '

Suppose there are available records of c independent sector
sequences, each assumed to be a random observation from a qt order Markov
chain with M states. Let n,, be the number of times an aircraft enters

state k from state j, nijk e the number of times an aircraft enters state

4-14



k from state j having entered j from state i, and so forth. ‘Equivaleﬁtly,

c mn
n, =} 1 I (s (m) (4.33)
n=1 m=0

where Ik(x) is an indicator function such that

1, if x = k ;

Ik(X) =
0, otherwise.
Similarly,
Cc mn
n, = J ¥V I, (s (wl), s (m) (4.34)
ik 2y =1 dkm k

where 1., (x, y) is a two-dimensional indicator function which is equal
to one 1f x=j and y=k and zero otherwise. Generalizing in a similar manner,

Cc m
n

L nzi mZZ Iijk(sn(m—Z), s _(m-1), s_(m)). (4.35)

Assuming stationary transition probabilities, Anderson and Goodman
show that if the Markov chain is first order, then the nsp form a set of
sufficient statistics for the state transition probabilities. For a
second order Markov chain, the n,. are sufficient. The results can be
generalized to higher-order chains.

The maximum likelihood estimates of the transition probabilities
depend on the order of the Markov chain. For a second-order chain, s,(0)
and s;(1) are assumed to be nonrandom, while sn(k), k >2, are assumed
to be random variables. Then the maximum likelihood estimates of (4.24),
(4.23) and (4.22)are given by

n,.
A~ - ijk
pijk m (4.36)

(4.37)

>

jk M
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=

>
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=
=
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Notice that since sp(0) and s_(1) are assumed to be nonrandom, the
estimates of the transition p%obabilities involve summations over n,,

i
rather than using njk and n directly (the results are not equivaléngk.

It should be remarked that a second order Markov chain of M states
can be reformulated as a first-order Markov chain of M? states by defining
a state in the new chain to be a transition between two particular
states in the original chain. This is equivalent in network terms to
considering the arcs of the network to be states rather than the nodes.
The increase in number of states is in practice much less than a factor
of M since many possible arcs do not exist. TFurther, the one-step
transition matrix of the new chain has many zeros. This change of
formulation is illustrated in detail in section 4.5.4.

4,4,5 Determining the Appropriate Order of Markov Chain

Using (4.37) and (4.38), a likelihood ratio test was derived
by Anderson and Goodman (1957) for testing the null hypothesis that a
first-order Markov chain is sufficient to characterize a set of obser-
vations against the alternative of a second-order chain. The test cri-
terion is

A n
M P. ijk
A N L . (4.39)
1,3 =1 pljk

Then if the null hypothesis_is true, the quantity -2 log) has an asymptotic
xz—distribution with M(M-1)“ degrees of freedom. Similar tests, were

given for testing the null hypothesis that a chain is of (r—lft order
against the alternative that it is of rth order. If some of the p:k are
known a priori to be zero, then the degrees of freedom should be aﬂjusted
downward appropriately.

This technique can be applied effectively to ATC sector sequences
only if the number of sectors is small and the number of observed sector
sequences quite large. For other situations, a graphical technique based
on information theory given by Chatfield (1973) (which can be related to
the likelihood ratio test) is all that the data will support. The
technique involves plotting the '"conditional uncertainty" remaining in the
data as successively higher order Markov chains are entertained.

The concept of conditional uncertainty is defined via Shannon's
measure of information. ®Given an event with M mutually exclusive and
exhaustive outcomes, each with probability p, (k=1, 2, ..., M), then the
average amount of information provided by one observation is given by

M
H=E(-log p) = - ] plogp,. (4.49)
k=1

4-16



Similarly, the average information about pairs of successive events provided

by a single experiment is given by

M

M
H(pairs) = - .Z Z pjk log pjk' (4.41)
j=1 k=1

The difference between H(pairs) and H is

H2 = H(pairs) - H » : (4.42)

termed the average conditional uncertainty about an event given the
preceding event. The concepts are easily extended to determining H_,
the average conditional uncertainty about an event given the two pre=
vious events and so forth.

The information theory technique for determining the order of a
Markov chain involves plotting consecutively the average conditional
uncertainties ahout an event given no knowledge of the previous event,
given knowledge only of the previous event, knowing the two previous events,
and so on. The resulting sequence {log M, H, H2, H,, ...} will be monotonically
decreasing, and its structure will help to indicate™the order of Markov
chain appropriate.

In order that the estimated conditional uncertainties will add
together in the appropriate manner, it is necessary to first determine
how many values will be required, and then to determine all estimates from
sequences of the same length. For example, if the chain is thought to
be of second order, the first conditional uncertainty expected to be
.insignificant is that involving two previous events, H3. Wishing to plot
values up to Hy, it is therefore necessary to compute n s and estimate
the conditional uncertainties using summations involving Dike The
analogy with the maximum likelihood estimates in section 4,44 is direct,
treating the first three events in the sequence as nonrandom. This technique
is illustrated in more detail in section 4.5.5.

Loh,6 Summary

The use of Markov chain models to characterize sequences of sec-
tors over which aircraft pass provides a convenient formulation for traffic
through ATC networks. It eliminates the need to specify the relative
frequency of all possible sequences while maintaining the basic integrity
of streams through the network. The estimation of transition probabilities,
together with estimates of traffic generation rates of the sources to the
network, completely describe the passage of traffic through the network on
a sector-to-sector basis. Sector transit times and resultant network transit
times will be considered in a future report. ’
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A further note is appropriate about the likely order of Markov
chain needed to describe sector sequences. It is obvious that since
aircraft are unlikely to return to sectors from which they have just
departed, first order Markov chain models will not be appropriate. The
second-order model, however, would be sufficient to preserve straight line
streams through individual sectors and might well prove adequate to des-
cribe the important aspects of the network flow patterns. Higher order
models would probably- gain little in terms of reality while sacrificing
much in terms of simplicity and reliable estimation. Only very extensive
data samples could clearly support models of higher than second order.

It thus remains to apply these techniques to an actual ATC network.
The following section makes use of a data sample from the New York
ARTCC which has been analyzed extensively in Hunter et al. (1973) and
Hunter et al. (1974). The applicability of the methods to this point
will be readily apparent.

4.5 Analysis of the New York Enroute Network

4.,5,1 Network Structure

The New York enroute sectors consist of 32 control positions:
9 high altitude enroute (HI) sectors, 11 low altitude enroute (LL)
sectors, and 12 low altitude transitional (LT) sectors (see table 4.1).
These sectors cover a geographical area consisting of the entire states of
New Jersey and Delaware and parts of New York, Pennsylvania, Connecticut, and
Maryland (see figure 4.4). The relative position of the various sectors can
be seen in figures 4.5 and 4.6, The HI sectors control traffic at and above
24,000 ft while the LE and LT sectors handle traffic at altitudes of less
than 24,000 ft.

In describing the network of enroute sectors, there are m=32 nodes
plus a super—source and super—sink. The node-node incidence matrix b, dis-
rlayed in figure 4.7, indicates 152 arcs between sectors in the network.

With an additional 32 arcs in (s,N) and 32 arcs in (N,t), there are 212 arcs
in total (of a possible 1088).

There are 12 airports in.the region covered by the New York
enroute sectors which contributed at least five aircraft to the network flow
observed during a 2 -hour sample period. These airports are listed in
‘table 4.2 with the number of arrivals and departures observed through the

network. These airports are commonly referred to by their standard three-
letter codes.

Figure 4.8 illustrates the general flow of aircraft through the net-
work., From the data base, it was possible to distinguish four classes of
traffic:



Table 4.1

Identification of N.Y. Enroute Sectors

Sector # Sector Sector Ident.
Type Code
451 LT R 5 ESR
453 LT R 7 (010)))
454 LT R11 ©  SBJ
455 LT R12 ARD
456 LT R15 COL
457 LT R16 COL
458 LT R17 71D
459 LT R23 BDR
460 LT R24 RVH
461 LT R25 SAX
462 LT R27 HPN
463 LT R28 HPN
464 LE R 2 ABE
465 LE R 3 SEG
466 LE R &4 HAR
467 LE R 8 CYN
468 LE R 9 SBY
469 LE R18 7HP
470 LE R20 IPT
471 LE R21 BGM
472 LE R26 STW
473 LE R29 HUO
474 LE R30 IGN
475 HI R1 PSB
476 HI 10A CYN
477 HI 10B SIE
478 HI R13 ARD
479 HI R14 HAR
480 HI R19 HUO
481 HI R22 CMK
482 HI R35 7HP
483 HI R36 JFK
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Figure 4.5 New York ARTCC Sector Control Boundaries— High Altitude (4/19/68)
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Figure 4.6
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New York ARTCC Sector Control Boundaries — Low Altitude and Low Transitional(4/19/68)
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(1) aircraft departing from airports within the region covered
by the New York enroute sectors and bound for destinations
beyond the network boundaries;

(ii) aircraft arriving from outside the region and bound for air-
ports within the region;

(iii) aircraft both departing from and arriving at airports within
the region; ‘

(iv) traffic passing through the enroute sectors which were neither
arrivals nor departures from airports in the region.

Table 4.2

Traffic from Airports within the New York Region

Airport Code Departures through Arrivals through

/ enroute network enroute network
1. Newark EWR 53 40
2, John F, JFK 52 64

Kennedy
3. LaGuardia LGA 58 56
4. Philadelphia PHL 36 40
5. Atlantic City ACY 9 5
6. Wilmington ILG 5 9
7. Wilkes-Barre AVP 3 2
8. Binghamton BGM 3 5
9. Harrisburg HAR 12 0
10. Allentown ABE 8 3
11, Elmira ELM 7 3
12. Westchester HPN 7 11
253 238
Table 4.3

Traffic Breakdown by Class
No. observed
in sample period

(i) Source in N.Y, region 237
(ii) Terminus in N,Y. region 222
(iii) Source and terminus in N.Y. region 16
(iv) Through traffic 90
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Figure 4.8 Schematic Diagram of Enroute Network Traffic Flow



A breakdown of the traffic observed during the sample period is given

in table 4.3. Of the four classes, (i) and (ii) make up the bulk of the
traffic observed., Class (iii) appears to be of little significance in
determining total flow.

Appendix 4~A describes the tabulation of traffic in the enroute
network during the sample period. Each aircraft is classified as a
departure from an airport in the region, an arrival to an airport,
through ~ traffic, or unidentifiable because its sector sequence was
incomplete at the end of the sample period. Those 16 aircraft
which both arrived at and departed from airports in the region are
classified as departures but indicated by asterisks.

The count of all transitions between the sources, sinks, and nodes
of the network is presented in table 4.4. The form of the table is that
of a one-step transition matrix as discussed in section 4,4,3, only
transition probabilities have been replaced by the counts n, .. For a
first-order Markov chain, the table gives all the informatidn needed to
estimate transition probabilities.

4.5,2 Modeling Network Arrivals

To apply the techniques of section 4,3 to the N.Y. enroute net-
work, it is necessary to show that the streams from each of the sources
to the network are well-represented by independent Poisson processes and
that the conditional probabilities of an arrival entering over any of the
32 arcs in (s,N) given its source remains constant over time.

For purposes of analysis, it is convenient to consider 25 sources
of traffic. Twelve of these sources represent departures from airports
in the region. Another 12 represent the attraction of aircraft to
.each of the airports in the region. The final source represents all
through—-traffic.

It is reasonable to assume that if any of the traffic streams
from the various sources deviate greatly from the structure of a Poisson
process, it is likely to be those of the major airports (EWR, JFK, LGA,
PHL) where scheduling of the heavy traffic may reduce the variance of the
interarrival or interdeparture times., It is important to recognize that
the structure of the streams is relevant upon entry to the enroute net-
work, not upon takeoff and landing. For the departure streams, this
requires looking at the streams as they leave the radar departure controllers,
The arrival streams are harder to identify upon entry to the network since
they originate through many arcs in (s,N), but it is reasonable to assume
that if they appear to be Poisson upon leaving the network and entering

4=26



53
52
58

TCTAL

cod MmN e MmN NV ONRR MMOCNNT o NG o N e N oew
~ - [ VRN VIR T o B~ S BN QM N TN o0 T~ i Falit JEVATN N oAl To BN ¥ R N S o IR~ i Lo BRVSTRV - SEVOAN « IR T ol e~ 8 B
™

T C OO0 00O CCCUCMUCOOCCOrOoDOoOC OO0 MOoO oo oo oCo
—

0
0
0
0
)
0

SCOCO O

0
0

cCOoOrR O COCOoCOoOONDOCOC:T

a
0
0
0
1
0
0
0
J

CCOODTOOLDDN0 COCDIOIOOCOCODOTCTOOTTODOCOODINCOQROON

COCOoOOOOoOCOCD

n
0
D
0
0
0

Counts of Departures, Arrivals and
0

Transitions in New York Network

COLo00 VLD UMOOCLODLILMDODNODOIOOODOOM™

OO0 OO NODOroCOOO™

Table 4.4

0

0

B0 479 471 472 473 474 475 476 477 478 479 480 481 u82 483

—

o

20

25

CrmrCOoOCoODOCOoOCO oL OO oo CC o CrmONOT O
- -—

[«NoNoRel COODCOO0OOCrCCOOOO:"

Q
0
0
0
0
0
0

SO O

22

COODODCOCOoOOTC MO0 OO o ONMOOO0CoOc oo
-

cCcCocoCchoococOoOoooco oo CcoCcoOr oo

o~
OCOHODOOC OO rO OO COC o ODODES T O DCON DD T DA -
o o
COOO0COCOO QOO "0 OoOCcoooCTODOoCoDIZICOoOocoooau o oc oo
o -

DO O

10
1
8
0
¢
3

COMODOOONMO D FDODOOO
-

0
1
5
J
0
0]
O
0O
9]
1

OO LOMOONTCHHRODOLOLVOTDODTNOIUVC OO DVDOC
—

D AMODO DDA N eI DO T DTN N TOD D Y AT Y DY T D
— —

CoOC o CTCOC DU C OO0 rODOIITC e OO CCOOCOCCOoOCC o C QoD
(S-S AN VI S N S-S S I - VOOl VI o oo B o o R e s T~ SN TQIRVE o SECHIN o A B AT SN gVl ol S SR
R R R S reRreT B el e W UAN TS TR T o N Vo B U AT O DA C A oI « BN GREV S B N VN o S Yo Rl I St U o o T we S N
Ol T AT P I TT IS T

1
206

S6H
€6 63 45 64 38 52 35 S0 72 57 16 34 2126
4=27

46

0
25

41
3qQn

TOTAT



Counts of Departures, Arrivals and

Table 4.4

(cont.)

Transitions in New York Network

mMoOOQCeeCcNQCOCQCOC®

ELM HPN 000 451 45

K LSA PHL ACY TI1IG AVDP BGM HAR ABE

EWR JF

COONO

COO0ODOO0OO0OOOCCc OO
o

[oNoNoNeNoNoNololeNoNal. Reial

0
0
0
0
0
0
0
0
0
0
0
0
0
0

COCO0CO0OQCOOCOOOOOO

COO0O0OCOOCCOODOOO

[eNoNoNoNeoNoNoleoNoNoNoNoloNe]
CcooCcOoCoocoO0oOoCCcT
COCOQCOQROQCOO0OC OO«
[ NoNoNeNoNoNaoNoNeNeReNoReNo
QOO0 OOQO

]

QOO QOO OWO

o~

[pReReNoNoNoNoloNoleoNoNoleNoNalal NolsNoNeNoNoNalNeloNoNoNoRoN o)
-

QOO O0ODDO0OO0OOD0 0O

NOMANODOOOCODroOoOmOOCLOOOOOQCOOCOOOOOOC©
o™~

OO IM O NMNM NN O = T o 0N
- - - - -

- M MmO I~ A~
- - - - L ondi gl oV - 3

23

COOC00O0O0ODDOOLOCOOOCOOOOUVLMOOOOOONDO
COCOO0O000O0CO0000COONr00O00O00O000O00
OO0 C OO0 ONOCOCeCOCro0oo000000 O
CCOoOCOOCOODOLOOCOOCDOCOoODCOQOCOODOOO
CO0O0O0O0CO0O00O0O0OD0OOOONOOO0OOOOCOOOD
CCOO0 00O CDOOCrOOOONOCORCOTC O
FC 000000 COCOOrNro0000CCO0O0O00O000O0
FOO0ODOPOO00O0O0OOOMroOROOOOCOORO0OD
N~ OOCOO0OO0OCO0ODDOOWOOODOCOOCOCOOCOOOROD

o

OCEmMOVLOLCOOOD OO0 Oer-rODOODDQOAA O

- - -—

™ o~

ag}

BWR
JFX
LGA

DHI,
ACY
ILG

AVP

BGM
HAR

ABE
ELM

HPN
000
451

MO CCr NI O T COTNMNMINNO OO M
(o NT N IT S W T T o Ty WV lIV. VRN« IV IV« Vo V. IRV IV I Sl SO SN A O i o a2l s - ol - i < oMo g
T ITIITIIITITTITIITITIPIIIITIIIIITTY

11 373 59 56

3

64 56 40

40

TOTAL

4-28



Counts of Departures, Arrivals and
(cont.)

Transitions in New York Network

Table 4.4

VOO CODLWOLCOODOOXLOOCOOOLOTOOLLCOCOOQLITOOOCCOLROCOOOTOOOCO~C

-—

DO CTOMOCOOOQCO QT OMOCOD VOO CDODOODOr g0 OO NOOOOpC
- L od

OO OO0 COO YR rO D0 COO00O0 I rOOoO0COCO0OANOOVOOnO
Lad L and

0
0

DO DO vrO 0000000 CO0CO00D MO CCO Yoo OO D
L

0
0

o

0
11

OO0 ODVDOOOCOVrODOOCOOOOOTTrOOQCOOCOOQCOT OrcOoOCCOIFIOO
o~

0
3

TNOOQOOODCOO0OOMC OO0 OCONOOOOLCCOOTCTCTrNOOQDOOODOONOO
o

10
0

0000000000200000001003“10000000000000000000
o~ e

0
0

- - -

0
3

L OO CCODCOTNOOCOOODCOoOONOOCCOCCCOOLCOLOCDCOOOrOCO
-

0
31

QOO VOOOOTOOO0O0OOCDOTTCOOCPOFITAMNROCODOLOCOLOOCOOOMO

0
0

QDm0 QOO0 TO NN DO ODODOCONODODNOCOQLOODODOOOCODOOD

—

0
0

.UOOOOOOOOAUOO?*U.0012005000000000000PJ010000000
- (o

9

- —

454 455 456 457 458 459 LU60 LUART1 U622 U463 UBY UAS UBH UBT Ub

O C DO O C D CNO OO CCCO RN COCOOCOOCCCOC e COODOoOQO0O
— - o~

X = IR EOMMEZ2Crn3 o TC e N 0 TSN IO OO ey m™
< LA Sall« o PR B L 2 s B I « W o B T W TN T N [ Yo T MTo I Vo SEVO IV BAN RV o SRV IV IRV VR o BV ol S ol SN oS o S o o o S > S » ol o>
S i N AN OIS IT TSI TS

31 49 51 42 51 72 27 56 56 39
4-29

49

41 45

53

TOTAL



the radar arrival controllers, they are likely to be Poisson at their
original entry to the network.

Figures 4.9 = 4,16 are histograms of the empirical interarrival
time distributions for the departure and arrival streams at the four
major airports. If the underlying streams are Poisson, then the inter-
arrival and interdeparture time distributions should be exponential.
Table 4,5 lists various statistics calculated from the empirical distri-
butions. In judging whether the distributions are exponential, one
should remember that the mean and standard deviation of the exponential
distribution are equal.

Since we observed the traffic streams over a time period T of
2 hours at intervals of 1 second each, it is best in estimating the
flow rate parameters to use (4.16), the number of events observed divided -
by the length of the sample period. This estimator is known to be the
minimum variance unbiased estimator for a Poisson distribution, satisfy-
ing the Cramer-Rao lower bound. Table 4.5 includes these estimates for

A with the appropriate upper and lower 95 per cent confidence limits given
by

_ 1.2

2)\2 =5 X 2n,0/2 (4.43)
-1 2

R 2(n+l), 1-a/2 (4.44)

where n is the number of events observed in the 2 -hour sample (Johnson
and Kotz, 1969). For x>100, the normal approximation to the x? - distri-
bution was used.

In testing whether the arrival and departure traffic streams
might be reasonably represented by Poisson processes, goodness—-of-fit
tests were performed on the empirical interarrival and interdeparture
time distributions against hypothesized exponentials, The first test
performed was a chi-square goodness-of-fit test, based on the classes
represented in the empirical histograms (with an open class to the
right beyond the fourth or fifth interval of 60 seconds). The
test statistic calculated was

2
k  (N,-E,)
2= 7 —% (4.45)

i=1 B

where N, was the observed number of interarrival times falling in each of
the k classes and E, was the expected number given that the true distri-
bution was exponent%al with parameter A. 1If the null hypothesis is correct,
then xz will have a chi-square distribution with k-2 degrees of freedom if

A is estimated from the grouped data (the estimates obtained from the
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Statistics for Arrival and Departure Streams at Major Airports

Departure Streams:

No. of .

Terminal Departures A

EWR 57 28.50

JFK 55 27.50

LGA 60 30.00

PHL 49 24,50

Arrival Streams:
f- Terminal No. of u

w T 7 Arrivals
O P A———

EWR 59 29,50

JFK 76 38.00

LGA 65 32.50

PHL 60 30.00

(1) Approximate
95% Conf.Limits

A A
2 u
21.47 36,80
20.60 35.67
22.78  38.49
18.13  32.39

95% Conf.Limits

Table 4.5

in the New York Region

ulower uupper
22.34  37.93
29.83 47,44
24,97 41.30
22.78 38,49

(1) 1In aircraft per hour

(2) 1In seconds

(2)
Interdeparture . 1 ]
Times D Do =.10 D o=.05 D a=.01 A X2 d.f
- n n n n
X s
* -
126.86 88,80 . 1495 .1271 1404 .1656 133,458 5.350 4
131.20 123.87 L1311 L1294 .1429 .1685 123,356 5.489 3
*
119.41  91.09 .1336  .1239 .1368 1614 114,223 12,735 * 3
146,96 130.40 1321 L1371 .1514 .1786 150,328 3.170 4
Interarrival _ _ _ “ 2
Times D p @ +10 p 0=s05 4 0=.01 wl X d.f
- n n n n
X S
121,38 112,37 .0727 .1250 .1380 1627 121,204 1.776 3
93.79 97.56 .0865 ,1101 .1216 1434 91.443 4,877 4
111.81 90,68 .0798 .1191 - .1315 .1550 114,529 2,603 4
111.46 109.94 .1066 .1239 .1368 .1614 109.492 1,074 3

*
Significant at <« .05

*
Significant at o= ,01



actual data values are "super-efficient" and could give misleading
results). If 0=X <X <..;<Xk_1<w are the dividing points of the k
classes (for thisoéx%mple,'0.0, 59.5, 119.5, ... ), Johnson and Kotz
(1970) quote a result from Kuldorf (1961) that the maximum likelihood
estimator for A is given by the unique solution to

k=l N, (X=X, ) = 0 ., (4.46)

1

Ni¥io1

Il 180

1=le X(Xi—Xi_ ) i=2

1

Solving (4.46) numerically, the estimates A can be used to calculate
E, and to obtain the solution to (4.45). Table 4.5 includes the values
o% x2 from this procedure. Only one departure stream and no arrival
streams showed significant lack-of-fit at the a=.05 significance level.

The second goodness—of-fit test performed was a one-sample
Kolmogorov-Smirnov test. This test compares an empirical distribution
Sn(X) with a hypothesized distribution F(X) using the statistic

D= S;p {|sn(x) - FX)|1. (4.47)

When F(x) is exponential but the parameter A is unknown, then Monte Carlo
studies have shown that the standard tables for the critical values of D
are extremely conservative. Lilliefors (1969) in a Monte Carlo study
suggested that values obtained from standard tables such as Massey (1957)
for 0=.20 were approximately o=.05 critical values when A was estimated
from the data. For sample sizes over N=30, he notes that appnroximate 5
per cent critical values are given by D,=1.06//N, 10 per cent values by
.96//N, and.1 per.cent values by 1.25//N.

Comparing these critical values to the values of D calculated for
the arrival and departure streams, no arrival streams appegr to be sig-
nificant at o=,10 or lower, but one departure stream is significant at
a=,05 and three at o0=.10,

The various tests conducted indicate that the Poisson model for
aircraft arriving at the major airports is adequate but that the model is
slightly questionable for the departure streams., The small size of the
samples, however, makes 1t difficult to determine an alternative represent-
ation for the streams, Further, the magnitude of the scheduling in the
departure streams, which reduces the variance of 1nterdeparture times, will
have only a negligible effect on the streams over the arcs in (s,N) which
handle some fraction of the aircraft from several sources, These streams
are considered fiurther in sectdion 4,5.3.

The assumption that the streams from the various sources are
independent is more difficult to test. However, there is no convincing

4=40



reason why the streams should be dependent, at least under the assumption
of constant traffic generation and flow rates. 1In fact, the real value

of the model lies in being able to manipulate the various source generation
rates separately. A more serious question of independence arises in
section 4.5.4.

4.5.3 Modeling of Traffic Entering Sectors

The streams of traffic entering the network over each of the arcs
in (s, N) are wunder the assumptions of section 4.3, Poisson processes.
The maximum likelihood estimates of the flow rates f(s, N, ) from (4.19)
are simply the total number of entries to the sectors div&ded by the
length of the sample period. Table 4.6 gives the number of entries
observed in a 2 -hour sample and the corresponding flow rate estimates

for each of the 32 arcs in (s, N).

It was argued in section 4.5.2 that the effects of scheduling
in the departure streams would no longer be apparent in the streams
entering the sectors of the network. In order to test this conjecture,
the empirical distributions. of interarrival times to the 32 sectors of
the network were tested against hypothesized exponentials with the
parameter dstimates in table 4.6. Using Kolmogorov's statistic D_ with
the adjusted critical values of Lilliefors (1969), it was found that of
28 sectors with greater than five arrivals during the sample period, 2
were significant at the o=,01 significance level, but the other 26 were
within the 90 per cent confidence limits for the null hypothesis.
Since occasional significant values will occur even if the null hypothe-
sis is correct, the overall conjecture that the streams over the arcs in
(s, N) are Poisson appears to be fairly adequate and will be adopted.

4,5,4 Source-Node Transition Probabilities

Once the streams of traffic through the network have been
identified and the flow rates estimated, all traffic can be considered
to originate at the super-source. Under the assumptions of section 4.3,
the flow through s per unit time will have a Poisson distribution with
rate parameter equal to the sum of the individual stream parameters.
Conditionally on k arrivals at s in a given interval, the distribution
of the k aircraft over the various sources will have the multinomial
distribution of (4.12).

In detérmining where arrivals at the super-source actually enter
the network, it is necessary to estimate source-node transition proba-
bilities Py |4 defined in section 4.3.3. It will be recalled that the
estimates of lﬁe source-node transition probabilities are given in (4.17)
to be . c.

o= ik
pk'i c, ’
i



Sector

451
453
454
455
456
457
458
459
460
461
462
463
464
465
466
467
468
469
470
471
472
473
474
475
476
477
478
479
480
481
482
483

Table 4.6

No. of arrivals f(s,N

Test Statistics for Poisson Arrivals at

Enroute Sectors

28
32
20

32
28
18
33
28
12
11
12
36
34
27
10
20
22
27

21
31
24
13
22
26
17
28

13

e =
] L ] L] L) L] L[] L[] L[] L[] L] L] L] [ ] L] -

=

el e el
] L] L] L] L[] L ] L] L ] L ]
MOOUOOULOULTULOULOODOUMODOOULODUDODUO UIO OO

e el
OB PO WHONUOFAWHOUWNOOAURRERORONHOHO O &
L ] L ] L] ] L[] *

f(s,qk) is in aircraft/hour

X, S

given in seconds
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Interarrival times

X

S

262.6
226.7
349.7

225.8
254.6
402.3
220.7
258.3
474.5
541.4
538.5
276.0
206.8
267.8
730.6
336,5
300.9
253.2
915.4
306.1
224.9
282.0
554.5
301.0
251.4
428.4
251.4
638.3
531.7

249,6
217.6
219.4

170.8
282.5
350.4
145.9
192.1
568.9
665.9
459.9
241.6
218.9
284.2
619.1
385.2
257.7
197.0
944.,4
304.7
198.6
236.7
633.9
373.2
217,2
487,2
255.6
529.6
346,9

K&

0.1344
0.0844,
0.3039

0.1554
0.0609
0.0963
0.1655,,
0.2580
0.1824
0.2029
0.1490
0.1525
0.1428
0.1332
0.1937
0.1422
0.1495
0.1152
0.2202
0.1662
0.0667
0.0860
0.1772
0.1737
0.1159
0.1262
0.0973
0.0789
0.2185

stat,sig. at a=.01



where cy is the number of aircraft generated at source i during the
sample périod and c,. is the number of aircraft generated at s, which
entered the network1§hrough sector N.. Table 4.7 lists the estimates
of Py ly obtained from the number of aircraft at each source which
enteri& each sector of the network.

The assumption that the transition probabilities are constant
over time can be tested in part by determining whether the selection of
sectors entered by aircraft in a source stream are independent or whether
some attempt is made to alternate the sectors entered. This is related
to the question of independence among the traffic streams entering nodes
in the network and requires a more detailed look at individual sources
of traffic.

The most likely areas in which the streams would fail to be
independent is where several LT and IF sectors are fed by the same
departure controller at a major terminal. The following sectors fall
into such a category:

From EWR 454,461,472
From JFK 458,463 ,0thers
From LGA 459,461,462
From PHL 451,467,others;

If the transition probabilities are constant over time, then the
probability that any given exit will go to a selected enroute sector
would not depend on the sector to which the previous exit was directed.
For example, consider a departure controller feeding three enroute sectors
labelled N., N, and N_,. Now let p. be the unconditional probability that
a given exit ffom the aeparture sector enters the jt enroute sector, and
let p,, be the conditional probability of entering the jt enroute sector
givenléhat the last exit entered the it! sector. Then if the selection
of enroute sectors is independent,

P. = P. o (4.48)

The problem of testing whether (4.48) is true is similar to that
encountered in the analysis of Markov chains in determining whether
successive events are independent. Using the notation adopted by Chat~
field (1973), let n,. be the number of times an exit to the jth sector
was followed by an &it to the jt sector., If as is often done in testing
random numbers, the process is made circular by considering the last exit
to be followed by the first, then estimates of pj are given by

L n,, '

N 1 1] .

p, = — (4.49)
1 N
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EWR

JFK

LGA

PHL

ACY

ILG

AVP

BGM

HAR

ABE

ELM

HPN

000

Table 4,7

Estimates of Source~Node Transition Probabilities

| 463

451 | 453 | 454 | 455 | 456 | 457 | 458 | 459 | 460 | 461 | 462 464 | 465 | 466 | 467
» .339 .189
.596 |.058 .058 |.211
.276 .345 |.379
.611 |.028 .028 ,028 .305
L111
- 400 .600
.167 {.083 {.750
1.00
571 429
.0161{.0751!.0054| ,0080 .0027|.,0027].0134].0483}.0054 .0027 .0268].,0429.0509
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JFK

LGA|

PHL

ACY

ILG

AVP

BGM|

ABE

ELM

HPN

Table 4.7

Estimates of Source—~Node Transition Probabilities (cont,.)

000

468 | 469 | 470 | 471 | 472 | 473 | 474 | 475 | 476 | 477 | 478 | 479 | 480 | 481 | 482 | 483
472
.077
.889
1.00
1.00
714 | .286
.0483] .0161} .0295] .0456] .0054| .0134] .0563 .0831].0643| .0348|.0590] .0670!.0429|.0777!.0214}.0348




where the total number of exits is

N= ¥ 2 n,,.
. . 1j.
i ]
Then if successive exits are independent, the expected number of times an
exit to sector i will be followed by an exit to sector j is

ey3 TN PPy (4.50)

Using (4.49) the estimates of eij are given by
e.. = ij ij (4.51)

Anderson and Goodman (1957) have shown that if the assumption of independ-
ence is correct, then
9 z " 2

= . (n.. - e.. iy 4,52
X 1.3 (n1J elj) ley; (4.52)

is agymptotically distributed as xz with (c—l)2 degrees of freedom where

c is the number of enroute sectors fed from the single departure sector.
Table 4.8 gives the estimates p, determined for each of the

departure controllers at the four major éirports, the expected values from

(4.50), estimates from (4.51), and x2 values from (4,52). A significant

x4 value was obtained for LGA, where successive departures tended to

alternate between sectors 461 and 462. No such interdependence was observed

among departure streams from the other terminals,

On the basis of this analysis, there is no compelling evidence
that the streams of traffic over the arcs in (s, N) are dependent. In
particular, the assumption of constant source~node transition probabilities
appears adequate, at least at the level of analysis for which the model
would be appropriate.

4,5,5 Characterization of -Sector Sequences

The sector sequences discussed in appendix 4-A describe the movement
of aircraft through the network., A visual picture of this traffic has
previously been presented in figures 7.13 - 7.15 of volume II, which dis-
played the number of transitions between all pairs of high altitude sectors,
pairs of low altitude sectors, and pairs of high and low sectors respectively.
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Table 4.8

EWR Observed
1508 454461 472
454 | 4 5 9 |18
461 | 4 1 5 |10
472 |10 4 |11 |25
18 10 25 53
JFK 2nd Observed
;EE\\\\ass 463 other
458 |17 |6 8 | 31
463 6 | 4 1|11
other 8 1 1 10
31 11 10 ' 52
LGA 7nd Observed
1st _ 459 461 462
459 | 4 | 6 6 16
461 4| 3 [13 20
462 8 |11 3 22
16 20 22 58
PHL 2nd Observed
iQE\\\\451 467 other
b
451 |12 | 8 2 |22
467 8 | 2 11
other | 2 | 1 0|3
22 11

%
Significant at a=,05

36

Tests for Interdependence in Departure Streams

Expected
\\\s?“dasa 461 472
6.11 |3.40 |8.49
461 13.40(1.89 [4.72
472 [8.49 4,72 11,79
2
X =
, = 2.49
' 7nd Expected
ié}s\\\ 458 463  other
458  18.48| 6.56 | 5.96
463 [6.561 2.33 | 2.11
othep |5+96| 2.11 | 1.92
4 = 443
. . Expected
’nd .
i;;\\\ 459 461 462
459 4.41 | 5.52 | 6.07
461{5.52 | 6.90 | 7.59
46216.07 | 7.59 | 8.35
X" 2 12,147
4 L]
2nd Expected
1st 451 467 other
451 |13.44 |6.72 | 1.83
467 16.72 [3.36 | 0.92
other|1.83 10.92 | 0.25
2
X =
4 = 149
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A more comprehensive summary of observed transitions among the enroute
sectors is given in table 4.9, a part of the one-step transition matrix
of counts presented earlier.

In order to determine what order of Markov chain would be
appropriate to describe the sector sequences, the information theory
approach described by Chatfield (1973) was selected.

Figure 4,17 is a plot of the estimated conditional uncertainties
in the sector sequences, using all observed quadruplets in the sample.
From the data in appendix 4-A, N, = 777 quadruplets were tabulated. The
following formulas were used to calculate thz conditional uncertainties:

log 44 (44 states in chain)

H =
(o]
-1z
Hl - log N4 - N4 .ni"' log nin-o
1
-1 =
= N T - I
Hy = N, Li nyL ey T gl By, los nlJ..J
H =N -1 "X n log n - I n log n
3 4 . . ::'.. ..no . . i.kg i'k.
S T s
H =Nz log n - I 1 -
47 Ny Piik. OB Misk, ke 8 Pigkg
i,3,k i,7,k,2 1.

It will be noticed that sharp drops occur until H,, which is typical of
second-order chains. The drop from H, to H may Oor may not be significant,
but it does not appear to be as impor%ant as the earlier drops. No
rigorous statistical tests such as discussed in section 4.5 were performed
because of the large number of states in the chain and the consequently
small number of counts for all observed pairs, triplets, and higher
sequencas during the 2-hour sample period.

On the basis of the above analysis, it was decided that second
order Markov chains would be sufficient to describe the patterns observed
in the sector sequences, It will be recalled from section 4.,4.4 that
second order Markov chains on the nodes of a network can be expressed by
equivalent first order chains on the arcs. Intuitively, if the sector
which an aircraft enters depends on the previous two sectors through which
it passed, an equivalent statement is that the arc through which the air-
craft leaves a particular sector depends upon the arc by which it entered
that sector, but beyond that the past history of arcs is irrelevant.

Table 4.10 presents the first—order transition matrices on the
arcs of the network, a separate matrix for each enroute sector. The
maximum likelihood estimates of Py ik in (4.36) can all be derived from the
table, since the element in the 3t row and k column of the matrix
for the Jt sector is nijk’ and the total of the
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New York Enroute Network Transition Counts

Table 4.9

SECTOR 451 53 54 55 56 57 58 59 60 61 62 63 64 65 66 67 68 69 70 71 72 73 74 75 76 77 78 79 80 81 82 83 OUT TOTAL
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Figure 4.17 Plot of Conditional Uncertainties in Sector Sequences
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ARC-ARC TRANSITICN MATRIX FOR SECTOR 451

000
453
454
455
456
L6y
466
PHL
TOT

ARC~-

0CoO
51
ue7
468
476
PHL
ILG
TOT

ARC~-

000
ue1
“ueu
EWR
TOT

Table 4.10

Arc—-arc Transition Matrices with
Counts in New York Enroute Network

000 453 455 464 U466 479 ILG AVP TOT

1
1

¢
5
3
1
0
1
0
1

2

ARC

(=]
(o)
o

AN D OCOODaN

ARC
000

0
1
0
2
3

WOODaOQONOO

TRANSITION MATRIX FOR SECTOR U453

BAODODDODOO -

DOANTODOOMNNO

NADDDDODON

b wd

0 0
0 0
0 0
0 0
¢ 0
0 0
0 1
0 o
0 1

B DO DO DO D -

Y
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9,0 5]
N = B b

451 455 456 457 466 467 479 PHL ACY ILG TOT

NODODODO -

TRANSITION MATRIX FOR SECTOR 454

NAOONOWOWM
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NODODNO WD
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WO DOON
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1
10
0
8
19
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0
1
0
1
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1 17
0 0
1
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Table 4.10 Arc—arc Transition Matrices with
Counts in New York Enroute Network (cont.)

ARC-ARC TRANSITIOK MATRIX FOR SECTOR 455

00C 451 4€4 4€9 EWR LGA TCT

G%¢ 1 0 1 0 1 0 3
4519 1 0 0 ¢ 0 0 1
453 0 0 O ©0 15 0 15
456 0 0 0 0 0 1 1
455 ¢ 0 0 1 0 0 1
461 0 3 0 O0 0 o0 3
464 0 O 0 C 13 2 15
476 © 0 O o0 1 0 1
TOT 2 3 1 1 30 3 40

ARC-ARC TRANSITICN MATRIX FOR SECTOR 456

451 476 JFK TOT

000
453 1 0 0 1 2
454 0 0 b4 0 4
4s7 " ¢ 0 1 1
458 0 0 0 2 2
461 0 2 3 N s
476 0 0 ¢ 10 10
478 0 0 D 16 16
TOT 1 2 7 3¢ 10

ARC-ARC TRANSITION MATRIX POR SECTOR U457

456 JFK LGA TCT

03¢ 0 0 1 1
453 0 1 15 16
Lbou 1 1 0 2
467 0 2 0 2
PHL 0 1 0 1
ACY 0 1 0 1
TOT 1 6 16 23
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Table 4.10 Arc-arc Transition Matrices with
Counts in New York Enroute Network (cont.)

ARC-ARC TRANSITION MATRIX POR SECTOR 458

000 455 456 467 468 U469 U477 482 483 TOT

o

000
460
467
468
569
ug2
JFK
TOT

EBOWOHOOO
A OOV O 200
NONOODD

MWONODOD
ENOaa OO0
g°'°bANOd
DN ODODOD
RANROODODO
23O OOD
VONNN W= -

—d
£ N

ARC-ARC TRANSITICK MATRIX POR SECTOR 459

COC 460 473 474 480 TOT

000 0 3 1 0 0 4
460 0 0 1 0 0 1
480 1 0 0 0 0 1
JFK 1 1 0 1 0 3
LGA 7 S 0 3 0 15
HPN 2 0 1 0 1 4
TOT 11 9 3 4 1 28

ARC-ARC TRANSITION MATRIX POR SECTOR 460

000 458 459 469 JFK TOT

600 2 1 2 g 11 16
459 8 0 0 1 1 10
469 0 0 0 0 3 3
481 1 0 ¢ 0 10 M
483 0 0 0 0 2 2
TOT 11 1 2 1 27 42
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Table 4.10 Arc-arc Transition Matrices with
Counts in New York Enroute Network (cont..)

ARC-ARC TRANSITION MATRIX FOR SECTOR 461

000 454 455 uUSe 462 463 471 U472 473 478 EWR TOT

000 0 1 0 0 0 Y 1 0 0 0 0 2
459 0 1 ¢ 0 0 0 0 0 0 2 0 1
462 1 5 1 1 y 0 0 1 0 0 4 13
463 0 4 ¢ 0 0 0 0 0 0 0 0 4
a6y 0 0 0 ¢ 0 0 0 0 0 1 0 1
EWR 0 0 0 0 2 3 1 3 1 0 0 10
LGA 0 7 1 4 0 0 0 € 1 0 0 19
TOT 1 18 2 ) 2 3 2 10 2 1 4 50

ARC-ARC TRANSITION MATRIX FOR SECTOR 462

461 463 473 TOT

461 0 0 2 2
473 2 0 ¢ 2
481 8 0 c 8
JFK 0 0 3 3
LGA 0 21 e 21
HPN 3 0 0 3
TO0T 13 21 5 39

ARC-ARC TRANSITION MATRIX FOR SECTOR 463

000 461 471 473 480 TOT
000 0 0 0 1 0 1
461 0 O O 4 0 4
462 0 O 4 2 14 20
472 06 0 O© 9 0 9
476 1 0 ¢ ¢ O 1
481 ©¢ 4 0 -0 O 4
JFK 0 0 1 0 10 1N
TOT 1 & 5 16 24 50
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Table 4.10 Arc-arc Transition Matrices with
Counts in New York Enroute Network (cont.)

ARC-ARC TRANSITION MATRIX POR SECTOR 464

000 451 #8454 4SS 457 461 U465 466 U470 472 475 480 ABE TOT
451 0 0 0 0 Y 1 0 0 3 4 0 0 0 8
455 0 0 0 0 0 ¢ 0 0 1 0 0 ¢ 0 1
465 C 0 2 2 2 0 0 0 0 0 0 0 0 6
466 0 0 e 0 0 0 0 0 0 5 ¢c. 0 0 5
470 0 0 1 0 0 0 0 0 0 0 0 0 1 2
472 1 0 ¢ c 0 ¢ 0 3 0 0 0 0 0 4
475 0 0o 17 1N 0 0 0 o 0 0 0 0 1 29
PHL 0 1 0 C 0 0 0 0 0 0 0 LY 0 1
HAR 0 0 0 1 0 0o 0 0 0 1 0 0 0 2
ABE 0 0 0 0 0 0 2 1 0 2 1 2 0 8
TOT 1 1 20 14 2 1 2 4 4 12 1 2 2 66

ARC-ARC TRANSITION MATRIX POR SECTOR 465

. 000 464 466 470 TOT
000 2
4eu 2
466 3
470 5
HAR 1
TOT 13

 FooooF
- DO
\loo;ou
N b N J OO

ARC-ARC TRANSITION MATRIX FOR SECTOR U466

000 451 464 4€5 PHL ILG ICT
00C 0 0 5 3 6 1 15
451 3 1 0 1 0 Y 5
453 1 0o ¢ 0 0 0 1
4eu 3 0 0 0 0 0 3
465 1 0 \ Y Q 0 1
475 1 0 0 0 0 0 1
479 1 1 0 0 14 0 16
EAR 5 1 1 1 0 0 8
TOT 15 3 6 5 20 1 50
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Table 4.10 Arc-arc Transition Matrices wi;h
Counts in New York Enroute Network (cont.)

ARC-ARC TRANSITION MATRIX FOR SECTOR 467

000 453 457 u4S8 467 468 PHL ACY ILG TOT

00 5 1 2 6 1 1 2 1 3 16
453 ¢+ ¢ ¢ 0 o0 o0 ©o0 2 o0 3
46 1 1 € €6 O O 2 0 2 &
467 1 0 O 0 O ©0 0 0 0 1
468 1 2 ¢ O O O 4 o0 O 7
477 1 4 ©0 ¢ 0 0 0 o0 0 5
PHL 5 O0 O 4 0 3 0 0 0 12
ILs 2 0 o0 0 o 0 o0 0o o0 2
TOT 17 8 2 4 1 4 8 3 S5 52

ARC-ARC TRANSITICK MATRIX FOR SECTOR 468

000 458 467 477 ACY ILG TOQT
16

DA OODOO
DWDNIODDODOO0N
NOODODODON
@ OO D -
-, DO D
W N -0 & E

ARC~ARC TRANSITICK MATRIX FOR SECTOR 469

000 458 46C 483 TOT
000
455
458
460
483
JFK
TOT 1

WO W w
NO a 200 W
NONNIODO
WNODa DO
W E O - .ay
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Table 4.10 Arc-arc Transition Matrices with
Counts in New York Enroute Network (cont.)

ARC-ARC TRANSITICK MATRIX POR SECTOR 470

000 464 865 471 472 AVP ELM TOT
000 10
ney
465
471
472
AVP
ELNM
TOT 1

NEDaWw=—-N
WOOODNOO =
COOOONN
NOuDODDOOa
4_50'0:)()0&0
NODDODONDD
VWEwWwENNS

ARC-ARC TRANSITION MATRIX FOR SECTOR 471

000 470 472 473 u8C BGE ELM TOT
006G 2 5 1 3 1 1 1 14
461 ¢ 0 c 0 e 2 0 2
463 2 0 ¢ 0 0 1 0 3
470 4 0 0 3 0 Y 0 7
472 1 0 ¢ 0 0 0 0 1
473 1 2 0 0 0 1 0 4
480 0 0 1. 0 0 0 0 1
BGHM 0 2 0 1 0 0 0 3
ELNM 1 0 1 0 0 0 0 2
TOT 11 9 3 7 1 5 1 37

ARC-ARC TRANSITION MATRIX POR SECTOR 472

000 462 463 U648 470 871 473 475 480 EWR TOT
coo0 2 0 c 0 0 e 0 0 0 0 2
454 0 1 0 c 0 c 0 0 0 0 1
461 0 0 0 1 1 1 0 1 6 0 10
LY 0 0 4 0 0 0o 9 0 0 D 13
470 © 0 0 0 0 0 0 0 0 2 2
471 0 0 c Y 0 0 0 0 0 3 3
473 0 0 c 1 0 ° 0 ¢ 0 0 1
475 0 0 3 0 0 0 1 0 0 0 .4
480 0 0 1 0 0 0 0 0 0 0 1
EWR 0 ¢ 0 3 3 0 0 3 14 6 23
TOT 2 1 8 5 4 1 10 8 20 5 60

4=57



Table 4.10 Arc—-arc Transition Matrices with
Counts in New York Enroute Network (cont.)

ARC-ARC TRANSITION MATRIX FOR SECTOR 473

000 462 471 472 473 474 481 HPN TOT

600 1 0 1 1 0 0 1 0 &
859 1 0 1 1 0 © 6 0 3
461 2 0 ©0 0 0 0 ¢ o0 2
462 1 0 1 06 0 3 ¢ 0 5
463 4 0 ¢ 0 0 & 3 5 16
471 1 0 ©6 ©0 ©0 1 5 0 7
472 2 0 6 0 0 6 1 1 10
473 0 0 ¢ ¢ 0 1 0 0 1
878 0 2 2 2 0 0 0 0 6
480 ¢ O ¢ 0 1 0 2 0 3
TOT 12 2 S5 4 1 15 12 6 57

ARC~-ARC TRANSITICK MATRIX FOR SECTOR 474

000 463 473 480 481 HEN TCT

goc 2 0 g 2 5 3 20
459 4 0 e 0 0 0 4
473 14 1 0 e 0 ¢ 15
481 2 0 ¢ 0 0 0 2
TOoT 22 1 8 2 5 3 M

ARC-ARC TRANSITION MATRIX POR SECTOR 475

000 464 8466 472 8475 478 479 480 TOT
00 0 25 0 2 0 0 o0 1 28
46 1 0 O0 € O© o0 0 o0 1
472 1 ¢ © 0 0 4 0 0 5
37° 1 0 ©0 ¢ O ©0 G o0 1
476 0 O0 0 1 0 © o0 1 2
479 ©6 0 O0 1 0 ©0 o0 2 3
480 7 1 2 0 1 7 1 0 19
TOT 10 26 2 & 1 11 1 u 59
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Table 4.10 Arc-arc Transition Matrices with
Counts in New York Enroute Network (cont.)

ARC-ABC TRANSITION MATRIX FOR SECTOR 476

000 453 45% 456 U477 482 TCT

000 0 12 1 4 ) 1 22
456 3 0 0 e 4 0 7
477 C Y e 6 0 0 6
TOT 3 12 1T 10 8 1 35

ARC-ARC TRANSITION MATRIX FOR SECTOR 477

000 467 468 476 U479 48B3 TOT

ooc 2 3 0 6 o 9 11
458 6 0 1 c 11 0 18
467 1 0 C C 0 1 2
4ea C 0 0 0 0 2 2
476 2 0 Y e 0 L} 6
483 C 1 3 0 1 0 5
ToT 11 4 4 6 12 7 44

ARC-ARC TRANSITION MATRIX FOR SECTOR 478

000 456 475 TOT

09¢ 1 17 1 19
4e1 1 0 n 1
475 11 0 ¢ 1
479 0 ) 1 1
TOT 13 17 2 32
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Table 4.10 Arc-arc Transition Matrices with
Counts in New York Enroute Network (cont.)"

ARC-ARC TRANSITIOR MATRIX FOR SECTOR 479

000 466 8475 478 479 TCT

000 3 14 3 1 1 22
459 8 0 O o0 0 8
47 1 0 ¢ 0 0 1
477 11 0 0 ©0 0 11
479 1 0 0 0 0 1
TOT 24 14 3 1 1 43

ARC-ARC TRANSITICKF MATRIX FOR SECTOR 480

000 459 471 472 473 475 481 TOT
000 3 0 1 0 2 5 B 15
459 0 0o o0 0 0 1 0 1
463 17 0 0 0 0 2 0 19
4o4 2 0 0 0 0 0 0 2
47 0 0 0 Y 0 1 0 1
472 8 0 0 0 0 9 0 17
474 2 0 0 0 0 0 0 2
475 0 1 0 1 1 0 1 4
481 0 0 0 0 0 2 0 2
TOoT 32 1 1 1 3 20 5 63

ARC~ARC TRANSITION MATRIX FOR SECTOR 481

000 460 462 463 474 480 483 LGA HPN TOT

000 1 3 7 u 0 2 1 8 0 26
473 1 4 0 Y 1 0 0 7 2 15
474 0 1 Q0 0 1 0 0 3 0 5
480 1 3 0 C 0 0 1 0 0 5
TOT i n 7 L] 2 2 2 18 2 51
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Table 4.10 Arc—-arc Transition Matrices wiph
Counts in New York Enroute Network (cont.)

ARC-ARC TRANSITION MATRIX FOR SECTOR 482

000 458 u4B3 TOT
coc 1 1 6 8

458 5 0 0 5
476 c 0 1 1
TOT 6 1 7 14

ARC-ARC TRANSITION MATRIX FOR SECTOR 483

C00 460 469 477 TOT

0CC c 2 4 6 12
458 1 0 0 0 1
469 3 0 C 0 3
W77 2 ¢ 6 0 8
481 0 1 0 0 1
ug2 1 3 Y C i
TOT 7 6 10 € 29
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th z

i row is ) I&jl' Then
~ . Mik
Pij T o
T ije
2=1

. .th .
where ¢ is the number of columns in the i matrix.

Tables 4.6, 4.7, and 4.10 thus completely describe the sequence
of sectors through which aircraft move. Given A, for all sources, pk|i
for the probability of aircraft generated at each source entering

the network over arc (s,N,), and the probabilities Ps for moving air-
craft through the network, the traffic is comnletelr §ﬂ§c1fied.

4.5.6 Relating Sink Attraction Rates to Source Generation Rates

The problem described earlier for determining source generation
rates from sink attractions can now be solved under the assumption that
class (iii) traffic is insignificant. (Class (iii) is the traffic that
both departs and arrives at airports in the region.) In the data sample,
this class represented less than 3 per cent of the traffic through the network.

If it is assumed that class (iii) traffic is not significant,
then all traffic attracted to the airports in the region can be con-
sidered to enter the sector through the enroute source. Thus

A = A + I oy, (4.53)

where A is the rate of through-traffic passing through the network,
If A and the yu's are used to determine A o equation (4,32) will be
con81stent.

The final problem involves determining the conditional proba-
bility Pk| for entry to the network from the enroute source. The

solution proposed is to specify the sink attraction rates yu, and then
backsolve using the transitional probabilities p to dete}mlne the
arrival components of pk|s . The through—componeﬁ%s would be the weighted

difference between the arrival components and the estimates of pk‘

determined from all traffic at the enroute source.
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4.,5.7  Summary

The formulation presented in this chapter could be applied to a

general ATC network to determine the flow patterns over the network

given specified rates of traffic arriving and departing from sources

and sinks to the network, An extensive data base is mneeded if all transi-
tion probabilities are to be estimated, but for specified probabilities
the techniques are easily applied.

It should be recognized that the aspects of the network studied
in this report only give a microscopic description of traffic flow.
Important variables such as transit times and communication measures
have yet to be studied, The attempt here has been to formulate the ATC
system in network terms and to describe the general patterns of flow in
such a way that a simulation model could be easily constructed.

The New York enroute network example was perhaps a more compli-
cated network than would usually be studied. For oceanic systems, the
number of sectors will be much smaller and the traffic patterns much
simpler. The same sort of analysis as was applied to the N.Y. enroute
network in this report could thus be applied with much less effort to
these simpler networks, yet the possible conclusions would be at least
as powerful,

Finally, it is felt that while the network model at this level
of sophistication could produce interesting conclusions about the locations
of heavy traffic flow in networks, stronger statements will be possible
after transit times and communication requirements are introduced.
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APPENDIX 4-A
TABULATION OF ENROUTE SECTOR TRAFFIC

Technical report PU-42 includes a list of all traffic observed
through the N.Y. enroute sectors during a 2 -hour sample period. The
list, which provided the raw data for use in this chapter, includes
the following information:

1 Classification of aircraft type
*
2 Aircraft identification code
%
3 Entry and exit movement patterns
4 Sample entry and exit times in seconds (0-7200)
5 Traffic class

a., ARV -~ arrival from an airport in the region

b. DEP -~ departure from an airport in the region

c. {(blank) - through-traffic

de - =-=-=-- — unidentifiable since sector
sequence is cut by end of sample period

6 Sector sequence in order of entry times.

* For description, see Hunter et al,(1973)

The following sectors were held to indicate arrivals and
departures from airports in the region:

EWR-ARV 546,547,548 EWR-DEP 534
JFK-ARV 549,550,551 JFK-DEP 535
LGA-ARV 552,553,554 LGA-DEP 536
PHL-ARV 555,556 PHL-DEP 537,538
ACY-ARV 545 ACY-DEP 533
ILG-ARV 511,543 TLG-DEP 511,543
AVP-ARV 525,539 AVP-DEP 525,539
BGM-ARV 526,540 BGM-DEP 526,540
HAR-ARV 509,541,542 HAR-DEP 509,541,542
ABE-ARV 524,529 ABE-DEP 524,529
ELM-ARV 527,530 ELM-DEP 527,530
HPN-ARV 510,531 HPN-DEP 510,531
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APPENDIX 4~-B

LIST OF NOTATIONS

Notation
m = # of sectors (nodes) in a network G
Nk = sector k (k=1,2,.4., m)
G = network
N = set of nodes in G
A = set of ares in G
s = super—source
t = super-sink
D = node~node incidence matrix
. ,th .
dij = element in i row and Jth column of D
F = traffic flow rate from s to t
(X,Y) = set of arcs from nodes in set X to nodes in
set Y
£(X,Y) = traffic flow rate over arcs in (X,Y)
Sy = source i (i = 1,2, ..., ms)
m = # of sources with arcs to s
tj = sink j G =1, 2, veu, mt)
m = # of sinks with arcs from t
Ai = traffic generation rate at source i
uj = traffic attraction rate at sink j
Py = prob. that aircraft. entersnetwork at sector k
Pyl =  prob., that aircraft generated at source i
* enters network at sector k
AS = traffic flow rate through s
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T

et

t g

T

{s_(k), k=0,1,2, ...} =

m
n

P(q)

(©
Py

(msx 1) vector of source generation rates

(msxm) matrix of source-node entry probabilities
i

source-node entry count matrix

element of C equal to the number of aircraft
which were generated at source i and entered

the network over arc (s,Nk)

number of aircraft generated at source i
during the sample period

number of time units in the sample period
th .
sequence of sectors traversed by n aircraft

h .
number of network sectors traversed by nt air-
craft

g-step transition matrix

prob. of going from sector i to sector j in
q-steps

probability of an arrival from source i ending
up at sink j

counts of observed transitions between sectors in
a sample of sector sequences

Ik(x), Ijk(x,y), Iijk(x,y,z) = indicator functions for sector sequences

ka pij p

A

<>

A
e

ijk

pk s
e

state transition probabilities

flow rate of through~traffic in G

arrival rate of enroute traffic

conditional probability of entering the network

over arc (s,Nk) given generation at the enroute
source.
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CHAPTER 5

MISCELLANEOUS RELATED STUDIES

5.1 Introduction

As has been explained in previous chapters, in the ATC simulation
model, seven input parameters plus a historical histogram are used to
characterize the entire input system. Questions have been asked as to how
much each of these variables contributes to the expected utilization of the
communications channel, To answer this question a mathematical analysis has
been carried out and reported in Section 5.2.

In practical applications of the simulation model, particularly for
measuring the operational stability of the ATC system, indices which are
easy to understand and convenient for use are of great help., A proposal on
the compilation of a triplet of three operational indices, each representing
a major response, is given in section 5.3.

Continuing effort has been devoted to the exploration of the
coupling of responses observed in adjacent sectors. Transfer function
models which link the aircraft loading series at two functionally related
sectors have been constructed using Box-Jenkins modeling techniques, and
reported in section 5.4.

A statistical investigation on four sets of 8 ~hour data
collected from New York center (Sectors 454LT, 515LC, 536DP and 554AR) was
completed and results reported in section 5.5. This study will be useful
for constructing a simulation model with unstable input flows, observed over
long periods of time.

To pursue a statistical model satisfactorily describing the queuing
time processes generated from a simulation model, a transformation technique
was developed to make the series easier for parametric time series analysis.
The resulting statistical model is useful for queuing time forecasting in a
nonhomogeneous arrival system such as ATC communications. The potential
usefulness of this study to ATC network simulations is elucidated and
reported upon in section 5.6.

5.2 Sensitivity Analysis of the Expected ATC Communications Channel
Utilization

In the simulation model which has been developed for ATC. systems
to date, seven initiating parameters plus one historical histogram are used
to characterize the entire input system to the simulation framework.
Questions have been asked about how important, relatively, each of these
input parameters is to the overall expected channel utilization. To answer
these questions a sensitivity analysis is developed and presented in this
section.
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5.2.1 Derivation of the Semnsitivity Equations

As earlier demonstrated in the report, volume III, parameters of
major importance in the simulation model are:

® : number of aircraft arrivals per hour;

a,A : parameters of a gamma distribution fitted to the
transmission lengths;

P, k : the two parameters in a negative binomial distribu-
tion fitted to the number of CT's per aircraft
(shifting the origin by two for the data of Enroute
sectors, and by one for the remaining);

a_»ay regression coefficients for generating intercom-
munication gap lengths, depending on #CT/AC;
T : the expected number of transmissions per communi-

.cation transaction,

Important properties and relationships among these parameters are briefly
reviewed and displayed in the following mathematical equations:

(i) E(LR) = expected transmission length (seconds)
= q * A =D —blG = 3,70 - 0.015806 (for all except
o LC Sectors)
= 2.97 - 0.00420 (for LC Sectors)
(ii) E(#TR/CT) = expected number of transmissions per trans-

action = T

(iii) E(#CT/AC)

expected number of transactions per aircraft

k(%—— 1)+m where m=2, for Enroute sectors, and

m=1l, otherwise.

If we now assume the three variables TR, #TR/CT and #CT/AC are mutually
independent and that the values of the parameters a, and ay are moderate,
it can be shown that:



E(CU) = expected channel utilization, in seconds per hour
© « E(TR)*E(#TR/CT)E(#CT/AC)

1
0 (bo-bl@)'T'[k(B'—l)+m]

it

i

(5.1)

b * 0(1-b.o/b )*T* [k( =1)4m]
o 1 fo) P

Let y = E(CU) and x be any variable on the right side of Equation (5.1).
The elasticity n, that is, the percentage change in y resulting from a
one percent change in x, is then defined as

=310gy=dlqu .éj,_.___dx__
nx dlog x dy 9x dlog x

-y, 8x
y

X

From Equation (5.1), taking logarithms on both sides, we find that

b
log v = log bO + log © + log (1 - El-e) + log T + log [k(% -1)+m]

o

. . . 1 . e
To6 reduce notation, let w = [k(ﬁn— 1) 4+m], then the elasticities of the
expected channel utilization with respect to 1T, w and O are

_ 2 logy _

N = 9 log ¢ T (5.2)
n =2logy _ (5.3)
w 9 log w
and =1 - 0 - (bo/bl)—ZG (5.4)
0 (bo/bl)—e (bo/bl)-e

Using Equation (5.2) and (5.3) we note that a 1- percent change in either
E(#TR/CT)= T or E(#CT/AC) = w, but not both, will generate a l-per cent
change in the value of E(CU), given all the other elements in the equation
being held constant. On the other hand, Equation (5.4) tells us that the
relative change in E(CU) is always smaller than unity, when the traffic
density, 9, is changed. 1In other words, when the traffic d=nsity is reduced
(increased) by 50 per cent, the channel utilization will drop (rise) by less
than 50 per cent.

Furthermore, to pursue the elasticity measure n w one more step, we
find

3
I

1 -1 ,1
L] — — 1 — — 5'5
k [k( 1)+m] ( l) ( )

1 -1 ,
~[kG = Dl ™ (e/p) (5.6)

=3
it
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Though the physical meanihgs of M and n_ are difficult to express, a
numerical illustration will be illuminating. Using the N.Y. HI sector
function as an example we calculate the elasticities n., n, and n_for
values of 0, k and p, close to those observed in the historical dBta. The
resulting curves are displayed in figures 5.1-5.3. (In figures 5.2 and 5.3
since the estimates of (k,p) for the HI sector function are (k=4.03, p=0.58),
we computed n, at p=0.58 and computed n_ at k=4.03). Computations for other
sector functions can be similarly performed.

5.2,2 Concluding Remarks on the Sensitivity Analysis

In the discussion presented above we have . ignored the influence of
the driving variables upon queuing., It is naive to judge the influence of
a variable solely based on the expected channel utilization. A sensitivity
analysis for the queuing response requires large scale simulation experi-
ments and is postponed for a future study.

5.3 Construction of Operational Indicies for ATC Communication Per-
formance

e

A characterization of various major responses in ATC communication
channels has been presented in earlier reports. In volume III sophisti-
cated statistical techniques are used: to construct a simulation model, to
validate the simulated responses, and to detect operational instability
under heavy traffic situations. However, much of this material is mathe-
matical, containing expressions usually not of great value to those with
the responsibility of actually operating ATC processes. In this study we
explore some equivalent, but simple, indicators of the operational sound-
ness (stability) of ATC communications performance. The objeetive is to
stimulate interest in experimenting with the ATC communication simulation
model by ATC personnel, :

As discussed in chapter 3 of this volume, communication capacities
of ATC communications functions were measured by the average responses
generated from a series of simulation exercises, along with a nonstation-
arity detector defined as P_(&>1), imposed upon the aircraft loading time
series. To express the operational stability or soundness of an ATC
channel in a simple and informative manner, ideas that produced the
measurements of many physical phenomena such as temperature, humidity,
etc., can be of great use. For instance, the boiling temperature of water
under the normal pressure of gravity was set equal to 100° in the
Celsius scale. In this case, the number "100" is used to indicate a crit-
ical condition of water transformations. Similarly, the operation of an
ATC system can be expressed and quantified in the way temperature is
represented by a thermometer. Using such a system the communication per-
formance can be read and understood at the instant a measurement is made,
However, the determination of a critical point, such as the 100°
design for a Celsius thermometer, for an ATC system depends on the
system conditions, the ability of a controller, etc. More information and
understanding is needed to formulate these measurements. Some behavior
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inherent to the ATC systems is first described in the first subsection with
some analogies from physical sciences., Numerical illustrations are then
provided in the subsequent subsection for examples previously studied.

5.3.1 Some Basic Considerations

Physics tells us that when the concentration of a solvent in the
solution tends closer to its saturation point, an exponential increase in
time or pressure, is required to achieve each incremental gain in con-
centration. Further, many physical phenomena are multivariate in aspect,
requiring the simultaneous monitoring of several responses. Similarly, in
a communications channel, when the percentage channel utilization approaches
its ceiling, say 85 per cent, the demands made upon a controller are not pro-
portionally but, instead, exponentially related to incremental changes in
channel utilization. And further, variables in addition to channel
utilization are necessary to characterize sector communications loading.

Following this reasoning, we have selected exponential models for
the construction of three separate operation indices to represent communi-
cations loading. An index is compiled for each of three major responses:
aircraft loading, channel utilization and communications queuing. For the
reasons just stated in an analogy of Celsius thermometer the number 100 is
selected to be used as a critical value for each index. Thus, when &
response yields an index close to 100, that response is about o become
unstable and unsatisfactory operation of the channel destined to ensue.

5.3.2 Operational Indices for ATC Communications

The simulation model for ATC communications within a sector,
described in volume III, can be exercised by varying any of the following
parameters previously defined, either singly or in combination: 6, p, k,

a, A, 35, a1, and the distribution of #TR/CT. Further, by using the mes-
sage element dictionaries, additional modifications in the number and lengths
of transmissions are possible, For any particular setting of these input
parameters three time series responses are generated in the simulation
representing the burden of air traffic and communications in the sector:

n : number of aircraft present per minute,
ct : channel utilization per minute,
9 ¢ number of aircraft in communications queue per minute.

A series equivalent to {qt} is :

Qi : communications queuing times per CT, where i means 'for
the ith CT attempted"

A second order autoregressive time series model was found adequate for
describing the series {n_}. Furthermore, overall averages of channel
utilization or queuing time can be calculated from entire series of {ct}
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In volume III, chapter 4, the aircraft arrival rate 6 was experi-
mentally varied to determine the effect upon the three responses. Much
valuable information was gained from a close study of the three time series
responses. The information can now be encapsulated by the three indices
I I I.
a’®> b’ "¢

Let the multivariate aspects of the sector communications loading
be written as a triplet of three indices Ia, Ib’ IC

an index which indicates the stability of the aircraft
loading time series;

where I
a

I, : an index determined from the recorded channel utilization,
as a fraction;

I : an index on communication queuing times generated from
the simulation model.

Useful functional forms which express these three indices are:

0 e(1.645 - X)

I =f_ (x) =10
a 1 0:20 _ 4
. -y
Ib = fz(y) = 100 e
I = f,(2) = 100 o(2/50 -1) (5.7)

Although the constants in these index models are somewhat arbitrary, the
results of indexing appliéd to some data generated by simulations, appears
consistent with our a priori judgment. The quantities x,y, and z are

~ ~ ~

E/(bg where £&=1- 9,1~ ¢2 and where ¢. and ¢, are the
autoregressive parameters of t%e aircraft loading

timeﬂseries generated from the simulation model
and ¢ is the associated standard deviation;

€

"
Il

y = overall channel utilization with the value be-
tween zero and one;

z = average queuing time (seconds) per communications
transaction.

Plots of the indices I , Ib and I. as functions of x, y, and z are
displayed in figures 5.4 - 5.6. Numerical illustrations using various
examples demonstrated in volume III are provided in tables 5.1 and 5.2.
More specifically, table 5.1 presents the movements of the indices at
different traffic densities while table 5.2 provides a set of indices
for various functions exercised at the historical traffic densities.
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Table 5.1 ATCC Operational Indices for N, Y. Sector 475 HI

at Various Experimental Traffic Densities

Traffic p:4 y z

density (sec.) (Ia’ Ib’ Ic)
50% b.4 0.3290 3.861 ( 6, 50, 40)
100% 4,0 0.5631 10.428 ( 9, 58, 45)
125% 3.6 0.6976 20.526 ( 14, 71, 55)
150% 1.6 0.8353 56.818 (105,124,115)

Traffic density 100% = 33 aircraft arrivals/hour.
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Table 5.2

Sector ID

453
475
504
510
524
534
543

553

LC

LG

DP

ATCC Operational Indices for Eight N, Y. Sectors at

Historical Traffic Densities

2.100
3.965
2.700
2.415
1.895
2.515
2.475

1.940

0.53
0.56
0.47
0.47
0.34
0.47
0.46

0.59

5-12

z
(seconds)

12.530
10.430
15.405
7.215
9.021
6.782
16.691

12.680

63,

35,
46,
78,
42,
44,

74,

b’

56,
58,
54,
54,
50,
54,
53,

60,

I)
c

47)
45)
50)
42)
44)
42)
51)

47)



5.3.3 Concluding Remarks on Operational Indices

A composite index can, of course,be computed by simply averaging
the three sub-indices, or by using a weighting function for averaging,
Future experience should develop the indices discussed in this section
into a more mature form.

It is hoped that experimentation with the simulation model will
be stimulated through the use of these indices of ATC communications
performance.

5.4 A Transfer Functicn Model for Aircraft Flows at Adjacent ATC
Sectors

In extending the ATC sector communications simulation model to
describe a general ATC network, it is important to characterize the flow
of traffic in a sequence of functionally related sectors. This section
considers a transfer function model which links the time series of air-
craft loading indices in a sector with that in the next, in a single
stream of traffic. Box and Jenkins' methods for identification and
estimation of transfer function models, discussed in Time Series Analysis,
Forecasting and Control, are applied to the modeling of responses gen-
erated by a traffic flow from a local control sector to a radar depatrture
control sector, both handling traffic leaving JFK International Airport.

5.4.1 Transfer Functions Representing Dynamic Relationships
in a Sequence of Traffic Flow

The dynamic relationship of responses in two adjacent sectors of
a single stream of traffic can be represented by figure 5.7, where the
"input" series X measures the response in the first sector, and the "out-
put" series Y méasures the response in the second sector. The "dynamic
system" is thé mechanism by which response in one sector is translated
into response in the next.

While the traffic stream is inherently continuous in time,
observations are generally available only at discrete intervals. The

relationship between Y  and Xt might thus be approximated by a linear
filter of the form

Y +
v Xt v

+ + ...
‘ 0 Xt— v X

1 1 27t-2

(5.8)

2 .
(\)0 + \)lB + \)2B + ...)Xt = \)(B)Xt
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The operator

where B is the backwards opérator such that BXy = Xt—l'

v(B) is called the "etransfer function" of the Eilter, and the individual
weights Vgs Vyseres form the "impulse response function'". If there are

b whole périods of delay before a deviation in the input series affects

the output, then v_., V,s s..y V will be equal to zero. Figure 5.8 shows

how the impulse responSe functidn translates the input series Xt into the
output series Yt'

The superposition of several traffic streams entering a given
sector could be represented as a sum of several transfer functions. For
example, if the output sector was fed by two traffic streams, then the
‘combined effect Y; would be

* o= B +
Y Vl( )Xl \)Z(B)X2

s ,t°

In general, an output series can be represented by

*
Yt = \)l(B)Xl’t + Nt

where N is noise which may be autocorrelated and is usually assumed to be
indepen&ent of Xl e
5

5.4.2 Parameterization of the Model

Just as continuous dynamic systems are often representable by
linear differential equations, discrete dynamic systems can often be
represented by linear difference equations of the form

Teo 8
(L+¢gV+ ...+ V)Y = gL+ V4 ...+ n VX (5.9)

where V is the backward difference operator, g is the steady-state gain of
the system, and b is the number of time units of delay between input and
output. 1In terms of the backwards operator B=1-V, Equation (5.9) can be

written as

r _ _ B 8 b 10
(1 - 61B - .~ 5rB )Yt = ( Wy ~ wlB - w B ) B Xt (5.10)

Equation (5.9) or (5.10) defines a transfer function model of order (r,s).
The transfer function v(B) is given by
vy = §1(B) u(E)E’ (5.11)

where §(B) and w(B) are polynomiais in B.

5-15



The problem of fitting the transfer function model includes deter-
mining the order of the polynomials, identifying the delay parameter b, and
estimating the parameters. Box and Jenkins have suggestéd methods useful
for these purposes, and the corresponding computer programs are available
for use. In the next subsection, the Box-Jenkins techniques are applied to
the analysis of responses in two adjacent ATC sectors through which a
stream of traffic is passed.

5.4.3 An Example of Modeling

The traffic stream selected for this example is that of departing
aircraft from JFK during a 2 -hour sample period. At that time, two
local control sectors (LC) were in operation, one of which was handling
solely departures and fed all traffic to a radar departure controller (DP).
The data represent about 48 aircraft in the 2 -hour period. The departure
controller also handled a small amount of additional traffic from other
sources.

The model appropriate to this problem is thus

Yt = \)(B)Xt + Nt (5.12)

where shocks Nt are structured and
-1 )
N, = ¢ (B) 0 (B)a, (5.13)
where a, instead are independent identically distributed normal variables
. i - 2 ¢ ~ T ~ N
with mean zero and variance equal to ¢  { see Box and Jenkins for reference;.

The series Y  is the deviation of the aircraft loading series in the DP
sector about its mean level, X 1is a similar quantity for the LC sector,
and N, represents deviations dde to additional traffic and random noise.
Both aircraft loading series are shown in figure 5.9. The following
results from the analysis were obtained:

(1) Both the input and output series, when modeled separately,
were well fitted by second order autoregressive models.

Input:

=
1]

X = 0.867X - 0.176X + a 1.153
t t- t- t

1 2

Variance of original series = 0.513
Residual mean square = 0.235
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Output:

=<
1

Yt = l.l72Yt - O.322Yt + bt 2.463

-1 -2
Variance of original series = 1.803
Residual mean square = 0.366

(2) After applying the prewhitening transformation estimated from
the above model for the input series, significant cross-
correlation was observed between the prewhitened input and
output series beginning at a lag of 2 or 3 minutes. The
pattern of the estimated impulse response weights suggested
a model of order (2,2) or lower; the exact order is discussed
below. In addition, the noise remaining in the output series
after applying the estimated transfer function was well choiz-
acterized by an AR (2) model.

(3) In experimenting with various models, the following was
observed:

(a) Models with r=2 gave adequate transfer functions for b=2
and b=3. Estimated parameters for s>0 did not appear
to be significant in either case. The following model
appeared to be appropriate:

v = 0.231 X + 1 5 a
€ (1-1.58B+.7158%) % (1-.802B+.118B%)

t

Residual mean square = 0.263
{Gain = 1.71)

The impulse response function for this model has weights
equal to zero at lags 0 and 1 and then decays as a damped
sine wave, eventually satisfying

e
i

v, -~ 1.58v, + .715v. =0 j>2.
J J- J-

1 2

(b) Models with r=1 and b=2 gave good results. However, with
r=1 and b=3, the estimation of the parameters in the non-linear
least squares routine was highly unstable, suggesting that
a probable factorization existed to a simpler model with r=0.

(c) Models with r=0 gave adequate transfer functions for s=3
beginning at lag 3 and for s=4 at lag 2. These models have
impulse response functions with zero values at lags up to
b-1 and s+1 values v _, Vb+1> +++» Vb+s which follow no fixed
pattern. The fitted model for b=2 is.
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Y = (.205+.389B+.359B2+.513B°

4
. +.384B )X __

2

+ 1 a

(l—.866B+.l64B2)

t

Residual mean square = (.286
(Gain = 1.85)

(d) The parameter estimates for the AR(2) noise model were
relatively insensitive to the transfer function selected,
at least for those models which appeared to be adequate.

On the basis of this analysis, it appears that series of longer length
may be required to discriminate among the various possible transfer func-
tion models. Analysis of traffic in sectors for which the transit time
is longer might also help to clarify the appropriate form of model. The
main advantages of models with r>0 over those with r=0 are: (i) they need
fewer parameters; (ii) the impulse response decays smoothly, while the
weights in the models with r=0 appear to be very irregular. Confirmation
of the values of s selected is also needed.

5.5 Analysis of New York Eight-Hour Data

The analysis of the ATC verbal communications system rnported
in this and earlier volumes has been largely based on a 2-hpur sample of
101 air traffic control positions in the New York metroplex. For more
thorough studies on longer periods of time, additional 6 hours of data
were obtained for four of these positions. With this additional data. it
is possible to investigate more closely some of the behavior inherent
to the input stream and to obtain more reliable estimates of system
parameters. (For the purpose of illustration only the data and analysis
of the traffic flow of an LC sector are included in this section.)

The analysis of data over the 8-hour sample periods, as
expected, generates new problems for study. A basic assumption in all of
the modeling to date is that the system was approximately stationary
throughout the period of observation. This assumption is not tenable for
the longer sample period, as is immediatcly evident from a plot of the
8-hour aircraft loading series for N.Y. sector 515LC shown in figure 5.10.
As has been observed by manv researchers in the transportation field,
transportation systems simply do not remain stationary (even approximately)
for more than a couple of hours at a time.

From visual inspection of the aircraft loading series in the four
ATC sectors, there appear to be both trends and step shifts in the level
of the process. The most likely explanation for such nonstationary
behavior 1lies in the arrival and departure rates of aircraft from the
sectors. In particular, the assumption of homogeneous Poisson streams of
aircraft entering and leaving the sectors is extremely dubious for the
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entire 8-hour periods. Since these streams are the fundamental driving
variables in the system, a caretul analysis of their structure over time
is of primary importance.

Models of traffic streams, expressed as point processes have been
extensively studied over the last 40 years, As early as 1936, Adams
(1936, see appendix 5-A for references),postulated a Poisson model for
the distribution of counts of vehicles on a highway passing a point in
fixed intervals of time. Breiman (1969) formulated a general model for a
traffic stream in the time-space domain., He considered the paths of
vehicles in a stream over time and space as a "trajectory process" and
defined the process to be homogeneous in the direction of a unit vector c
if its stochastic properties were invariant under translation along the
vector,

Now since most observations of traffic streams are performed by
collecting data at a specific point in space or at a specific point in
time, streams are commonly studied as point processes along lines
parallel to either the time or space axis. It is then only necessary to
assume homogeneity in time or space, depending upon the perspective of
the observer. 1In the literature, much analysis of the distribution of
vehicles in the stream is based on assuming that the observed point
process is statiomary.

In the case of streams of aircraft through ATC sectors, the con-
cept of trajectories in the time-space domain does not have as precise a
physical meaning as it does in highway traffic. In particular, it is
necessary to adopt the meaning of '"space" so that all trajectories of
aircraft through the sector areconsidered to originate at a common "point
of arrival" and to terminate at a common "point of departure," The
slope of individual trajectories, considered to be straight lines
connecting an aircraft's point of arrival with its point of departure,
represents the aircraft's rate of passage through the sector rather than
an actual physical velocity.

In studying each 8-hour stream of aircraft, two point proc-
esses will be considered. An "arrival stream" will be considered to be
a point process evolving in time where an event occurs at the moment an
aircraft initiates the first communication with the sector controller.
The "departure stream" will be considered to be a point process evolving
in time where an event occurs at the moment an aircraft concludes its
final communication with the sector controller. These two streams will
have the same stochastic properties if the underlying trajectory process
is homogeneous in space,

There are many ways of representing an observed point process
graphically. Two of the most useful are shown in figures 5,11 - 5.14
for the arrival and departure streams observed in a local control sector.
In each pair of figures displayed on the same page, the top graph plots
the cumulative number of events from the start of the sample period
against time. The bottom graph shows counts of aircraft arrivals in fixed
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intervals of 20 minutes. The slope of the cumulative count curve
and the level of the counts in the bottom graph represent the rate at
which aircraft are arriving or departing from the sectors.

Superimposed on the cumulative count graphs is a dotted line
which gives the theoretical line for a homogeneous process with an expected
pumber of counts equal to the total number observed. Systematic departure
of the observed counts from this theoretical curve indicates nonhomogeneity
in the arrival (departure) rate. An investigation of the graphs displayed
is being conducted to determine if there is a statistically significant
change in rate over the 8-hour periods and to formulate mathematical
models for that change.

Another way of studying point processes is to consider the dis--
tance in time or space between successive events. Such distances are
commonly termed "headways" and in this analysis represent the times between
the successive arrivals or departures of aircraft for an ATC sector. The
consideration of headways does not involve the arbitrary selection of an
interval length which complicates the analysis of counts.

Many models for the distributions of headways have been proposed,
all of which assume that the underlying point process is stationary. Edie
(1974) has given a g~neral summary of many of these models, which includes
renewal models and sémi-Markov processes. Taylor et al. (1974) have
recently compared several Poisson clustering models, which are a speci=l
case of branching renewal processes on one hand and doubly stochastic
Poisson processes on the other,

In studying headways, it is important to determine whether
successive headways are independent. Significant serial correlation
can sometimes be detected by visual inspection of a plot depicting the
location of paired values of successive headways. Such plots for the
aircraft traffic streams are given in figures 5.15 and 5.17. No signifi-
cant patterns of serial correlation are easily detectable, but a
thorough statistical investigation has not been completed.

An important function related to the distribution of headways
is the survivor function R(x) defined by R(x)=1-F(x), where F(x) is the
distribution function of the headways. For a homogeneous Poisson proc-
ess F(x) is the negative exponential distribution and log R(x) is
linear in x. Log survivor functions which are convex correspond to
headway distributions which are underdispersed with respect to the neg-
ative exponential, while concave log survivor functions correspond to
overdispersed headway distributions. The graphs in figures 5.16 and 5.18
show the empirical log survivor functions for the aircraft arrival and
departure streams.

It is very important to note that the analysis of alternative
models for headways, and for other facets of the ATC requifes that the
underlying process be stationary, at least to the second order. It is
thus important either to be able to isolate periods in which the traffic
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streams are approximately stationary or to manipulate the point process

in such a way as to achieve stationarity in a transformed metric. Current
research is being conducted in both of these areas. Results from the
studies of the 8 —hour sample data can provide much valuable infor-
mation to the operation of ATC simulations for a longer period of time in
the future.

5.6 Queuing Time Analysis and Forecasting for ATC Communications

In section 3.2 we have pointed out some applications, as well as
the limitations of the usefulness, of the conventional queuing theory to
the analysis of ATC communications. It was found that the expected queuing
time per communication transaction derived from the theoretical results
can only provide an approximate lower bound to the value realized in'an
ATC system. Although information obtained from analytic solutions-ls
helpful for selecting the range for simulation experimentation, it is not
adequate for providing final estimations.

To pursue further the analysis of the ATC queuing, and to perform
forecasting which may be useful for network simulations in the future, in
this section a transformation technique useful for modelling quéuing time
processes is first introduced. Applications of this technique are then
illustrated for two simulated ATC communications responses,

A portion of the material presented in this section has been
described in more detail in an article by Hsu (D. -A. Hsu, '"'Queuing
Time Forecasting," Civil Engineering Research Report #75-TR-7, Princeton
University, July 1975). Readers are referred to this article for tech-
nical references and discussions.

5.6.1 Times in System and a Transformation Technique

Although the series of queuing times, recorded in the order
of arrivals, of each communication transaction, is an important variable
for study, some difficulties are inherent to the analysis of this variable.
One of the causes is that the queuing time variable has a nonzero prob-
ability at the point of zero. This makes the distribution function
difficult to express and unsuitable for analysis. In order to avoid this
problem, we select another variable which is closely related to the
variable in question for analysis. That is the process of times in
system of each communication transaction, defined as the sum of the queuing
time and the CT length associated with each communication transaction.
Let this series be denoted by {W:} , where t indicates the arriving order
of the CT's.

A preliminary analysis of general processes of times in system
suggests that a first order autoregressive model AR(1l) is a natural process
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for an independent homogeneous arrival system, given certain transformations
being made. However, as has been pointed out in an earlier analysis (see
subsection 3.2.1), the CT arrivals, in general, do not conform to the
independency requirement imposed. Therefore, a general class of models,
such as those of autoregressive or moving average or the mixture of both,
suggested by Box and Jenkins, should be considered in the modelling

of the {W¥} series just mentioned. Nevertheless, in a recursive trans-
formation procedure, an AR(1l) model is still a good starting model. The
model can be refined after the transformation having reached an intermediate
stage. In mathematical form, an AR(1l) model is expressed as

* % .
W o - - - = 5.1
W, u) ¢(Wt__l W) = a ( ’ )
where u is the overall mean of the series W; and a, is an independent,
identically distributed normal variable.

A transformation procedure, useful for the analysis of the series
of {W:} generated from the ATC simulation model, consists of the following
stages?

(a) Fit the time series model specified by Equation (5.14), using
the least square estimator for ¢, to the data generated from a simulation
experiment (the simulation run provides a sufficiently large number of

observations, with a given set of input parameters), and compute the
residuals using the following formula.

at = (Wt - u) - ¢(‘Jt—l - u) s t=2, 3, seey N (5.15)
~ N %
where o= Z W /N
t=1 °©
§ CAEED YC A
- _ - u o~ u
o = t=2 t t-1
N-1
x  ~ 2
) G
t=1

and N = the number of observations contailned in the series.

(b) Separate the set of data {W*} into, say, 10 equal-size groups
in order of their magnitude (i.e. dividé the data at the i x 10% quantiles
for i = 1,2, ...,10) and label these observations by the ordinal number of
the group to which the observations belong. Then classify the a_'s into
the groups according to the label assigned to Wi. (For instance, if Wis
is labeled "5", the a,. should be assigned to the fifth group.) Then
compute the following:
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} &
at
22 t=2
o, = o1 (5.16)
and Z a§
l\2 JEIi .

°i T TN/I0 (5.17)

where I, contains the elements which belong to the ith group., Let us further
define that

~ ~

Ri = ai/aa (5.18)

Then, denoting the transformed values as Wt’ the following transformation
is suggested:

*
wt = Wt/Rl for te L (5.19)
W = {Was + w* { * /R, f l
¢ = max 3 ¢ T max Wtj» ; for te [i’
-~ I Pl
thel 1 t7el, i=2,3,...

(¢) Again fit the first order autoregressive model to the series
of W aud‘obtaln.a new set of residuals., The distribution of residuals is
then examined using the conventional measurements of skewness and kurtosis

?

A
A

. "1.5 A A FS PS

ice. Y,=ug/u,"" and y2=(u4/u3) = 3 where u, = 1,2,3,4, are the i*™ central
moments (with respect to the mean) computed from the data observed. If the
value of vy. is significagtly different from zero (tables and graphs compiled
for the tests of Yy, and Y, are available in Snedecor and Cochran, Statistical
Method, 1970} the procedufre specified by Equations (5.16) - (5.1;) and then
again (5.15) using the last set of transformed data is suggested to be
ecursively operated until the value of Y, is brought to a satisfactory level.

To examine the adequacy of the expression specified in Equation
(5.14), the methods for diagnostic checking suggested by Box and Jenkins in
time series modeling can be employed to investigate the nonexistence of the
serial correlation in the final residuals, (In the case where a_ is far
away from normality these methods should be used with caution. ﬁurther
study should be performed to investigate the influence of nonnormality upon
the testing statistics.) The test statistics available are (i) r*(a ) =
r (5 )/ /H, where T (g ) is the sample autocorrelation function o% tﬁe
flnai Eosiduals at Eagt k and n is the relevant sample size; and (ii)
Q=n X rkz(at), where K 1is a constant which can be adequately deter-

k=1 % A

mined for each specific case. The first test statistic r, (a ) useful for
testing individual autocorrelation coefficients is normalEy &istributed
with mean zero and variance one, if the coefficient is virtually zero. In
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addition, the second statistic Q is distributed, in our case of first order
autoregressive process, as a 2 (K-1) variable, where K-1 represents the
degree of freedom, and useful as a portmanteau test of all relevant

autocorrelation coefficients.

Model modification can then be proceeded using Box-Jenkins
techniques, Diagnostic instruments described in the last paragraph can
again be used to provide information helpful for identifying the lack of
fit ana suggesting the direction of modifications.

5.6.2 Examples from ATC Simulations

Two examples are provided in this subsection to illustrate the
modeling procedure described earlier in this section. Extensions of the
resulting models to the queuing time forecasting are finally mentioned,

Example 1: The series of times in system for each of the
communication transactions, denoted by {W' } was collected from a simulation
exercise of 2-hour neriod for New York Eector 524 LG (ABE airport)at the
historical traffic density (0 = 25 aircraft arrivals/hour). Totally 230
observations were used in the following modeling procedure.

Stage (i): The entire series of {w*} were separated into 10
groups, each with size 23, according to their magnitudes in seconds. The
10 partition points are: (4.69, 7.53, 9.53, 12,01, 14.36, 17.03, 21.06,
27.94, 43.23, 98.19), where the last value is the maximum value observed
from the sample. An AR(ll model was then fitted to this data. Results of
fitting are: ¢ = 0.8453, o = 96.1309, p = 20,0514, y (a ) = 0.3766 and
yz(g_)= 1.6135. Both 2 ¥,(a. ) and v (at) significantly depart from

S . 1
normality. A transformation 1s Eherefore néeeded.

Stage (ii): From Equations (5.16) - (5.18), values of R, were
calculated and found: (Rl, R,, -..R, ) = (0.,8327, 1.1978, 1.4508,11.2657,
1.7133, 1.6064, 1.4860, 018128, 0.8438, 0.6058). These values indicate
that the transformation function is convex at the lower range of the W
value and is concave at the higher range. Following the transformation
specified by Equation (5.19), we transformed {W'} into {W_} and again
fitted the AR(1) model into the new set of déta. It was Iound that the
new results are: ¢ = 0.7595, 02 = 110.4477, u = 21. 2753, Ql(a ) = 0.0623
and §°(§t) = -0.0617. This time both Ql(ét) and Yz(ﬁt) conform to the
conditions for normality.

Stage (iii): Further examination on the sample autocorrelation
function calculated from the residuals indicated that the value of rj(ﬁ*)
is equal to 3.34 and is significantly different from zero at the 0,01 level,
In addition the value of Q, based on the first 24 autocorrelation co-

24
2
efficients, is Q(at) = 230 2 T (at) = 40.23 being greater than the ,025
k-1
significance level of a x? variable with 23 degrees of freedom. A mixed
autoregressive and moving average model, with the moving average parameter
being at the seventh order, was then tried on the data of Wt. The new
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estimates of the parameters are: ¢ = 0.7400, 6 = 0,1847, 02 = 107.4800,

i = 21.0410, ¥.(3. ) = 0.0511 and ¥.(4.) = -0.0655. The estimate 8_ is
significantly “different from zero at the 0.01 level. A further cgeck on
the residual autocorrelation function indicated that the value of r*(a )

has been reduced to 0.61 and the value of Q has been brought down to 25 81
which is well below a critical point. The transformation function and the
last set of parameter estimates are the essential information for con-
structing a predictive procedure for queuing times, as will be pointed out in

the concluding remarks of this section.

Example 2: A similar series of W was also collected from a
simulation run for New York sector 553 AR (La Guardia airport) at a traffic
density equal to 21 aircraft arrivals per hour. Results of modeling on the
total of 370 observations are briefly reported below:

Stage (i): The 10 partition points are (6.43, 9.96, 13.39, 16.26,
19.81, 23.32, 27.69, 35.76, 45.11, 131.61). The first f1tt1ng of the AR(1)
model gave results: ¢ = 0.7590, og = 159.3731, 1 = 24.4667, ¥ (at)-——O L0942,
and ?2(3 ) = 2.4327. The value of ¥ (a ) is much too high to be from a
normal distribution. Transformations wére therefore pursued.

Stage (ii): Estimates of R, are: «ees Rig) = (0.6923,
1.2136, 1.4175, 1.4746, 1.2576, 1. 44%6 1. 281} l 3633. 0.9306, 0.,5921).
The new set of estimates of parameters in the AR(l) model, for the tramns-
formed data, are : $ = 0.6984, 3; = 185.3221, u = 25,9928, y (a )= -0.1811

and §2(£t) = 0,3540. The values of YZ(a } has been substantlally reduced
and is now well below a critical point.

Stage (111) Checks on the residual autocorrelation function
showed that all r. (a )'s for k = 1, 2, ... 24 are within -2.0 and 2.0, and
Q = 15.58. No mogel modification is proved necessary from these evidences.

5.6.3 Concluding Remarks on Queuing Time Analysis

Given the parameter values of an autoregressive model or a moving
average model or the mirture of both, the forecasting of variables generated
from the process is a straightferward matter. Confidence limits for fore-
casts obtained from Box-Jenkins procedure can be transformed back to an
original scale using the inverse transformation function determined by {R,}.
Applications of the procedure illustrated above to queuing network simu-
lations are natural extensions of this work,
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CHAPTER 6

CONCLUSIONS AND RECOMMENDATIONS

Discussions on many subjects of interest concerning the properties
and the applications of the simulation model of Air Traffic Control
Communications have been provided in detail in the previous chapters.
However, conclusions scattered over individual chapters or sections need to
be gathered to form a complete piece of picture which represents our effort
devoted in this volume, Further, recommendations adequately drawn from the
research results are also helpful in suggesting future pursuit on the subject
of ATC communications. For these reasons we present in the following
sections the overview and the outlined recommendations.

6.1 Conclusions

In this volume we have demonstrated the general applicability of
the simulation model of ATC communications in both distinct geographical
areas and different types of studies. We have compared the communications
data of New York versus Houston ARTCC and found that only one or two of the
Sensitive input variables, most likely the number of communication trans-
actions per aircraft, need to be adjusted in order to perform communications
simulations in different geographical areas. Further, we have illustrated
the competence of the model in answering many questions of practical interest.
The questions investigated include the evaluations of: (i) the communication
capacity of a typical sector performing a particular function; (ii) the
effects of a tone~burst scheme on delaying communications performance; (iii)
the influences of reducing the number of transmissions per communication
transaction upon the communication responses. On the first subject, we have
determined the communication capacities of nine sector functions in the New
York area through the simulation experiments and a special statistical tech-
nique in detecting the onset of unstable performance. For the second problem
we have evaluated the reduction of communication capacity and the induced
extra communications delay at various combined values of the tone duration
and the expected number of aircraft arrivals. Finally, for the third question,
we are able to provide numerical answers to the relative changes of the
communications responses at various rates of reduction on the number of
transmissions per communication transaction.

In addition to the research effort devoted to the studies of the
communications in a single sector, a network formulation of enroute control
sectors has been proposed and a second order Markov chain model is used to
describe the transferring of an aircraft from one sector to the next for the
New York ARTCC. Estimations of the aircraft arrival rates, the transition
patterns, and the flow rates have been studied and empirically illustrated
using the New York data. This network modelling effort has prepared for the
simulation of ATC communications of a network as a whole.



Other subjects also explored in this volume are: (i) a sensitivity
analysis of the expected ATC communications channel utilization with respect
to various input variables; (ii) the construction of operational indices for
ATC communications performance that simplify the presentation of wvarious
responses; (iii) a transfer function model for aircraft flows at adjacent
ATC sectors describing the dvnamic relationship between the aircraft locadings
in two consecutive sectors; (iv) an analysis of New York air tratfic data
of an 8-hour period in which the traffic density is apparently nonhomogeneous;
and (v) a queuing-time analysis and forecasting for ATC communications with
potential applications to the simulation of network communications.

6.2 Recommendations

As logical results of the conclusions presented above, several
recommendations concerning potential applications of the simulation model in
future investigations of ATC communications are provided as the following:

(i) As has been pointed out earlier in section 5.3 of volume ITI
and section 4.1 of this volume, to investigate the ATC communications
performance in a metropolitan area such as New York as a whole, which
consists of a network of control sectors, is a natural extension of our
effort to date. Simulations of a sequence of sectors, each simulation being
executed using the constructed model, can be accomplished in accordance with
the geographical or functional adjacencies of the sectors. In other words,
the aircraft departure stream of one sector is to be used as inputs to the
next sector (or several sectors) which is (are) functionally related. Such a
network study would be useful in the evaluation of the present performance of
a facility and the prediction of performance in hypothetical environments.
Thus, experimental results generated from network simulations could serve as
valuable aids in decision making processes concerned with changes in the rules
of communication operations, the introduction of new communication techniques,
expansions or constructions of airports, etc.

(ii) Air Traffic Control performance in distinct geographical areas
may be different in one aspect or another, as has been shown in a comparison
of New York versus Houston data presented in chapter 2 of this volume.
Whether these differences warrant discriminatory requirements on the ATC
performance is a question requiring further studies. Here we recommend that
the simulation model can help answer the question empirically and comprehen-
sibly.

(iii) As has been illustrated in section 3.4 of this volume, the
simulation model provides certain insights about the effectiveness of a change
in a performance parameter upon various responses of concern. This tvpe of
study, to a certain extent, provides a basis to the cost and benefit analysis
of an improvement measure and may serve as a concrete motive to certain govern-
ment actions,



(iv) Questions concerning the effect of access control techniques,
channel allocation methods, etc., upon air/ground communications are being
raised by those engaged in the study of satellite mobile communications/
surveillance systems. Investigations of the efficiency, flexibilitv, and
capacity of proposed alternatives can be supported by simulation experiments
using methodology developed in the present work.

It is the belief of those who have participated in the investi-
gations presented in the four volumes that the simulation model and related
extensions can serve as a very powerful tool in analyzing various outcomes
associated with many future governmental decisions of concern.





