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EXECUTIVE SUMMARY 

This report details the study of the processes by which a rotorcraft operator may implement 
usage monitoring and advanced usage-based fatigue lifing techniques within the framework of 
the guidance provided in Federal Aviation Administration (FAA) Advisory Circular (AC)-29-2C 
MG-15. 

The research conducted for this report focused specifically on the implementation of a process in 
which health and usage monitoring systems (HUMS), coupled with regime recognition (RR) 
algorithms, were used to calculate fatigue lives and retirement times of rotorcraft dynamic 
components. The overall end-to-end process through which an operator may collect, transmit, 
process, and archive raw HUMS data is described in this report and its attached appendices. 
Example procedures addressing these architectural issues were devised to accommodate both 
onboard and post-flight RR processing. The discussion of these procedures includes aspects of 
data processing, data quality control, and mitigation procedures. 

Additionally, a study of rotorcraft dynamic component fatigue lifing methodology is included. 
This examination includes detailed research into industry standard practices regarding 
component fatigue reliability methodology and a proposed technique for implementing  
HUMS-based lifing to satisfy those requirements. 

Finally, a discussion of the applicability and completeness of FAA AC-29-2C MG-15 itself is 
presented. 
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1.  INTRODUCTION 

Helicopter Association International (HAI) contracted Technical Data Analysis, Inc. (TDA) to 
perform analysis under Federal Aviation Administration (FAA) Grant 10-G-020. The overall 
program objective is to determine a procedure by which a commercial helicopter operator can 
use health and usage monitoring system (HUMS) technology to establish maintenance credits or 
revise maintenance intervals based on tracked individualized usage. 

The FAA anticipates an increase in certification applications using HUMS data to enhance 
maintenance and operations of rotorcraft by tracking individual usage of the aircraft and its 
installed components. In an effort to support the FAA in completing the establishment of 
guidance to achieve airworthiness approval for rotorcraft HUMS installation and its use, HAI 
and TDA are defining a set of procedures by which rotorcraft usage data can be collected, 
processed, and analyzed to adjust component retirement times (CRTs). 

General terms of this application process are laid out in FAA Advisory Circular (AC)-29-2C 
MG-15 [1]. 

The research conducted for this report was divided into several tasks, each of which is discussed 
in the report. Each section of the main body of this document provides a brief introduction to the 
work performed under each task. The detailed descriptions of each task effort are found in the 
appendices. 

Appendices A–C address the rotorcraft dynamic component fatigue lifing methodologies that are 
currently in use and those that may be implemented with the aid of HUMS technology. 

Automated batch data processing procedures were devised to assess structural usage of example 
fleets of aircraft. The authors were provided access to archives of raw data from various aircraft 
types. Methods of processing and applying quality control (QC) measures were devised and 
notional projected CRTs calculated—all within the framework of AC-29-2C MG-15. 
Additionally, consideration was given to variations in processing when dealing with onboard 
(OB) and post-flight regime recognition (RR). These procedures are addressed in appendices D, 
E, I, and J. 

Further research was devoted to studying verification of the HUMS, RR, and reliability of the 
process as a whole. Similarly, practical techniques for operators to follow are discussed. Details 
of this work are found in appendices F–H. 

Advanced technologies that may enhance the overall effectiveness, reliability, and accuracy of 
HUMS and the usage monitoring (UM) process were investigated and are discussed in  
appendix K. 

The ultimate goal of this research was to evaluate the guidance given in AC 29-2C MG-15 [1] 
for completeness and accuracy. The discussion in appendix L describes areas that present an 
opportunity for clarification or elaboration. These points of discussion are derived from the 
findings of this 2-year study and are intended to provide the viewpoint of the operator and flight 
data manager, who may implement advanced, usage-based dynamic component lifing and apply 
to the FAA for usage credits. 
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2.  REVIEW OF TRADITIONAL METHODOLOGIES 

By way of introduction to the research study as a whole, traditional methodologies of 
determining CRTs of rotorcraft structures are reviewed and summarized in appendix A. This 
summary is not intended to cover the entire history of engineering and scientific evolution of the 
structural fatigue life determination methodologies, which stretch well over 100 years. There is 
already extensive literature available relating to the topics of fatigue, fracture, and fatigue life 
predictions from laboratories, universities, government agencies, and private companies around 
the world, and more are being published each year. 

The primary objective of this task is to briefly describe the historical background and technical 
importance of key concepts and parameters indispensable to the legacy methodologies of 
determining CRTs of rotorcraft components. Review of the traditional methodologies will shed 
light on the reasoning and requirements of the new approach to determine and predict rotorcraft 
CRTs using HUMS, highlighting its improvements and its limitations. Because the main 
program objective focuses on the implementation of HUMS on rotorcraft, particular interest is in 
the determination of fatigue life for the critical safety items (CSI) or components of rotorcraft. 

Major topics for the safe-life fatigue design criteria described are: 
 
• Cumulative fatigue damage rules 
• Usage spectrum development 
• S-N curve generation 
• Fatigue life substantiation tests 
• Determination of CRTs 
• Fatigue life prediction and tracking 
• Flight load survey 
• Reliability requirements 
 
With the increasing importance of damage tolerance and fatigue tolerance requirements by 
military and civilian airworthiness authorities, fail-safe design criteria are also briefly reviewed 
and discussed. 

3.  NEW PARADIGMS OF ROTORCRAFT UM 

Recent advances in anomaly detection technology of HUMS provide effective and credible OB 
and on-ground (OG) monitoring capabilities for rotorcraft. Advanced HUMS also offers 
networked communication through Web services, instant access to databases for data collection, 
and sharing of analysis results for all stakeholders. This technological advancement of HUMS 
opens a new paradigm in UM for an improved lifecycle management of rotorcraft. 

Appendix B examines new usage paradigms with a focus on the fatigue life extension of CSI. 
Top-level functionalities and flow of data and analyses for the structural damage assessment 
based on the UM function of HUMS are described in two separate approaches: the OB damage 
assessment and the post-flight OG processing. Three potential scenarios of usage-based 
maintenance (UBM) credit adjustments, which will define the system design and its qualification 
requirement, are discussed briefly. 
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HUMS technology is being deployed in increasing numbers among new rotorcraft designs and 
retrofit to previously type-certified rotorcraft. This provides an opportunity to develop a new 
approach to lifecycle management of fleet aircraft. Previous advances in anomaly detection 
technology provide an effective and credible OB mechanical diagnostic capability. Additionally, 
the communication network through Web service allows for instant access to the main databases 
for data acquisition and dissemination of analysis results. This technological advancement of 
HUMS opens a new paradigm in the structural UM for the rotorcraft industry. 

Identifying the scope of work for the UM of HUMS to seek UBM credits for civilian rotorcraft 
operators is the primary focus of this report, particularly for the fatigue life extension of the CSI. 
Therefore, new paradigms of the “end-to-end” structural fatigue life tracking are discussed in this 
report. Because the flight RR is one of the central processes of the structural fatigue damage 
assessment methodologies currently practiced in the rotorcraft industry, the paradigms are 
discussed in two parts: the OB processing of RR and the OG processing of RR. 

As an example case for UBM credits, the one-time adjustment of CRTs is selected among 
multiple scenarios of HUMS applications, and details of the system definition, analysis, 
processes, qualification requirements, and credit validation required for this simplest approach 
are described. 

Finally, potential contributions and roles of HUMS during the development phase of an aircraft 
are discussed by considering its data recording and RR capabilities. 

4.  VARIATIONS OF UBM CREDIT APPROACHES 

As a continuation of new paradigms of UM using HUMS, variations of the basic approach of 
UBM credit adjustments are described in appendix C. 

Appendix B describes a UM paradigm for the “one-time” adjustment of CRT. Appendix C 
describes more advanced approaches such as periodic or continuous UBM credit adjustments. 
Details regarding how to use existing loads data in conjunction with the actual revised regime 
spectrum data to calculate CRTs are described. 

Aircraft UM provides a more accurate assessment of dynamic component fatigue damage and 
allows for usage credits for aircraft that are being flown differently than the assumed design 
usage. 
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There are three scenarios currently conceivable based on the frequency of maintenance 
interventions: 

1. One-time CRT adjustment, applies to: 
 

a. All components of a certain part number across the entire fleet 
b. Part numbers within an isolated sub-group of the main fleet 

 
2. Periodic CRT adjustment, applies to: 
 

a. All components of a certain part number across the entire fleet 
b. Part numbers within an isolated sub-group of the main fleet 
c. Pre-identified individual serial numbers of a particular part number within the fleet 

 
3. Continual CRT update, applies to: 
 

a. Pre-identified individual serial numbers of a particular part number within the fleet 
 
Updating the CRTs of parts identified by their part numbers for their worldwide fleet operations 
is also discussed in appendix C. A more challenging approach for continually updating the CRTs 
of components identified by their serial numbers operated on individual helicopters is also 
briefly discussed in appendix C for their system definition and analysis processes. 

5.  BATCH ANALYSIS PROCEDURE: ONBOARD REGIME RECOGNITION 

The analysis procedures for fatigue damage assessment of structural and dynamic components of 
a rotorcraft described in this grant focus on RR using HUMS data. Two possible routes are 
available to the analyst: (1) onboard regime recognition (ORR), in which the installed HUMS 
uses aircraft state parameter data to determine the flight regime in near-real time, and  
(2) post-flight RR, in which collected aircraft state parameters are used in a standalone regime 
recognition algorithm (RRA) after the conclusion of the flight. The findings, presented in 
appendix D, concentrate on the data processing procedure necessary for analysis using ORR. 

TDA has created a batch data processing procedure that analyzes HUMS raw data files (RDFs). 
These RDFs contain recognized regimes as determined by the OB RRA and time history data of 
aircraft state parameters collected by the HUMS in flight. TDA’s process involves a  
flight-by-flight QC check of the regimes reported in the RDFs, followed by generation of a  
fleet-wide 100-hour block usage spectrum based on the library of collected data. That 
representative block usage spectrum is then transformed through a mapping algorithm to be 
analyzed alongside damage tables that describe fatigue damage accumulation as a function of 
maneuvers flown. At that point, component lifetimes are projected on a part number level. 
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The procedure described in appendix D for fleet-wide CRT updates using ORR addresses the 
following steps: 

• RDF handling 
• QC checks of each RDF 
• Generation of 100-hour block regime spectrum based on the library of collected RDFs 
• HUMS regime-to-damage table regime mapping 
• Generation of final 100-hour block usage spectrum after transformation through damage 

table mapping 
• Calculation of CRTs 

To conduct this research and begin to define the batch processing procedure, TDA received a 
sample of three RDFs from three helicopters of the same military utility model. Because TDA 
did not have access to the manufacturer’s damage table for the sample aircraft, a notional table 
was created, with values populated based on TDA’s experience in rotorcraft fatigue analysis. It is 
important to note that any results presented in this report are not meant to represent actual fatigue 
life values. Rather, this report is intended to describe the data processing procedure that can be 
used in conjunction with valid manufacturer-generated damage rates and a sufficient archive of 
usage data. 

6.  BATCH ANALYSIS PROCEDURE: POST-FLIGHT RR 

The study presented in appendix E details the data processing procedure devised for analysis 
using post-flight RR. TDA created a batch data processing procedure that processes HUMS 
RDFs through a post-flight RRA and a flight-by-flight QC check of the computed regime output. 

Following the application of the QC measures, a fleet-wide 100-hour block usage spectrum 
based on the library of collected data was generated. That representative block usage spectrum 
was then transformed through a mapping algorithm to be analyzed alongside damage tables that 
describe fatigue damage accumulation as a function of maneuvers flown. At that point, 
component lifetimes were projected on a part number basis. 

The procedure described in appendix E for fleet-wide CRT updates using post-flight RR 
addresses the following steps: 

• RDF handling 
• Post-flight RRA processing 
• QC checks of each RDF 
• Generation of a 100-hour block regime spectrum based on the library of collected RDFs 
• HUMS regime-to-damage table regime mapping 
• Generation of a final 100-hour block usage spectrum after transformation through 

damage table mapping 
• Calculation of CRTs 

 
In this scenario, aircraft state time histories and HUMS raw data is collected during flight and 
processed with a RRA after the completion of the flight. This scenario has several advantages. 
First, revisions to algorithms can be applied much faster and more efficiently, because the 
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software will be applied to a ground-based system rather than installed on individual aircraft. 
Second, if an algorithm revision is completed, the entire historical dataset can be reprocessed. 

For the completion of this research, TDA received a sample of HUMS RDFs from a fleet of 
military utility helicopters that do not have an OB RRA. The archive of flight usage data is 
comprised of 12 aircraft with a total of 2725 hours of rotor turn time. After processing this data 
through TDA’s validated RRA, QC steps were applied, as discussed in appendix E. 

As with the analysis shown in appendix D, because TDA did not have access to the 
manufacturer’s damage table for the aircraft type, a notional table was created with values 
populated based on TDA’s experience in rotorcraft fatigue analysis. Therefore, it is important to 
note that no results presented in this report are meant to represent actual fatigue life values; 
rather, the report is intended only to describe the procedure for post-flight RR. 

7.  VALIDATION OF END-TO-END SYSTEM FIDELITY 

RR plays a central role in utilizing the operational data collected by HUMS. By identifying flight 
conditions of each flight in terms of regimes, far more accurate and updated usage spectra based 
on actual flight data can be generated for the purpose of revising the fatigue life assessment of 
safety critical components. 

A flight regime is defined as a type of maneuver by its severity (e.g., load factor, angle of bank, 
climb/descent, etc.) and duration; therefore, recognition of regimes flown is critical to 
determining flight loads on the dynamic components, airframe, and drive trains of rotorcraft. 
Because the accuracy of a revised fatigue life of a component depends on the accuracy of the 
regimes identified or recognized, it is important to verify the fidelity of the collected HUMS data 
and the algorithms that process it to recognize regimes. This research, presented in appendix F, 
describes the system fidelity and accuracy of the OB and OG RRAs for HUMS. Two structural 
usage paradigms are described. The first involves the ORR and the second involves the  
post-flight RR OG. In appendix F, the common criteria of airborne and ground-based processes 
are discussed first. Following this are separate discussions of the two systems to address the need 
to identify ways to prove that the RR results are accurate and the methodology is reliable. 
Verification and validation, limitations, and other issues of RRAs for HUMS application in the 
fidelity point of view are discussed in detail based on TDA’s experience of RR code 
development for military utility helicopter models. 

8.  MITIGATION METHODOLOGIES 

Within the end-to-end process of data collection, transfer, processing, and archiving, there exists 
opportunities for data to be missed or corrupted. This research is presented in appendix G. 
Addressed specifically in this task were steps that may be taken to mitigate any real-world 
imperfections associated with the data collection and processing steps. Examples of such 
imperfections include sensor signal drop-out, unrecognized regimes, or missing or corrupt flight 
data files. Each of these types of shortcomings must be mitigated in a conservative way to ensure 
that the required level of structural integrity is maintained. These steps have been integrated into 
the example batch processing procedure that was developed by TDA and are found in appendices 
D and E. 
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Additionally, as described in appendix H, a methodology for a reliability-based component 
fatigue life assessment was developed, using probabilistic modeling of both flight loads and 
material fatigue strength to guarantee the traditional requirement of 99.9999% reliability, or  
six-9s. Fatigue lives of military rotorcraft components are required to ensure a reliability of at 
least six-9s, which represents only one failure in the service lives of one million components 
being permitted. Currently, the assumed composite worst case usage spectra derived during the 
design phase accounts for one-9 of that reliability. In transitioning to a usage-based lifing 
technique, this one-9 of reliability must be accounted for. This issue of the “missing 9” is 
addressed in appendix H. 

9.  COMPREHENSIVE ANALYSIS PROCEDURE USING OB RR 

This effort, detailed in appendix I, focused on using the process defined previously for HUMS 
with ORR. A larger sample data archive from the same aircraft type was analyzed and the 
process adjusted and updated to improve efficiency for the analyst. Regime data, as reported by 
the OB RRA, was summarized and then mapped to the notional damage table using the same 
method described in appendix D. 

TDA designed and tested the initial batch process originally using three HUMS RDFs from a 
type of military utility helicopter that used ORR. TDA received more data to complete the 
analysis described in appendix I. The sample archive grew to include 11 aircraft in total, 
encompassing over 612 hours of rotor turn time. 

As discussed in appendix I, the inclusion of multiple flights per aircraft allowed for error 
checking and improvement of the processing algorithms. Similarly, the larger amount of data 
allowed TDA to explore the implications for individual aircraft tracking (IAT), in which 
individual serialized component lives may be updated on a flight-by-flight basis. Additionally, 
within this study, the notional damage table was expanded to include more components. 

10.  COMPREHENSIVE ANALYSIS PROCEDURE USING POST-FLIGHT RR 

Appendix J updates the analysis process defined in appendix E for small batches of data with a 
post-flight RRA for larger data sets. In the execution of this task, a larger archive of HUMS raw 
data from a fleet of military utility helicopters was supplied to TDA. Given the size of this data 
archive, representing over 8000 hours from 64 tail numbers, TDA was able to implement two 
variations into the damage calculations and fatigue life projections. 

First, TDA implemented aspects of an IAT program into the process. Under this scheme, aircraft 
usage was tracked individually and serialized components assessed independent of fleet 
averages. 

Second, TDA implemented the probability-based reliability approach described in appendix H. 
To implement this approach, TDA had to create a notional damage table using assumed 
probabilistic distributions of component load levels in each regime, as well as material strength. 
The actual HUMS-based usage was then extracted and a projected CRT derived for example 
components. 
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11.  ENHANCED TECHNOLOGY TOOLKIT DEVELOPMENT 

The intention of this study was to address the suitability and completeness of AC-29-2C MG-15 
in the context of structural UM and fatigue assessment of dynamic components. As discussed 
throughout this report, the aim of the AC-29-2C MG-15 guidance is to provide a framework in 
which an operator may track the historical usage of an aircraft and its components and analyze 
that usage within the context of fatigue life expended. The appendices to this report describe in 
detail the end-to-end process, ranging from aspects of component design to data collection 
procedures, usage analysis, and assessment of the CRT. 

The research presented in appendix K addresses the potential utility of developing advanced 
technologies to augment current HUMS. Three key areas are identified for which prospective 
improvements would enhance the prescribed end-to-end process of structural UM and 
component fatigue assessment. Areas of interest specifically identified in appendix K are the 
estimation of aircraft gross weight and center of gravity position during flight, the accurate 
detection of airspeed in low-airspeed regimes, and the implementation of direct load 
measurements. In each of these three areas, the benefits of improvement are highlighted, 
drawbacks of current technologies are described, and emerging technologies are briefly 
discussed. 

12.  VALIDATION OF COMPLETENESS, ACCURACY, AND SUITABILITY OF  
AC-29-2C MG-15 

Appendix L discusses the completeness, accuracy, and suitability of AC-29-2C MG-15 [1] 
regarding its general application to current and future helicopter structural usage tracking by 
operators of civil helicopters (Part 29) using HUMS. 

The original version of AC-29-2C MG-15, which was drafted in the late 1990s, has undergone 
internal revisions by experts based on the results of in-depth research studies. The latest draft is 
considered to be a well-developed document covering the subject applications. 

In appendix L, comments and recommendations on the current version of AC-29-2C MG-15 are 
put forth. They are based on the results of the studies in this report. 

13.  REFERENCES 

1  “Airworthiness Approval of Rotorcraft Health Usage Monitoring Systems (HUMS),” 
FAA Advisory Circular AC-29-2C MG-15,  February 12, 2003.
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A.1  BACKGROUND & OBJECTIVE 

Various types of health and usage monitoring systems (HUMS) have been developed and 
installed on military helicopters and a limited number of civilian model helicopters over the last 
20 years. The Federal Aviation Administration (FAA) anticipates an increase in certification 
applications using HUMS data to enhance maintenance/operations of the rotorcraft by tracking 
individual or whole aircraft usage and the installed components. In an effort to support the FAA 
in completing the establishment of guidance to achieve airworthiness approval according to 
Advisory Circular (AC)-29-2C MG-15 for rotorcraft HUMS installation and its use [1], 
Helicopter Association International has contracted Technical Data Analysis, Inc. to develop an 
“End-to-End Helicopter Structural Usage Tracking Paradigm” [2] for use by operators of civil 
part 29 helicopters. 

As one of the introductory tasks, traditional methodologies of determining retirement times of 
structures, as commonly practiced in the aerospace industry, are reviewed and summarized in 
this appendix. This summary is not intended to cover the entire history of engineering and 
scientific evolution of structural fatigue life determination methodologies, which stretch well 
over 100 years. There is extensive literature available relating to the topics of fatigue, fracture, 
and fatigue life predictions from laboratories, universities, government agencies, and private 
companies around the world, with more published each year. Because the main program 
objective focuses on the implementation of HUMS on rotorcraft, particular interest is in the 
determination of fatigue life for the critical safety items (CSI) or components of rotorcraft. 

The main objective of this appendix is to briefly describe the historical background and technical 
importance of key concepts and parameters indispensable to the legacy methodologies of 
determining component retirement times (CRTs) of rotorcraft. A review of the traditional 
methodologies will shed light on the reasoning and requirements of the new approach to 
determine and predict rotorcraft CRTs using HUMS, highlighting its improvements and its 
limitations. 

A.2  HISTORICAL OVERVIEW OF STRUCTURAL FATIGUE DAMAGE 

Structural fatigue is the progressive and localized damage of a structural part that occurs when a 
material is subjected to repeated or fluctuating loading. In that sense, the fatigue failure of 
materials due to repeated loading is different from the yielding of structures under static or  
quasi-static loading. For modern machine parts requiring a high level of performance, a solely 
static or quasi-static loading condition is rare. The majority of aerospace components are subject 
to fluctuating or cyclic loading. It has been suggested that failure due to fatigue has accounted 
for 50%–90% of mechanical failures [3 and 4]. 

Material fatigue is a complex phenomenon and is still currently only partially understood. Up 
until the mid-1950s, engineering design practices were mostly based on static strength, even 
though structural fatigue failures had been observed in the railway industry in the early 19th 
century. In those early days, the explanation for fatigue failures was elusive to engineers, 
considering that structures failed when the maximum stresses were less than the ultimate tensile 
stress limits and sometimes far below the yield stress limits of materials. 

A-6 
 



 

A German railway engineer, August Wöhler, was credited for the first systematic investigation 
of fatigue failure of railway axles in 1870 [4]. His fatigue test data for railway axle steel were 
plotted in the log-normal scale and became the first example of the well-known S-N diagram. 

With the expansion of heavy industries beginning with the industrial revolution and continuing 
through World War II, numerous fatigue failures were observed in steel bridges, ships, and the 
aviation industry. The flotilla of Liberty ships suffered numerous hull and deck cracks during 
World War II. There were over 1000 reported instances of significant brittle fractures resulting in 
the loss of many of those ships, which sometimes broke in half without warning [5]. The Liberty 
ship failures triggered an extensive investigation of structural failures due to brittle fracture, and 
with the added multiple failures of airplanes and helicopters in the mid-1920s, the field of fatigue 
and fracture has since drawn significant attention from industry, government, and academia. 
Fatigue is currently one of the major structural failure modes for aircraft, particularly for the 
rotary-wing aircraft, which are subject to a high-cycle vibratory loading environment produced 
by the rotors. 

A.2.1  TIMELINE OF EARLY FATIGUE RESEARCH HISTORY 

Since W. Albert published the first article on fatigue in 1837, many researchers have contributed 
to the understanding of fatigue mechanisms. Palmgren postulated the linear damage 
accumulation of fatigue in 1924 and Miner expressed this concept in a mathematical form in 
1945. The structural fatigue life prediction called the “safe-life” design concept was well 
established in the late 1960s based on this Palmgren-Miner (P-M) linear damage accumulation 
model and is currently used in many industries. A few selected contributions in the formulation 
of this cumulative fatigue damage methodology are listed in the following timeline of early 
fatigue research history [3–9]: 

• 1837: W. Albert published the first article on fatigue. 
• 1854: Braithwaite coined the term “fatigue.” 
• 1870: A. Wöhler introduced the fatigue-life diagram (S-N diagram) and the concept of 

endurance limit. He has been called the “father” of systematic fatigue testing. 
• 1903: Sir J. A. Ewing demonstrated the origin of fatigue failure in microscopic cracks. 
• 1910: O.H. Basquin proposed a log-log relationship for S-N curves, using Wöhler’s test 

data. 
• 1920: A. Griffith produced the quantitative relationship for brittle fracture of cracked 

bodies using their fracture toughness and became the “father” of fracture mechanics. 
• 1924: A. Palmgren proposed the concept of linear fatigue damage accumulation known 

as the linear damage rule (LDR). 
• 1945: A.M. Miner popularized Palmgren’s linear damage hypothesis as a practical design 

tool through the P-M rule. 
• 1951: W. Weibull published the Weibull Distribution to model the stochastic scatter of 

the fatigue test data. The versatile Weibull Distribution is one of the most widely used 
lifetime distributions in reliability engineering. 

• 1954: L.F. Coffin and S.S. Manson explained fatigue crack-growth in terms of plastic 
strain in the tip of cracks. 
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• 1961: P.C. Paris proposed methods for predicting the rate of growth of individual fatigue 
cracks in the face of initial skepticism and popular defense of Miner’s phenomenological 
approach. 

• 1968: T. Endo and M. Matsuishi devised the rainflow-counting algorithm and enabled the 
reliable application of Miner’s rule to random loadings. 

A.2.2  FURTHER DEVELOPMENT IN FATIGUE DAMAGE MODELING 

With the increased attention on cumulative fatigue damage in the 20th century and beyond, many 
different fatigue damage models and new theories were developed. As pointed out in a 
comprehensive literature review of fatigue damage and life prediction theories [6 and 7], the 
damage models developed before the 1970s were primarily phenomenological and based on 
macroscopic observations. Those developed after the 1970s have gradually become  
semi-analytical or analytical, supported by the availability of high-powered electron 
microscopes, computers, and finite element models (FEMs). 

One important development in fatigue damage and life prediction was the “fail-safe” fatigue 
design concept that arose in the late 1960s and was led by the United States Air Force (USAF) 
after the early crash of the F-111 aircraft. Until then, the safe-life design principle, for which it 
must be shown that the structure is able to withstand repeated loads of variable magnitude 
without detectable cracks for the specified time intervals, had prevailed. In 1972, based on the 
new fail-safe fatigue criteria, the USAF eventually introduced the structural design concept of 
“damage tolerance,” specifically, “the ability of the airframe to resist failure due to the presence 
of flaws, cracks, or other damage for a specified period of unrepaired usage,” as described in the 
MIL-STD-1530 as a mandated structural design requirement [10]. 

As described in AC 91-82A [11]: 

In the early 1980s, because of concerns about the continued airworthiness of older 
airplanes certified to Civil Air Regulation (CAR) 4b fail-safe requirements, the 
FAA began issuing Airworthiness Directive (ADs) mandating damage  
tolerance-based structural inspection programs. The intent of the programs 
mandated by these ADs was to prevent unacceptable degradation of the structural 
integrity of the affected airplanes to assure long-term continued operational safety 
of the fleet. 

Similarly, as detailed by the Air Force Material Command [12], the 1954 Comet failures resulted 
in the use of fail-safe design in commercial aircraft. The AVRO 748 accident in 1976 and  
Dan-Air Boeing 707 accident in 1978 in Lusaka resulted in complementing commercial fail-safe 
design with damage tolerance requirements. Furthermore, the Aloha Boeing 737 accident 
highlighted widespread fatigue damage. 

In 1990, the Secretary of Transportation and the FAA Administrator created a Departmental 
Task Force on FAA Reform to recommend improvements in operations within the FAA and 
between the FAA and the Office of the Secretary. The Secretary directed a subgroup of the Task 
Force to recommend changes that would improve the process to develop safety-related 
rulemakings. That subgroup proposed the establishment of an advisory committee to serve as a 
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forum for the FAA to obtain input from the aviation industry on major regulatory issues. The 
Administrator established the Aviation Rulemaking Advisory Committee (ARAC) for this 
purpose on February 15, 1991 and tasked ARAC to address major regulatory issues that 
included, among others, the damage tolerance design concept for transport airplanes and engines. 
The ARAC recommended introducing fail safe requirements, and the rule was accepted by the 
FAA in 2002 in the Title 14 Code of Federal Regulations (CFR) Part 25.571, Damage Tolerance 
and Fatigue Evaluation of Structure [13]. 

Currently, the “fatigue tolerance evaluation” is required as the structural fatigue design standard 
for commercial rotorcraft, unless the fatigue flaw tolerant methods for a particular structure 
cannot be achieved within the limitations of geometry, inspectability, or good design practice 
[14–19]. 

A.3  STRUCTURAL FATIGUE AND SAFE-LIFE FATIGUE METHODOLOGY 

Fatigue occurs when a material is subjected to a repeated loading and unloading. If the loads are 
above a certain threshold, microscopic cracks will begin to form and may continue to grow under 
further loading. Eventually, a dominant crack will reach a critical size and the structure will 
fracture. The fatigue strength of a structure is primarily characterized by its material properties 
and its loading conditions, among other factors (e.g., environmental conditions). The geometry 
of the structure will also significantly affect the fatigue life; square holes or sharp corners will 
lead to elevated local stresses where fatigue cracks can initiate. 

The earlier approaches to model fatigue damage were mainly based on the LDR, proposed by 
Miner in 1945, which was based on Palmgren’s linear cumulative damage concept from 1924. 
This LDR damage model has played a major role in predicting structural fatigue life, particularly 
in the rotary-wing industry, because of the many components and structural elements that are 
subject to rapidly accumulating cyclic loads produced by the main and tail rotors. Because the 
rapid accumulation of cyclic loads does not leave much time to detect the initiation of a crack 
and its propagation to the critical size, the rotary-wing designer tends to rely on conservative 
margins for the scatter of fatigue tests and for other unknown factors to guarantee the safe 
operation of a structure in a limited lifetime. The practice of designing for a finite lifetime is 
known as the safe-life design, which has been commonly practiced in the bearing design for 
automobiles and pressure vessels and in aircraft structural design. 

The fail-safe approach appeared later in the 1960s by aircraft engineers because they could not 
tolerate the added weight required by the large safety factors in the safe-life design criteria. This 
fail-safe design philosophy was refined further and became a “damage tolerance” design for 
fixed-wing airframe structures, mostly through the efforts of the USAF. 

Use of the safe-life design criteria is still the main practice in the rotary-wing community; 
therefore, the key elements of the safe-life design criteria are described in this section and section 
A.3.1. Details of the fail-safe design and damage tolerance design are discussed in section A.7. 
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A.3.1  CUMULATIVE FATIGUE DAMAGE RULE 

In the P-M LDR approach, the measure of damage is simply the cycle ratio with the basic 
assumptions of constant work absorption per cycle from the constant amplitude vibratory load 
and the characteristic amount of work absorbed at failure: 

 𝑑 = 𝑛/𝑁 (A-1) 
 

where n is the number of cycles applied and N is the allowable number of cycles at failure. The 
energy accumulation, therefore, leads to a linear summation of cycle ratios of damages for 
various loads applied: 

 𝐷 = Σ𝑑𝑖 = Σ(𝑛𝑖/𝑁𝑖) (A-2) 
 

where the subscript i denotes the ith segment of applied loads. The structure is deemed to fail 
when the accumulated damage reaches D = 1. 

To apply this P-M LDR in the fatigue design of aircraft structures, it is required to know the 
cyclic loads on the structure and its fatigue damage characteristics, typically in the form of an  
S-N diagram. Specific methods are proprietary information of the original equipment 
manufacturers (OEM). However, most of them are fairly similar in principle. In general, the  
safe-life fatigue methodology includes three key elements to predict fatigue life of a structural 
component: representative spectra of operational loads, operational usage history of the aircraft, 
and the fatigue damage characteristics of the structural element in terms of the S-N diagram. 

A typical fatigue methodology based on the safe-life criteria would include the following 
processes: 
 
• Usage spectrum development 
• S-N curve generation 
• Fatigue life substantiation test 
• Determination of CRTs 
• Fatigue life prediction and tracking 
 
Figure A-1 shows a simple flow diagram for a typical component fatigue life determination and 
tracking of a rotorcraft dynamic component based on the safe-life fatigue criteria. 
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Figure A-1. Typical flow diagram of fatigue life tracking of a rotorcraft component 

In the following sections, basic elements of these processes are briefly explained and discussed 
with an understanding that there are various approaches with varying degrees of difference 
depending on the type of aircraft and respective manufacturers. 

A.3.2  CYCLIC AND SPECTRUM LOADS 

In the LDR, each individual cyclic load will produce a certain amount of damage on the 
structure. Therefore, if the same level of this cyclic load is applied n times, the accrued damage 
due to this block of cyclic loads, called a constant amplitude spectrum, will be represented by 
equation (A-1). If the cyclic loads have multiple blocks of varying amplitudes, the total accrued 
damage can be obtained using equation (A-2). 

A typical cyclic load spectrum on a fixed-wing structure is shown in figure A-2, in which the 
measured stress time history on the wing spar cap of an airplane is plotted for a time period of 
approximately one dozen flights. In contrast, a typical maneuver cyclic load on a rotary-wing 
dynamic component is shown in figure A-3, in which the measured strain time history on the 
main rotor (MR) pitch link (or push rod) is plotted for approximately 17 minutes of various 
highly severe maneuvers. Figure A-4 shows a detailed segment of cyclic loads on the pitch link 
for the right rolling pullout maneuver. 

A-11 
 



 

 

Figure A-2. Typical cyclic loads on the structure of a fixed-wing aircraft 

 

Figure A-3. Typical cyclic loads on the component of a rotary-wing aircraft (MR pitch link) 
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Figure A-4. Typical maneuver cyclic loads on the component of a rotary-wing aircraft  
(MR pitch link, rolling pullout) 

Note the difference in time scales between the fixed-wing and rotary-wing cyclic loads. The 
number of cycles increases much faster for the rotary-wing aircraft than for that of the 
airplanes—typically in the range of 4Hz–8Hz depending on the rotor revolutions per minute 
(RPM)—causing a more conservative fatigue design practice. 

As can be seen in figures A-2–A-4, it is critical to accurately model the cyclic loads on the 
aircraft structures to correctly predict fatigue damage. Modeling of cyclic loads has been slowly 
developed to the current form based on the experiences gained mostly from military helicopter 
development programs and operational usage. It has been common practice to simulate the 
random cyclic loads of maneuvers with changing amplitudes using blocks of constant amplitude 
cyclic loads for fatigue analysis and testing purposes, with appropriate statistical safety factors 
factored in. Figure A-5 shows a typical rotorcraft maneuver spectrum, representing 100 flight 
hours (each colored block represents a different regime). It consists of multiple maneuver block 
spectra representing different flight conditions and other occurrences such as landings, rotor 
start/stops, and ground-air-ground (GAG) cycles [20]. More details on this block spectrum are 
described below and in section A.4, where fatigue test methodologies are described. 
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Figure A-5. Typical block spectrums representing the cyclic loads on the component of a 
rotary-wing aircraft (MR push rod) 

With the rapid technological advancement of data gathering from aircraft, new approaches 
emerged—such as the HUMS—in the 1990s. Direct loads monitoring techniques to exploit the 
benefits of accurate accounting of cyclic loads on the aircraft structures have also become viable 
[21]. 

A.3.3  OPERATIONAL USAGE AND USAGE SPECTRA 

Considering that structural fatigue damage is a cumulative quantity, the accumulated damage 
depends on the history of loads a structural component has experienced. During the product 
development phase, one of the primary engineering tasks is to predict the expected useful fatigue 
life of a structural component through modeling of the expected usage. 

Traditionally, a block usage spectrum approach has been used to model the cyclic loads of 
aircraft structures due to its flexibility and practicality in handling multiple flight conditions. 
Based on the predefined basic mission scenarios and specific performance and mission 
capabilities of the subject aircraft, a baseline frame of usage spectra is defined. Usually, prior 
experiences from earlier aircraft models play a great role in this early phase of design. Basic 
usage spectrum blocks may be revised or updated using relevant data obtained later from flight 
load surveys (FLSs), interim fatigue test results, and fleet load surveys, or new mission load 
spectra added later. Once the representative block of usage spectra is defined, it is used for the 
fatigue testing of CSIs and to later assess their fatigue life expended (FLE) during actual 
operations. Major aircraft manufacturers have their own methodologies and databases for the 
fatigue life prediction of their aircraft structural components based on their own long histories of 
aircraft development and operational experiences, even though their fatigue life prediction 
methodologies are similar in principle. 
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A.3.4  DEVELOPMENT OF LOADS SPECTRUM 

To predict the useful life or the FLE of the structure, it is first required to model the cyclic loads 
an aircraft structure is expected to experience or has experienced. A block usage spectrum 
approach has been commonly used for this purpose. The primary mission of the aircraft dictates 
the usage spectra (e.g., cargo, attack, utility spectra). Existing mission spectra currently in use for 
various types and models developed from the 1950s–1970s are used extensively to construct the 
basic frame of the usage spectra. For a new aircraft, this fundamental design spectrum will be 
tailored to the specific performance and mission capabilities of the aircraft being designed. 

The core maneuvers of the design spectrum are expanded to address the speed, load factor 
capability, and overall performance of the aircraft. This would produce spectra that could range 
anywhere from approximately 30–90 design maneuver entries in a spectrum for typical military 
helicopters. The variance in the number of regimes was largely attributed to the specific 
performance and mission capabilities for the aircraft being designed and its FLSs to substantiate 
the component fatigue lives. For certain high-performance military helicopters, their usage 
spectra have grown quite large. For example, there are several hundred regimes for the V-22 
tiltrotor, with its multiple capabilities in helicopter, transition, and airplane modes of operation. 

For many older models, their usage spectra have remained in their original forms with only a 
handful of regimes. There are only a limited number of regimes that actually produce fatigue 
damage to the structural components [21]. Because the mission profiles of a majority of 
commercial helicopters are much simpler compared to military helicopters, it may be satisfactory 
to work with a limited number of damaging regimes for the modeling of their usage spectra. 
More details are discussed in section A.3.4.2. 

A.3.4.1  Typical 100-Hour Block Usage Spectra 

To model the cyclic load spectra, some approaches use a typical 100-hour block usage definition, 
whereas others use a block spectrum on a per-hour basis. In this section, the 100-hour block 
spectrum will be used to describe the usage spectrum development process. 

The basic mission types or profiles are identified early in the design phase and are updated later 
by a fleet survey. Table A-1 shows a notional medium-lift military helicopter mission 
characterization. 
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Table A-1. Notional mission usage characterization 

Mission Type % of Missions Flown Duration per Mission (Hrs) 
Training - Basic 5 2 
Training - Tactical  5 2 
Infil/Exfil 10 3 
Patrol 25 4 
Cargo/Low Gross Weight (Ferry) 15 4 
Cargo/High Gross Weight 40 2 

 
The training mission may be broken down further to include unique capabilities such as external 
lifting; evasive maneuvers; pattern work; landings and takeoffs to a spot; rolling takeoffs and 
landings; turning; autorotation; autorotation landings; emergency landing procedures; one engine 
out operations; etc. These mission categories will vary for each model based on the unique 
capabilities and functions in service. 

The details of each basic mission type are defined using typical parameters shown below: 
 
• Mission length 
• Gross weight (GW) 
• Center of gravity (CG) 
• Fuel quantity and fuel configuration 
• Stores and stores configuration 
• Internal cargo weight 
• Rotor start and stop procedures 
• Control checks 
• Taxi time, speed, typical number of ground turns 
• Types of takeoffs and landings 

Each mission is also composed of mission segments (or regimes)—such as hover, climb, cruise, 
descent, turns, approach, and landing—and each regime is further defined with pertinent flight 
parameters such as air speed, altitude, angle of bank (AOB), accelerations, rate of climb/descent, 
and sink speed, as required. Table A-2 lists the classifications of flight regimes described in the 
U.S. Army Aeronautical Design Standard for Rotary Wing Aircraft [22]. Table A-3 is the list of 
flight regimes for the utility helicopter described in similar references [22–24]. 
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Table A-2. Flight regime classifications (U.S. Army) 

Symmetrical Flight 
 
  

Maximum Speed (straight, rearward, sideward flight) 
Symmetrical Dive and Pullout 
Symmetrical Pushover 

Vertical Takeoff 
  

Level Ground 
Sloping Ground 

Unsymmetrical Flight 
 
  

Rolling Pullout with Maximum Control Displacement 
Yawing 
Braked Dive and Recovery 

Auto-rotational Flight 
 
  

Symmetrical Dive and Pullout 
Yawing 
Anti-Torque Required for Those Aircraft Equipped with Anti-Torque Devices 

Nap of the Earth Maneuvers 
 
 
 
 
 
 
 
 
  

Hover Turns (OGE) 
OGE Control Reversals (forward/aft, lateral, pedal)  
Sideward Flight Quick Stop 
Sideward Flight with Kick out & Acceleration (Left & Right) 
Left and Right Sideslip (60 and 90 knots) 
Terrain Turns (20, 40, and 60 knots) 
Pedal Turns (20 and 40 knots) 
Terrain Pull-up (40 and 60 knots) 
Terrain Push-over (40 and 60 knots) 
Acceleration to 60 knots VH to Quick Stop OGE 

Air Combat Maneuvers   
Gust   
Rotor Starting   
Rotor Braking   

 OGE = out of ground effect; VH = maximum speed 

 
 
  

A-17 
 



 

Table A-3. Typical military Class I (utility) helicopter regimes (U.S. Army) 

No. Regime Name No. Regime Name 
1 Rotor Stopped 27 Rolling Pullouts 
2 Ground Operations/Taxi 28 Pushovers 
3 Taxi Turns 29 Partial Power Descent Entries 
4 Lift to Hover 30 Partial Power Descents 
5 Normal Takeoff from Ground 31 Partial Power Descent Recoveries 
6 Rolling Takeoffs  32 Autorotation Entries 
7 Jump Takeoffs  33 Steady Autorotation 
8 Hover/Low-Speed Flight 34 Autorotation Turns 
9 Vertical Climb/Low-Speed Flight 35 Autorotation Pullouts 

10 Descending Hover/Low-Speed Flight  36 Autorotation Pushovers 
11 Normal Takeoff from Hover  37 Autorotation Recoveries 
12 Damaging Low-Speed Flight  38 Aerial Refueling (when possible) 
13 Left Hovering Turns 39 Normal Decelerations 
14 Right Hovering Turns  40 Normal Approach 
15 Hover/Low-Speed Maneuvering  41 Operational Approach 
16 Evasive Maneuvering (up and away)  42 Side Flares 
17 Climbing Flight  43 Normal Landings 
18 Accelerations  44 Roll-on Landings 
19 Level Flight  45 Autorotation Landings 
20 Dives  46 Pedal Control Reversals 
21 Left Sideslips  47 Longitudinal Control Reversals 
22 Right Sideslips  48 Lateral Control Reversals 
23 Level Turns  49 Collective Control Reversals 
24 Climbing Turns  50 External Loads (when possible) 
25 Descending Turns  51 Rotor Shutdown 
26 Symmetric Pullouts   

Once details of all the regimes are clearly defined, the percent time of each cyclic loading 
condition for a narrowly defined regime can be developed for the purpose of fatigue damage 
calculation. 

A.3.4.2  Constructing Maneuver Percent Times 

Once detailed profiles of each mission are defined, a percent time of each maneuver regime is 
constructed in such a way that every maneuver takes a portion of total time of the assumed  
100-hour typical spectrum. Because of the nature of large variations of cyclic loads even within a 
narrowly defined regime (see figure A-4), there are several different approaches for constructing 
percent times of regimes. 
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A.3.4.2.1  Steady State and Transient State 

Among identified regimes, there are steady flight regimes such as the hover or level flights in 
which the associated flight conditions remain relatively unchanged throughout the regime 
duration. Conversely, typical transient maneuvers show highly varying load cycles during the 
entry/recovery of the maneuvers and more uniform loadings for the steady portion of the 
maneuvers. A decision must be made whether to apply the peak vibratory load—which likely 
occurs during entry or recovery—for the entire flight regime, or divide the maneuver into entry 
and recovery portions and use lower load levels for the steady portion of the flight maneuver. 
More details are discussed in section A.3.4.3. 

A.3.4.2.2  Percent Times and Occurrences 

A more conservative approach is to build a spectrum using percent time for steady state 
conditions only and specifying transient type maneuvers in number of occurrences rather then 
percent time. This approach is more conservative because it allows more percent time for the 
steady state conditions than if the percent time had to be spread across all regimes. In addition, it 
allows transient maneuvers to contribute to the spectrum in terms of number of occurrences, 
which allows them to be unaffected by adjustments that must be made to bring the final spectrum 
to 100%. 

Note that the percent times and the number of occurrences for each maneuver in the spectrum 
will come from the highest percent time for each maneuver regime from each of the defined 
missions. Therefore, the highest percent time for certain regimes may come from the training 
mission and the highest percent time for another flight condition might come from the ferry 
mission. 

The first-cut spectrum composition will typically be severe and cover all missions with  
worst-case percent times and occurrences. Additionally, it will not add up to 100%. Development 
of usage spectrum is an iterative process and requires exercising a great amount of engineering 
judgment in creating a conservative final spectrum, called a composite worst case usage, 
designed to cover all fleet variations in mission distribution. It is important to realize that the 
final spectrum will not represent what can necessarily be flown in 100 hours of aircraft usage. 
There are too many maneuvers, takeoffs, and landings, among other variables, to be able to 
actually fly the spectrum, but it covers the range of what can happen in all areas, maneuver by 
maneuver, throughout the fleet. 

To get to the final spectrum of 100%, it is also important to understand the fatigue sensitivity of 
the components. One needs to be aware of which maneuvers in the previous spectrum were 
damaging and which ones were not, and be cognizant of the fatigue sensitivity of the various life 
calculations to slight strength reductions and which additional flight maneuvers become 
damaging with slight changes. It is required to treat maneuvers on the boundaries of  
damage/no damage with care as well. 

Table A-4 shows a notional example of a usage spectrum and damage table, including a list of 
flight regimes with percent times and occurrences. The table also shows the vibratory loads and 
calculated damage rates of listed regimes, which are explained in section A.3.4.3. The GAG 
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conditions represent the load cycles resulting from the difference between the maximum and 
minimum loads experienced during the flight considering all modes of steady and vibratory 
loads. 

Table A-4. Notional damage rate table with regime usage 

No. Regime Name 
Occurrences 
per 100 hrs % Time 

Load 
(lbs) 

Allowable 
(x106) 

Damage 
Rate 

1 Rotor Start/Stop 150  800 Infinite 0 

2 Ground Operation 400 4.0 1000 Infinite 0 

3 Hover  8.5 1310 Infinite 0 

4 Left Hover Turn 500 2.0 494 Infinite 0 

5 Right Hover Turn 500 2.0 610 Infinite 0 

6 Left Side Flight 120 0.7 847 Infinite 0 

7 Right Side Flight 120 0.7 952 Infinite 0 

8 Rearward Flight 120 0.7 1020 Infinite 0 

9 Level Flight 20% Vmax  7.0 1000 Infinite 0 

10 Level Flight 40% Vmax  3.0 1100 Infinite 0 

11 Level Flight 60% Vmax  10.0 1450 Infinite 0 

12 Level Flight 80% Vmax  18.0 1500 95.10 0.00005 

13 Level Flight 100% Vmax  12.0 1650 74.25 0.00030 

14 Level Flight 115% Vmax  2.0 1750 64.61 0.00025 

15 Partial Power Descent 500 5.0 1365 Infinite 0 

16 Left Sideslip  1.0 1609 76.30 0.00018 

17 Right Sideslip  1.0 1450 Infinite 0 

18 Jump Take-Off 150  850 Infinite 0 

19 Rolling Take-Off 50  790 Infinite 0 

20 Vertical Take-Off 200  990 Infinite 0 

21 Power Climb  2.0 1480 Infinite 0 

22 Max. Continuous  Power 
Climb  4.0 1325 Infinite 0 

23 Approach 460 3.5 1860 24.36 0.00064 

24 Normal Landing 420  975 Infinite 0 

25 Run-On Landing 40  1100 Infinite 0 

26 30° AOB Left Turn 500 3.0 1861 Cycle Counted 0.00052 
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Table A-4. Notional damage rate table with regime usage (continued) 

No. Regime Name 
Occurrences 
per 100 hrs % Time 

Load 
(lbs) 

Allowable 
(x106) 

Damage 
Rate 

27 30° AOB Right Turn 500 3.0 1994 Cycle Counted 0.00081 

28 45° AOB Left Turn 90 0.5 2200 5.06 0.00062 

29 45° AOB Right Turn 90 0.5 2440 2.64 0.00155 

30 Long. Control Reversal 270  1780 47.00 0.00022 

31 Lat. Control Reversal 270  1677 72.80 0.00016 

32 Yaw Control Reversal 270  1685 70.60 0.00018 

33 2.0g Pullup 20  3833 0.39 0.00072 

34 1.5g Pullup 100  2710 1.54 0.00143 

35 Power Dive 250 2.0 2650 Cycle Counted 0.00213 
 

36 Steady Auto  2.0 1438 Infinite 0 

37 Auto. Left Turn 50 0.5 1614 75.42 0.00014 

38 Auto. Right Turn 50 0.5 1505 94.90 0.00002 

39 Auto. Approach & Landing 40 0.9 1281 Infinite 0 

40 GAG 500  4041 0.33 0.00137 

A.3.4.3  Cycle Counting Methods for Usage Spectrum 

During the development of maneuver regime spectra, the highest cyclic load from each regime is 
to be used as a representative load; in doing so, sometimes the spectra become overly 
conservative for certain regimes, particularly for the transient maneuver regimes for which the 
cyclic load levels vary significantly within the regimes. One way to improve this excessive 
conservatism is to use cycle counting methods. The extent of the use of cycle counting and its 
method of application varies significantly among OEMs. 

A.3.4.3.1  Rainflow Cycle Counting 

For transient maneuvers, one common approach is to use the rainflow cycle counting method for 
each set of data generated in flight test. Rainflow analysis is a method of approximating stress 
cycles in a structure from time series data of loads on the structure [25]. For every transient 
maneuver, the cyclic maneuver load is stored in a test result database in its rainflow  
cycle-counted form. For steady maneuvers, the data are stored in the non-cycle-counted form 
(peak oscillatory load for the maneuver as seen over the duration of the maneuver). One concern 
of this approach is that it eliminates the conservatism from the variation of cyclic loads in the 
regime. 

Another approach is to divide the rainflow counted transient regime spectrum into several 
subsections, as necessary, and assign the peak oscillatory load within the divided subsection as a 

A-21 
 



 

representative constant load level (see the column “Allowable” for  the regime numbers 26, 27, 
and 35 in table A-4). This approach retains some level of conservatism for the load variations 
within the regime by assigning the highest oscillatory load to represent the segment of the regime 
spectrum. 

A.3.4.4  Prorating 

Prorating in helicopter regime spectra is also a common approach used to avoid  
over-conservatism in a mission spectrum. The intent of prorating is to avoid over-penalization of 
components in fatigue life determination for high loads associated with one segment of 
operations when the aircraft does not spend 100% of its time there (e.g., the aircraft is not always 
at maximum GW or 10,000 feet). 

Typical parameters prorated are GW, altitude, RPM, and sometimes GAGs. For some aircraft 
models, if prorating is not used for GW, for example, it will be very difficult to substantiate 
usable fatigue life limits. Typically, GW has a three-level prorate: low, medium, and high. 
Mission GW may be calculated using the GW at the start of the mission and use the fuel burn 
rates to determine suitable prorate values for the fatigue spectrum. Recently, an effort has begun 
in the rotorcraft industry to develop algorithms to predict GW from other aircraft parameter 
inputs to eliminate the need for prorates. 

A.3.4.5  Spectrum Development Using Usage Monitoring Data 

With the increasing availability of certain types of flight data recorders (FDRs) or HUMS, the 
possibility exists to use this data to determine how the fleet is using the aircraft. Once the 
collected raw data is processed through the regime recognition algorithms (RRAs), if available, it 
is possible to produce statistics for the number and duration of each maneuver in the usage 
spectrum (i.e., the mean value, standard deviation, range of the data, etc.), including steady state 
maneuvers and transients. Using the statistical data of each maneuver, a much more accurate 
usage spectrum can be built after application of appropriate safety factors and statistical error 
corrections. 

Care must be exercised when using monitoring data given the strengths and weaknesses of the 
RRAs at the time; the overall quality of the data in terms of the monitoring system capabilities 
and limitations; the variation seen from aircraft to aircraft for a particular maneuver distribution; 
etc. 

Selected maneuvers, based on past experience and monitoring system limitations, may require 
additional conservatism to produce a representative and conservative spectrum for the model. 
For example, it may be necessary to check pilot logbook data for landings and number of flights 
over a period of years to ensure that the GAG cycles in the spectrum are representative of fleet 
variation. Logbook data is more credible data over a longer period of time than pilot usage 
survey data; therefore, it is a better indicator of the trends in operation and the scatter of usage 
from aircraft to aircraft. 
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A.3.5  S-N DIAGRAMS FOR FATIGUE CHARACTERISTICS OF STRUCTURES 

One of the key elements in calculating the fatigue damage of a structure using P-M LDR is to 
obtain the fatigue properties of the particular structure itself, typically from fatigue test data. 
August Wöhler was the first to present railway axle test data in the log-normal scale, which has 
become the familiar S-N diagram currently being used throughout the aviation industry (see 
figure A-6) [4]. 

 

Figure A-6. Fatigue data reported by Wöhler in an early investigation on fatigue of railway 
axle steel (reproduced from [4]; note: 1 centner = 50 kg;  

1 zoll = 1 inch  1 centner/zoll2 = 110 psi) 

Data points in the S-N diagram typically represent the tested stresses and associated numbers of 
cycles applied at failure. But the dependent variable can be any other relevant loading parameter, 
such as the tension load or bending moment applied. The S-N curve is typically used for cases in 
which the local stress is expected to remain within the elastic range. When the local stress is 
expected to be high enough to produce substantial plastic deformation, it may be more 
appropriate to use a “strain-life” diagram (or ε-N diagram), in which the measured strain is used 
as a dependent variable in the plot. 

The stress-life S-N curve is mostly used for a fatigue life prediction of helicopter components 
because, for these components, the load levels are conservatively designed such that the local 
stress is to remain in the lower elastic range. The strain-life S-N curve is briefly explained in 
section A.3.5.1. 
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A.3.5.1  S-N Curves and Fatigue Test Data 

Various curve fitting schemes to represent the test data are used to produce the S-N curves. Since 
its publication, the Weibull distribution function to model the stochastic scatter of the fatigue test 
data [26] has been the most widely used distribution function in the structural fatigue design. 
Figure A-7 shows an example of an S-N curve for fatigue test data with various R values 
(constant stress ratios of maximum load and minimum load applied) shown in the  
MIL-HDBK-5J [27]. Figure A-8 is an example of an S-N curve plotted for a helicopter MR 
swashplate with the vibratory load as a dependent variable. 

 

Figure A-7. Best-fit S-N diagram for a material at various stress ratios (reproduced from 
MIL-HDBK-5J [27]) 
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Figure A-8. Example S-N curve for a MR swashplate 
low-cycle fatigue and life reduction factor [28] 

In the typical safe-life design criteria for rotary-wing structural components, the failure of the 
structure is defined as a crack initiation to a certain size, assuming the untested specimens are 
crack-free. For typical S-N curves for helicopters, 0.01″–0.015″ are used as the initiation size of 
the crack; when the crack reaches the initiation size, the structure is conservatively considered to 
have failed. 

A.3.5.1.1  High-Cycle Fatigue and Strength Reduction Factor 

As shown in figure A-8, it is quite common to have large scatter in the data obtained from typical 
fatigue tests. This wide scatter in the data can be seen even in a tightly controlled simple standard 
specimen test due to various factors such as variations in material properties, loading set ups, and 
specimen configurations. As a result, it is necessary to apply certain conservatism to the obtained 
mean S-N curve to ensure the safety of the fatigue-designed structure. It is a generally accepted 
practice to use 3-sigma reduction on the mean strength of the fatigue test data to produce a 
working S-N curve, as shown by the dashed line in figure A-8. 

A simple best-fit curve is generally used to plot the S-N diagram for the high-cycle fatigue 
(HCF) data as described. One of the drawbacks of this curve fitting, including the Weibull 
distribution curve, is that the low-cycle region of the curve typically does not represent credible 
fatigue behavior of the structure. Stress- (or load-) life curves for typical materials and structures 
do not exhibit the sharply increasing trend in the low-cycle fatigue (LCF) region as the loading 
increases, as shown in figure A-7, due to the yielding of materials under such high loading 
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conditions. Therefore, if a wide range of loads that include both LCF and HCF conditions are 
expected in the loading spectra, it is necessary to make additional adjustment to the curve. 

Typically, a simple adjustment, or even no adjustment, is made to the obtained curves for the 
rotary-wing case primarily due to the unavailability of data points in the low-cycle region from 
the limited number of specimens tested. Unlike the simple coupon tests, in which a sufficient 
number of specimens can be tested within a limited budget, it is common to have only a few 
specimens tested for the fatigue life substantiation of rotary-wing components. Four to six test 
specimens are typically used to limit the costs involved. Those tested data points are strategically 
selected to cover the high-cycle conditions with low oscillatory loads that a rotor component is 
most likely to experience. Therefore, it is common to simply ignore the low-cycle portion of the 
curve assuming that such high loads will not be experienced. One other approach is to slide the 
mean S-N curve to the right using a “life reduction factor” to create a composite working curve 
from the two curves: one from the strength reduction curve and one from the life reduction curve 
(see figure A-8). It is also common to use predefined S-N curve shapes based on the accumulated 
fatigue test data and previous experience. This allows for the construction of the required S-N 
curve with only a few actual test data points with confidence. 

A.3.5.1.2  Mean Stress Effects 

It is also common to use a vibratory load as a dependent variable in the S-N curve, as shown in 
figure A-7, in which the effect of the steady portion of oscillatory loads is not shown. Effects of 
the steady or mean loads on the fatigue behavior of materials may be included in the multiple  
S-N curves with various R values, as shown in figure A-7, or by correcting the test data using the 
Goodman diagram or Sorderberg diagram (see figure A-9) [4 and 29], where Sa represents the 
alternate stress and Sm is the mean or steady stress. 

 

Figure A-9. Example of alternate-steady stress curves (reproduced from [29]) 

It is also common to apply appropriate steady loads during the fatigue testing and ignore its 
effect conservatively to simplify the substantiation process. This conservative approach allows 
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flexibility later if there is difficulty meeting the required fatigue life of a structure. By applying 
the steady correction, it may be possible to meet the required life without testing more specimens 
or redesigning the part. 

A.3.5.1.3  Normalized S-N Diagrams 

S-N curves are also plotted in a normalized form. Figure A-10 shows an example of a 
normalized S-N curve for different materials, where the dependent variable of applied S is  
non-dimensionalized by the endurance limit of E. By doing this, the S-N curves from different 
materials or structures can be compared for further evaluation and verification. 

 

Figure A-10. Example of normalized S-N diagrams 

A.3.5.1.4  S-N Diagrams for Composite Materials 

Composite materials have been increasingly used for aircraft structures because of their light 
weight, strength, fatigue properties, and corrosion resistance. As confidence has grown in their 
properties, use of glass and carbon/epoxy composites has grown as well. Composites are 
extensively used in the design of modern fixed-wing and rotary-wing aircraft such as the V-22, 
RH-66, and CH-53K. 

The S-N curves of typical composite structures are much flatter than those of metals, particularly 
for the graphite/epoxy composites commonly used in aircraft structural parts, as shown in figures 
A-11 and A-12. Because of the higher fatigue threshold, general durability is not a design 
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constraint for composite structures. In addition, because of the damage sensitivities and relatively 
flat fatigue curves of composite materials, a safe-life approach is not considered appropriate; 
instead, designers of composite aircraft structures are more concerned about the damage 
tolerance due to the multiple damage modes of composite structures, no dominant crack 
propagation mechanisms, and much higher scatter in the test data of both strength and fatigue life 
due to the presence of multiple constituents [30]. 

 

Figure A-11. Comparison of fatigue strengths of composites and metals [31] 
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Figure A-12. Example of S-N diagrams for composite materials [30] 

A.3.5.2  Strain-Life Curves 

A stress/load-life S-N curve is typically used for applications in which the local stress is 
expected to remain within the elastic range. When the local stress is expected to be high enough 
to produce plastic deformation, particularly at locations of stress concentrations, it may be more 
appropriate to use a “strain-life” diagram (or ε-N diagram), in which the measured strain is used 
as a dependent variable in the plot. 

In 1954, Coffin and Manson proposed a characterization of fatigue life based on the plastic strain 
amplitude. They determined the linear relationship between the logarithm of the plastic strain 
amplitude and the logarithm of the number of load cycles to failure for metallic materials. 
Metallic materials typically show different characteristics in the low-cycle and high-cycle region, 
in which the plasticity plays a more dominant role in LCF and the elasticity plays a more 
dominant role in HCF. The total strain amplitude in a constant strain amplitude test can be 
written as the sum of elastic strain amplitude as expressed in equation (A-3) and shown in figure  
A-13: 

 Δε/2 = Δε𝑒/2 + Δε𝑝/2 (A-3) 
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Figure A-13. Elastic and plastic strain amplitudes in the strain-life curve [32] 

The strain-life approach is used more often for fixed-wing airframe structures in which a 
substantial size of cracks can be tolerated by designing redundant load paths and crack arrests, as 
well as the higher possibility of crack detections during periodic inspections. Figure A-14 shows 
an example of a typical strain-life diagram of metallic materials obtained from constant strain 
amplitude tests. 
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Figure A-14. Example of a strain-life curve from constant strain amplitude tests [33] 

Once the S-N curve is obtained for a structure, this curve can be used to determine failure cycles 
corresponding to any value of applied loads. Therefore, the S-N curve provides the capability of 
calculating fatigue lives for any composition of usage load spectra. This is based on the P-M rule 
in equation (A-2). 

A.4  SUBSTANTIATION OF FATIGUE LIFE AND FATIGUE TEST 

Both military and civilian airworthiness authorities require fatigue life substantiation, primarily 
by test, as part of structural integrity requirements. Test requirements and procedures for a 
fatigue life substantiation of aircraft and its components are well defined in numerous documents 
and engineering standards such as MIL-HDBK-5J [27], MIL-HDBK-17 [30], MIL-STD-1530A 
[10], MIL-T-8679 [34], DEF STAN-00970 [35], ASTM E606-04 [33], and ESDU [29]. Because 
compliance testing methods for fatigue life substantiation of each OEM are proprietary and their 
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details differ substantially, it is beyond the scope of this report to describe them all. Still, some of 
their common elements can be summarized and are described in section A.4.1. 

A.4.1  S-N TESTS VS. SPECTRUM TESTS 

As described in detail in section A.3.5, the versatility of S-N diagrams make the S-N test (testing 
with constant amplitude cyclic loads) a preferred test method for the fatigue life substantiation of 
structural components. However, in certain cases, particularly for large airframe structures such 
as the full-scale fatigue test (FSFT) of an aircraft, where only a few test articles are available, 
different approaches are required. 

In such cases, a spectrum test can be used to substantiate the required fatigue life of the structure 
under the simulated usage loading condition. For a spectrum test, a composite of mission spectra 
is generated, such as the 100-hour representative spectrum block described in section A.3.2. This 
representative spectrum is then applied multiple times to represent several lifetimes of the 
structure. The common safety factor for an airframe FSFT is 2.0. For example, if the required 
design life of an airframe is 10,000 hours, the developed block load spectrum is to be applied to 
the test article until the article fails or until the total number of applied spectrum cycles reaches 
the equivalent of 20,000 flight hours, whichever comes first. 

The FSFT usually requires extensive finite-element modeling and analytical effort to support the 
development of test fixtures. Additionally, it requires locating fatigue critical areas, sensors, and 
input load actuators. 

A.4.1.1  Randomized Spectrum Using Exceedance Curves 

It is also common to develop a randomized spectrum using exceedance curves if available. 
Exceedance curves are two matching curves: one representing peak stresses, the other valley 
stresses (see figure A-15) [29]. Exceedance curves are generated using the FLS data and 
accumulated usage databases. There are also several standard exceedance curves available for 
both fixed-wing and rotary-wing aircraft, such as the Transport Wing Standard (TWIST) for 
fixed-wing aircraft and HELIX/FELIX for rotary-wing aircraft. 

TWIST is one of the standardized spectra commonly used to assess the performance of  
fixed-wing fatigue prediction models. HELIX and FELIX are standard loading sequences which 
relate to the rotors of helicopters with articulated (hinged) and semi-rigid (fixed) rotors, 
respectively. 

The purpose of the loading standards is, first, to offer a convenient tool for providing fatigue data 
under realistic loading, which can immediately be compared with data obtained by other 
organizations. Second, loading standards can be used to provide design data. 

By pairing one peak stress and one valley stress, one complete cycle of load can be generated. 
One method to generate cyclic loads from the given exceedance curves is to use a random 
arrangement in which one half cyclic stress is selected from each curve and paired until all the 
occurrences are used. Another common method is to divide each exceedance curve into a few 
segments or blocks, as shown in figure A-15, and pair them to generate the peak-valley cyclic 
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blocks. The spectrum from this approach will be more conservative than the random selection 
approach using the randomized scheme. 

 

Figure A-15. Example of exceedance curves [29] 

A.4.1.2  Spectrum Truncation 

It is quite common to truncate the load spectrum by eliminating the low-level, non-damaging 
cycles from the loading spectrum to shorten test duration to a reasonable timeframe. Spectrum 
truncation generally requires multiple element coupon testing representing various fatigue 
control points to support and verify the definition of load/stress truncation levels of the test 
articles. Figure A-16 shows an example of a test setup sketch of the V-22 FSFT [36]. 
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Figure A-16. Overall test setup for V-22 full-scale wing/fuselage fatigue test 

A.4.2  S-N TESTS FOR ROTORCRAFT STRUCTURES 

S-N tests are commonly used for the substantiation of fatigue lives of rotorcraft principal 
structural elements (PSE). Several load levels from the generated load spectrum for the 
component are strategically selected by anticipating the failure cycles commonly calculated. This 
is done using FEM and available S-N diagrams from similar structures. The selected constant 
amplitude load is applied until the specimen fails. It is common to stop applying the cyclic load 
when the total number of load cycles applied reaches 10 million cycles without failure, then 
mark the data point as a run-out. 

After obtaining the required number of data points, a best fit curve is generated through these test 
data points, typically using the Weibull curve shown in figure A-8. The endurance limit is 
commonly defined as the fatigue strength obtained from the mean S-N curve at the cutoff of  
10 million cycles, loosely assuming that the slope of the S-N curve remains flat for further cycles 
beyond these cut-off cycles. Equation (A-4) is a typical Weibull equation for S-N curves used: 

 𝑁 = β[(𝑆 − 𝐸inf)/𝐸𝑇]^(−1/γ) (A-4) 

where S is the vibratory stress, N is the mean fatigue allowable at that stress level, ET is the mean 
endurance limit, Einf is the mean endurance limit at an infinite number of cycles, and β and γ are 
shape parameters for a given material and failure mode.  

A.4.2.1  Reliability Reduction 

It is quite common to have large scatter in the data obtained from typical fatigue tests. As a 
result, it is necessary to apply certain conservatism to the obtained mean S-N curve to ensure the 
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safety of the fatigue-designed structure. It is generally acceptable to use 3-sigma reduction on the 
mean strength of the fatigue test data to produce a working S-N curve (the dashed curve shown 
in figure A-8). This one-sided 3-sigma reduction will provide 99.9% reliability on the S-N curve. 
Typically, 4–6 specimens are an acceptable number of specimens for the 3-sigma reduction. 
When the number of tested specimens is smaller, a bigger reduction factor may be required 
depending on the materials and failure modes, based on the previous experience of the company. 

It is also common to apply a standard strength reduction factor in addition to the 3-sigma 
reduction. A typical strength reduction factor for steel is 25%, and the reduction factor for 
aluminum and titanium alloys is set at 30%. 

As discussed in section A.3.5.1, it is also acceptable to apply a “life reduction factor” to improve 
the LCF region of the obtained S-N curve. Similarly, predefined S-N curve shapes based on the 
accumulated fatigue test data and previous experience may be used. This will allow the required 
S-N curve to be constructed with only a few actually tested data points with confidence. 

A.4.2.2  Steady Correction 

It is common to use only the vibratory portion of the loads as a dependent variable even though 
both the steady and vibratory loads are applied in the actual FSFT. When the steady load 
differences are significant, a constant-life diagram, as shown in figure A-8, or straight-line 
diagram are used for the steady corrections. 

A.4.2.3  On-Condition Replacement 

When the substantiated fatigue life of a component does not meet the gross overall airframe 
required life, the item sometimes is defined as an “on-condition” item and deemed to be replaced 
based on the scheduled inspection result. For establishment of the on-condition replacement 
intervals, a striation count on the cracked surfaces of the failed test specimens may be required to 
measure crack propagation time. Sometimes, a simplified block spectrum can be developed for 
testing of a few specimens to establish a durability of the component from which an inspection 
interval can be established. 

A.5  THE FLS 

To qualify the structural integrity of an air vehicle, military airworthiness authorities specify a 
FLS program as a part of the Structural Demonstration Program. The structural demonstration 
tests, including fatigue tests, are used to demonstrate the safe operation of the air vehicle to the 
structural design envelope, whereas the objective of the FLS is to measure flight loads on the 
airframe and structural components of the aircraft. The typical rotorcraft conditions to be flown 
during the FLS represent the GW, CG, airspeed, and altitude combinations representative of the 
design load conditions [24]. 

It is typical to allocate dedicated test aircraft, fully instrumented with sensors, data storage, and 
real-time communication capabilities, for the FLS during the test and evaluation phase of the 
aircraft development. For rotorcraft, it is known that there are substantial variations both in load 
levels and load durations even for a narrowly defined flight condition. Therefore, it is not 
uncommon that the flight conditions are defined on the order of hundreds along the flight 
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envelope of the designed aircraft. The same conditions are flown multiple times to collect 
statistical distributions of the required data. Figure A-17 shows an example of the distribution of 
vibratory loads for each flight maneuver regime, illustrating the wide variation of the loads on a 
rotorcraft dynamic component within the same regime. Similar variations in durations are shown 
in figure A-18 for two typical flight maneuvers. Both the load level and its duration constitute 
the regime load spectrum and ultimately contribute the accumulation of fatigue damage on the 
structure. 

 

Figure A-17. Example of pitch link load variation in each flight regime 
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Figure A-18. Example of variations in rotorcraft maneuver durations 

Because most rotorcraft are subjected to nearly continuous upgrades of capabilities and 
expansion of missions, new critical loading situations are created for follow-on tests which were 
not flown during the initial FLS. It is required to track the relationship between the original 
design loads used by the OEMs and the loads experienced during operational usage then update 
the load spectra to reflect the current usage. Condition-based maintenance and usage monitoring, 
using FDRs and HUMS, will provide the information needed to determine and track and update 
the changed aircraft usages. 

A.6  DAMAGE TOLERANCE AND FATIGUE TOLERANCE EVALUATION 

Damage tolerance methodologies evolved from the fail-safe design concept that was initially 
developed and used for metallic materials mostly for fixed-wing aircraft but have more recently 
been extended and applied to composite structures for both fixed-wing and rotary-wing aircraft 
[10 and 37–39]. The RH-66, V-22, and, more recently, the CH-53K are examples of military 
rotorcraft comprising both the traditional safe-life design criteria with the newly imposed 
damage tolerance design standard. Currently, there are no commercial helicopters designed to the 
damage tolerance design standard. The majority of rotorcraft manufactured have been certified 
based on the safe-life fatigue criteria. 

The fail-safe approach assumes initial imperfections of materials and structures and that failures 
will occur. It forces the structure to contain multiple load paths by requiring specific  
load-carrying capability with assumed failures of one or more structural elements. This approach 
achieves acceptable safety levels more economically, and, because of the relative severity of the 
assumed failures, is generally effective at providing sufficient opportunity for timely detection of 
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structural damage. Its redundant-load-path approach also effectively addresses accidental 
damage and corrosion. However, the method does not allow for explicit limits on the maximum 
risk of structural failure and it does not demonstrate that all partial failures with insufficient 
residual strength are obvious. Moreover, structural redundancy is not always efficient in 
addressing fatigue damage, in which similar elements under similar loading would be expected 
to have similar fatigue-induced damage. 

A.6.1  DAMAGE TOLERANCE 

The damage tolerance philosophy of the USAF is well described in the overall guidance for the 
Aircraft Structural Integrity Program (ASIP) contained in MIL-HDBK-1530 [10 and 39]. The 
ASIP program provides a series of time-related tasks from initial design through the operational 
life of a fleet. The objectives of the ASIP are to: 

• establish, evaluate, and substantiate the structural integrity (airframe strength, rigidity, 
damage tolerance, and durability) of the airplane. 

• acquire, evaluate, and utilize operational usage data to provide a continual assessment of 
the in-service integrity of individual airplanes. 

• provide a basis for determining logistics and force planning requirements (maintenance, 
inspections, supplies, rotation of airplanes, system phase-out, and future force structure). 

• provide a basis to improve structural criteria and methods of design, evaluation, and 
substantiation of future systems. 

 
Within the ASIP, it is required that the fail safe structure must meet both the intact structure and 
remaining structure guidelines. Slow crack growth structure will meet either the depot level 
inspectable or the noninspectable structure guidelines. For each structure, evaluation of the 
following parameters is required: 

• Design category 
• Degree of in-service inspectability 
• Inspection intervals 
• Initial damage, in-service damage, and continuing damage assumptions 
• Minimum required residual strength 
• Damage size growth limits 
• Period of unrepaired service usage 
• Remaining structure damage sizes 

A.6.2  FATIGUE TOLERANCE 

In recent years, civilian airworthiness authorities specified a more narrowly defined “fatigue 
tolerance” evaluation as a part of airworthiness standards [13–19] and require both the inspection 
intervals and retirement times, or a combination of both, to be evaluated for PSEs. The FAA 
proposed a further emphasis on the fatigue tolerance evaluation by publishing a Notice of 
Proposed Rule Making (NPRM) for Title 14 CFR Part 29.571 on March 12, 2010 that would 
implement a new fatigue tolerance standard for transport category rotorcraft (Part 29 rotorcraft) 
[19]. 
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A PSE is defined as a structural element that contributes significantly to the carriage of flight or 
ground loads. The fatigue failure of that structural element could result in catastrophic failure of 
the aircraft. For rotorcraft, parts to be evaluated as defined in Part 29.571 include PSEs of the 
rotors; rotor drive systems; controls; fuselage; fixed and movable control surfaces; engine and 
transmission mountings; landing gear; and their related primary attachments. 

Both Part 27.571 and Part 29.571 Fatigue Evaluation of Flight Structure of Rotorcraft in the 
FAA Airworthiness Standards require “fatigue tolerance” evaluation to establish inspection times 
and replacement times of PSEs of rotorcraft using one of the three evaluation methods below to 
demonstrate fatigue tolerance [17 and 19]: 

• Flaw tolerant safe-life evaluation 
• Fail-safe (residual strength after flaw growth) evaluation 
• Safe-life evaluation 

Current FAA airworthiness standards define the safe-life design criteria as a last resort of design 
requirement after the flaw tolerance and fail-safe evaluation, as can be read in the following 
excerpt from Part 29.571 and its NPRM: 

If inspections for any of damage types, including a determination of the probable 
locations, types, and sizes of damage, taking into account fatigue, environmental effects, 
intrinsic and discrete flaws etc., cannot be established within the limitations of geometry, 
inspectability, or good design practice, then supplemental procedures, in conjunction with 
the PSE retirement time, must be established to minimize the risk of occurrence of these 
types of damage that could result in a catastrophic failure during the operational life of 
the rotorcraft. It must be shown, by using safe-life evaluation, that the structure is able to 
withstand repeated loads of variable magnitude without detectable cracks for the 
predetermined time intervals. 

Application of damage tolerance or fatigue tolerance principles require much more in-depth 
analysis of crack growth and advanced NDE inspection techniques than the safe-life design 
approach. The major difficulties of implementing damage tolerance criteria are linked with the 
peculiar spectra characterized by a very high number of cycles per flight hour, at high stress 
ratios, interrupted by excursions to low stress levels. This situation makes it problematic to have 
a slow crack growth and to control safety by means of current NDE inspection techniques [37 
and 38]. 

A.7  RELIABILITY 

For military rotorcraft, it is common to require a 10,000-hour design fatigue life for the aircraft 
and its components. This design fatigue life represents the design requirement for the cumulative 
fatigue damage due to all loads experienced by the aircraft during its lifetime in service. In 
addition to meeting the fatigue life requirement, the aircraft and its components are required to 
be designed and substantiated through analyses and tests to provide the capability to withstand 
repeated loads without failure. 
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Lives of CSI are required to be conservatively derived so that an expected failure of “less than 
one in the fleet life” occurs. This reliability requirement, defined by the U.S. Army, is commonly 
referred to as a six-9s reliability requirement [24]. This 0.999999 reliability (1 failure in a million 
parts or 0.01 failure per 100,000 flight hours) requirement is based on: 

• Large fleet size (2000+ aircraft) 
• High CSI number per aircraft (200+) 
• Average army non-war usage rate (250 hrs/yr) 
• Typical aircraft lifetime (40 yrs) 

This stringent reliability requirement may be achieved by the traditional safe-life methodology 
through the margins it provides: three-9s from material strength, two-9s from flight loads, and 
one-9 from aircraft usage [40]. By this, it means the “3-sigma” fatigue working curve margin, 
“high envelope” treatment of flight loads, and “worst case” assumption on usage each provides a 
contribution to the overall reliability. 

The reliability contributed by the material strength is determined as follows. As explained in 
section A.3.5, a component’s mean S-N curve is constructed by using the mean value of the 
observed calculated endurance limits from several laboratory test data points fitted with the 
standard S-N curve shape that is obtained from the component’s material/failure mode. This 
mean curve is further adjusted by a reliability reduction factor ranging from 0.6–0.8, depending 
on the material, to produce the working S-N curve. Generally, the 3-sigma of the tested data 
scatter is used for this strength reduction. For added conservatism, the reduction factor can be 
further adjusted to produce an even lower working curve. If the lowest value data point is below 
the working curve, the working curve is then further reduced by 10% below that point to be 
conservative. In general, the working curve represents at least a 5:1 reduction in life from the 
mean curve. 

For certain components for which the failure data is unavailable, or there is a large amount of 
run-out data, a statistical estimate of the mean strength (or mean S-N curve) is used for safe-life 
calculation. The mean strength means half of the components will fracture and the other half will 
not. This estimated mean curve is also further adjusted by the appropriate reliability reduction 
factor to produce the working S-N curve. This process is believed to produce the three-9s 
reliability for strength. 

To determine the reliability contribution from actual loads, flight load data is measured and 
collected in each designed regime during dedicated test flights for a load-level survey. The 
distribution of the flight load data is assumed to be Weibull distributed and has a reliability of 
two-9s. 

Just like the strength and loads reliability, the usage reliability calculation assumes a certain 
distribution of the usage (also a Weibull distribution) based on some prior usage survey for a 
particular aircraft model. The assumed actual flight profile represents the “mean” spectrum an 
aircraft (or a fleet of aircraft) would experience during a long enough period of time.  
Fifty-percent of the time it would be more severe than the mean spectrum, and 50% of the time it 
would be more benign. The mean spectrum is like the mean S-N curve in strength. To be 
conservative or to satisfy reliability, a life reduction is also applied to the mean usage spectrum. 
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It has been demonstrated in simulations that the conventional worst case composite spectrum 
represents one-9 reliability [41]. 

Computer simulation using Monte Carlo methods is generally conducted to verify the three-9s 
reliability of a part. This simulation randomly selects strength, load, and usage from the assumed 
distributions in 100-hour blocks and accumulates damage using Miner’s rule until a failure 
occurs. Multiple simulation runs will produce a distribution of time to failure for a part, which 
will allow verification of the reliability [42]. 

It also needs to be addressed that the conclusion that conventional retirement times have 
approximately six-9s reliability only applies when the strength, loads, and usage distribution 
assumptions made for the original substantiation are not violated. 

When HUMS is implemented, the current conservative usage spectrum used in the CRT 
calculation will be replaced by the actual usage data monitored by HUMS. Some reliability 
engineers think that the one-9 reliability contributed by usage would be lost when HUMS is used 
(i.e., losing one 9 by using a usage monitor) because the reliability predicted by the worst case 
usage model is no longer valid, as shown in figure A-19. That is, a part’s retirement time 
estimated by HUMS may be more accurate but will become less reliable [42–44]. 

 

Figure A-19. Reliability of retirement time from actual and worst case usages 

The main objective of this project is to establish a methodology for tracking actual component 
usage using HUMS while maintaining or exceeding the required six-9s reliability. More details 
of reliability on HUMS will be discussed in appendix H. 
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A.8  POTENTIAL APPLICATION OF HUMS 

The long-established methodology for determining CRTs and maintenance/inspection intervals 
relies on three aspects: 
 
• Characterization of material properties 
• Characterization of the loading environment and local load levels 
• Estimation of usage 

As stated in the introductory section of this report, the overall objective of this project is to create 
a procedure in which operators of civil rotorcraft can make use of HUMS equipment to track 
actual usage. By gaging the actual usage of individual rotorcraft, several advantages can be 
gained over the legacy methodology. 

First, a database of actual fleet usage over an extended period of time and from a large number of 
aircraft will allow OEMs to refine the estimation of fleet usage. Second, operators of large,  
self-contained fleets may be able to use their usage patterns to revise inspection intervals 
specifically for their fleet. As a final goal, operators may be able to track usage of individual 
aircraft and their components throughout their lifetimes, updating FLEs and Time Before 
Overhaul of individual components on a flight-by-flight basis. 

As previously stated, more study is required to address questions of ensuring component 
reliability. Similarly, these HUMS applications will obviously require stringent recordkeeping 
and certain levels of data fidelity must be ensured. Contingencies must be developed to counter 
data gaps or corrupted datasets. As stated, a main objective of this project is to develop a process 
flow by which large fleet operators may be able to make use of their library of HUMS data for 
structural life tracking. 
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B.1  INTRODUCTION 

Health and usage monitoring systems (HUMS) are being deployed in increasing numbers among 
new rotorcraft designs and retrofit to previously type-certified rotorcraft. This provides an 
opportunity to develop a new approach to lifecycle management of fleet aircraft. Previous 
advances in anomaly detection technology provide an effective and credible onboard (OB) 
mechanical diagnostic capability, whereas online services allow access to the primary databases 
for data acquisition and a mode for dissemination of analysis results. HUMS provides a new 
paradigm in structural usage monitoring (UM) for the rotorcraft industry [1 and 2]. 

The common goals of properly managed HUMS are to achieve enhanced safety, reduced 
operating costs, and increased availability of aircraft by monitoring the health and usage of the 
aircraft. The major functionalities of full-fledged HUMS can be summarized, in general, as [3 
and 4]: 

• Usage spectrum development 
• Health monitoring (HM) 
 

− Mechanical diagnostics 
− Rotor track and balance 
− Engine performance assessment 

 
• UM 
 

− Exceedances 
− Operational usage 
− Structural usage 

 
HM is the timely detection and alerting of anomalies or the deterioration of continued 
airworthiness of the aircraft. It is achieved primarily by processing collected data OB to provide 
a crew alert, if needed, for condition-based maintenance (CBM). UM processes collected usage 
data and analyzes it for usage-based maintenance (UBM) credits by adjusting fatigue lives or 
maintenance schedules of airframe and aircraft systems [3]. The UBM credits are generally 
pursued through on-ground (OG) data processing with in-depth engineering analyses; achieving 
UBM credits OB is one of the ultimate goals of aircraft UM. 

Figure B-1 shows a simplified block diagram for the OB and OG systems for typical HUMS. 
The OB data acquisition and processing are divided by the structural UM and HM, as shown in 
the blue-colored group. The OG processing for the UM and HM are shown in the yellow-colored 
group. Note that the adjustment of maintenance schedules may be based on the severity of usage, 
deteriorating health conditions, or both. Though the OB processing relies on automatic,  
self-sufficient processes with minimal human involvement (other than the data upload or 
download), the ground processing involves much more in-depth data processing and engineering 
analyses for short-term or real-time CBM credits, such as the diagnostics and prognostics of an 
individual aircraft, and for long-term UBM credits of the fleet aircraft. 
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Figure B-1. System block diagram for HUMS 

Identifying the scope of work for the structural UM of HUMS to seek UBM credits for civilian 
rotorcraft operators is the primary focus of this grant, particularly for the fatigue life extension of 
the critical safety items (CSIs). Therefore, new paradigms of the “end-to-end” structural fatigue 
life tracking are discussed in this report. Because flight regime recognition (FRR) is one of the 
central processes of the structural fatigue damage assessment methodologies currently practiced 
in the rotorcraft industry, the paradigms are discussed in two parts: the OB processing of FRR 
and the OG processing of FRR. 

B.2  STRUCTURAL FATIGUE DAMAGE ASSESSMENT BY USAGE 

Currently, rotorcraft industry and military operators consider the six-9s reliability a standard 
requirement for flight CSIs of rotorcraft; this has been the case ever since the U.S. Army 
established this reliability requirement in late 1980s. The background and reasoning behind this 
reliability requirement are briefly described in section B.2.1 prior to discussing the impact of 
HUMS usage for an improved assessment of rotorcraft component lives. 

B.2.1  LIMITATIONS OF UM 

The fatigue life of a rotorcraft CSI is normally determined by the safe-life process as described in 
appendix A. The major inputs to establish the safe life of a structural component include usage, 
flight loads, and fatigue strength of the component utilizing the Palmgren-Miner (P-M) linear 
cumulative damage rule. 

Though UM through HUMS can provide accurate usage of one aircraft, or collectively for a 
fleet, it does not provide new information for in-flight loads or material fatigue strength of a 
component. Therefore, the improvement achievable through HUMS is limited to the “usage” of 
aircraft. There are no changes or improvements in the other two elements (flight loads and 
material fatigue strength) if the new fatigue methodology is implemented using the UM 
capability of HUMS. 
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Other limitations exist in the form of integrity and reliability of HUMS data (acquisition, 
transmission, storage, and retrieval), the HUMS system hardware (sensors, processing units, and 
data storage cards), accuracy of regime recognition (RR), and accurate tracking of aircraft 
component configuration data. Each of these potential issues must be countered with plans for 
mitigation. They will be discussed in section B.2.4. 

B.2.2  MODELING FOR STRUCTURAL FATIGUE DAMAGE ASSESSMENT 

The new paradigm of fatigue life assessment methodology and maintenance scheduling for 
rotorcraft structural components based on HUMS UM generally includes the following modeling 
elements [4–9]: 
 
• Regime recognition algorithms (RRAs) that characterize operational time in terms of  

pre-defined flight maneuvers and aircraft configurations 
• Fatigue loads assignment to each identified regime by using pre-determined load levels 

 
− High-cycle fatigue damage assignment to each regime 
− Low-cycle fatigue damage assignment for maneuver to maneuver 
− Ground-air-ground low cycle fatigue loads 

 
• Damage tracking of individual components based on its retirement criteria 
• Fleet level reliability assessment 

This modeling process is based on the safe-life design criteria; expanding the UM to the fail-safe 
process requires further study in the future. 

The block diagram in figure B-2 shows the processes required for the assessment of component 
structural life using HUMS. The top portion in blue is for the OB processes and the middle 
portion in yellow is for the OG post-flight processes. The bottom portion in brown is for the 
processes conducted during the development phase of the aircraft. This simplified block diagram 
shows a typical approach for the fatigue life assessment of rotorcraft components; there can be 
many variations depending on the needs and sophistication level of the intended HUMS system 
as described in section B.1. 
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Figure B-2. Block diagram for an improved fatigue damage assessment using HUMS 

When the OB HUMS is intended only for data collection in terms of UM, there is no need for 
OB FRR or OB damage assessment, as shown by the dashed lined boxes in figure B-2. In such 
cases, the component fatigue damage will be assessed by the ground process in predetermined 
frequencies. The revised/updated fatigue lives of CSI are to be uploaded to keep the OB database 
current. The new damage calculation will reset the baseline of the fatigue data by using the 
original fatigue data established during the development phase of the aircraft. 

The improved damage assessment by UM is achieved by replacing the design usage spectrum 
with the actual usage spectrum obtained by processing the HUMS data. This replacement is 
accomplished OB with flight-by-flight HUMS data or on the ground after the substantial 
aggregation of downloaded HUMS data. More details are discussed in sections B.2.3–B.2.5. 

B.2.3  CHALLENGES IN UM AND UBM CREDITS 

Maintenance credits using HUMS requires multiple steps of data handling, including data 
collection, storage, and transfer, followed by engineering analyses for the quality control (QC) of 
data, damage assessment, and credit validation. This flow of complex and phased processes to be 
conducted both OB and OG requires highly skilled engineering support and close coordination 
from multiple parties, including the HUMS manufacturer, the aircraft’s original equipment 
manufacturer (OEM), the aircraft operator, and possibly a third party for engineering analysis 
and data processing. 

The HUMS system architecture and its qualification requirements will vary substantially based 
on the intended frequency of maintenance interventions (e.g., a one-time adjustment of fatigue 
life and maintenance schedule or multiple adjustments during the lifetime of the aircraft’s 
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operation). The ultimate goal of the aircraft UM will be the continuous monitoring and 
adjustment of component remaining useful lives (RULs) and scheduled maintenance 
requirements using OB damage assessment. 

Challenges include reliable data acquisition, sophisticated RRAs, reliability of damage 
assessment methodologies as a whole, and independent credit validation. An accurate tracking of 
aircraft component configuration history has also been difficult. The prohibitively high cost for 
the certification approval of hardware and software and for continued engineering support is 
another obstacle in the way of UBM credits by aircraft UM. 

However, substantial progress has been made in all of these areas in recent years, and the 
technology is considered mature enough to realize the UBM credits at least on a limited basis  
[3–9]. The high-level certification requirements for the OB UM paradigm is described in section 
B.2.4, followed by the OG post-flight UM paradigm in section B.2.5. 

B.2.4  PARADIGM FOR OB STRUCTURAL UM 

The paradigm of OB UM will be the most advanced form of UBM credits using HUMS, and the 
prerequisites listed below must be satisfied for this concept to be successful: 
 
• Integrity and reliability of HUMS data: acquisition, transmission, storage, and retrieval 
• Integrity and reliability of HUMS hardware: sensors, processing units, and data cards 
• Accuracy of RRA and a backup plan for discrepancies 
• Fatigue damage methodology and its reliability 
• Accurate tracking of aircraft component configuration data 
 
Figure B-3 shows the high-level block diagram for the OB UM paradigm, assuming all the 
certification requirements of installation, credit validation, and instructions for continued 
airworthiness for both OB and OG hardware and software are met. 
 

 

Figure B-3. Block diagram for the OB structural monitoring paradigm 
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B.2.4.1  REQUIRED FLIGHT PARAMETERS FOR STRUCTURAL UM 

The OB damage assessment starts with the acquisition of relevant data from the OB sensors and 
flight parameters from other OB instruments and flight data recorders (FDRs) through the  
data-bus. There are many different sets of parameters being monitored by various types of 
HUMS systems. The parameters necessary for the RR are defined within the following three 
groups [10]: 
 
• A core set of required parameters 
• A set of aircraft configuration-specific parameters 
• A set of useful, but not necessarily required, parameters 

 
Table B-1 shows an example of a core set of flight parameters required for the OB HUMS  
[4 and 10]. Many advanced HUMS record more flight parameters that are directly measured and 
derived from the measured parameters. Table B-2 shows an example of full-fledged flight 
parameters recorded by military HUMS [4, 10, and 11]. The parameters provided by ground 
position system (GPS) signals became standard for recent advanced HUMS. The parameters 
recommended in table B-2 are based on the study of HUMS for five U.S. Navy aircraft  
(V-22, H-53, H-60, AH-1Z, and UH-1Y) as reported by McCool and Barndt [10]. 

Table B-1. Core structural monitoring parameters for HUMS 
 

No. Parameters No. Parameters 
1 Real Time (seconds) 11 Roll Rate 
2 Weight on Wheels 12 Yaw Rate 
3 Pressure Altitude 13 Vertical Velocity 
4 Outside Air Temperature 14 Vertical Acceleration 
5 Airspeed 15 Collective Stick Position 
6 Rotor Speed  16 Longitudinal Stick Position 
7 Engine Torque(s)  17 Lateral Stick Position 
8 Pitch Attitude 18 Directional Pedal Position  
9 Roll Attitude 19 Rotor Brake 

10 Pitch Rate   
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Table B-2. Full flight parameters for HUMS 
 

No. Parameters No. Parameters 
1 Real Time (seconds) 21 Lateral Stick Position 

2 Weight on Wheels 22 Directional Pedal Position  

3 Pressure Altitude 23 Collective Stick Rate 

4 Outside Air Temperature 24 Longitudinal Stick Rate 

5 Airspeed 25 Lateral Stick Rate 

6 Rotor Speed  26 Directional Pedal Rate 

7 Main Rotor Torque 27 Rotor Brake 

8 Engine Torque(s)  28 Heading 

9 Vertical Velocity 29 Radar Altitude 

10 Pitch Rate 30 GPS Longitudinal Velocity 

11 Roll Rate 31 GPS Lateral Velocity 

12 Yaw Rate  32 GPS Vertical Velocity 

13 Vertical Load Factor 33 Doppler Drift Velocity 

14 Longitudinal Acceleration 34 Doppler Heading Velocity 

15 Lateral Acceleration 35 Doppler Vertical Velocity 

16 Pitch Attitude 36 Longitudinal Flapping 

17 Roll Attitude 37 Lateral Flapping 

18 Side Slip 38 Lateral Swashplate Tilt 

19 Collective Stick Position 39 Longitudinal Swashplate Tilt 

20 Longitudinal Stick Position   
 
It is important to use a maximum number of parameters wherever possible for both the HM and 
the structural UM. However, because of the difficulty of obtaining airworthiness qualifications 
and the related high costs involved, there is also a strong need, particularly for civil rotorcraft, to 
minimize the number of parameters required for the intended functionality of HUMS [7 and 11]. 

B.2.4.2  THE RRA 

RR is one of the core steps for the damage assessment through aircraft UM. This is because 
fatigue damage of rotorcraft components are historically defined in terms of flight regimes, and 
this methodology has evolved based on the linear damage rule of P-M. Flight load surveys 
(FLSs) are conducted to identify and verify the load levels and durations of maneuver regimes 
during the development phase of an aircraft, and CSI and principal structural elements (PSEs) 
are fatigue tested in the laboratory environment under the load spectra of designed and verified 
regimes to establish the damage rate of each regime for each structural component. 
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Once a complete set of damage fractions or rates for entire maneuver regimes are defined, the 
structural damage of a component can be estimated either OB (by identifying flight regimes in 
real time) or on the ground (by post-processing the accumulated HUMS data). 
 
It is not a simple task to accurately identify maneuver regimes from the parameter sets available 
to HUMS. The U.S. Army design handbook requires RRA to define 97% or greater of the actual 
flight regimes [4]. Even though fairly accurate RR results have been claimed in recent years, 
results from even highly sophisticated RRA still require further improvement as they are not 
sufficient to be confidently used for the OB damage assessment [5]. It is inherently difficult to 
define the continuous maneuvering of an aircraft by discrete regimes because of the unavoidable 
ambiguous definitions between two consecutive regimes and the parameter variations within the 
timeframe of one regime. The following are typical issues and concerns for reliable and stable 
RRA for UM: 
 
• Types and number of monitoring parameters 
• Accuracy of acquired data and effect of missing data 
• Effect of data sampling rates 
• Number of regimes defined and unknown regimes 
• Bouncing of regimes along the borderline of parameter values 
• Inaccuracy of identified regimes in low air speed conditions 
• Accuracy of regimes recognized in sequence 

Adequate levels of reliability and risk with appropriate backup plans are required to mitigate the 
shortfalls listed above. Details of RR and mitigations of shortfalls are described in appendix G. 
Table B-3 shows an example of recognized maneuver regimes for a typical military utility 
helicopter [4]. The actual number of regimes will be much larger than the one shown in the table 
because regimes will be further divided by the different level of speeds, bank angles, or 
combination of those listed in table B-3. Consequently, the final number of regimes could be 
several hundred in total. 
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Table B-3. Typical military class I (utility) helicopter regimes (U.S. Army) 
 

No. Regime Name No. Regime Name 
1 Rotor Stopped 27 Rolling Pullouts 
2 Ground Operations/Taxi 28 Pushovers 
3 Taxi Turns 29 Partial Power Descent Entries 

4 Lift to Hover 30 Partial Power Descents 
5 Normal Takeoff From Ground 31 Partial Power Descent Recoveries 
6 Rolling Takeoffs  32 Autorotation Entries 
7 Jump Takeoffs  33 Steady Autorotation 
8 Hover/Low Speed Flight 34 Autorotation Turns 
9 Vertical Climb/Low Speed Flight 35 Autorotation Pullouts 

No. Regime Name No. Regime Name 
10 Descending Hover/Low Speed Flight  36 Autorotation Pushovers 
11 Normal Takeoff From Hover  37 Autorotation Recoveries 
12 Damaging Low Speed Flight  38 Aerial Refueling (when possible) 
13 Left Hovering Turns 39 Normal Decelerations 
14 Right Hovering Turns  40 Normal Approach 

15 Hover/Low Speed Maneuvering  41 Operational Approach 
16 Evasive Maneuvering (up and away)  42 Side Flares 
17 Climbing Flight  43 Normal Landings 
18 Accelerations  44 Roll-on Landings 
19 Level Flight  45 Autorotation Landings 
20 Dives  46 Pedal Control Reversals 
21 Left Sideslips  47 Longitudinal Control Reversals 
22 Right Sideslips  48 Lateral Control Reversals 
23 Level Turns  49 Collective Control Reversals 
24 Climbing Turns  50 External Loads (when possible) 
25 Descending Turns  51 Rotor Shutdown 
26 Symmetric Pullouts   

B.2.4.3  THE OB FATIGUE DAMAGE CALCULATION 

Although not currently implemented in any UM system, it is rather straightforward to calculate 
component fatigue damage OB once the required RR is complete and the aircraft component 
configurations (i.e., serial number tracking) and component damage rates or fractions are known. 
All of these elements have to be proven accurate and current by uploading data from the ground 
station (GS). 
 
The component damage rate table provides a damage fraction per second for each regime (see 
tables A-3 and A-4 in appendix A). Usually, the list of recognized regimes by HUMS and the list 
of regimes defined in the damage rate tables based on the design usage spectra do not match and 
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a mapping process is required between the two sets of regimes. More details of this mapping 
process requirement are described in appendix D. 
 
Multiplying the duration of an identified regime by the corresponding damage rate will result in 
an incremental damage for that regime. By adding all the regime damages in sequence through 
an entire flight, the total damage accrued during the flight is determined. The incremental 
damage, or fatigue life expended (FLE), that results from the flight is added to the baseline FLE 
of a component extracted from the OB database for update. It can also be checked for a possible 
status alert when the newly assessed RUL becomes too short. 
 
This OB damage calculation based on real time can be achievable and is the ultimate goal of the 
UBM credit through HUMS. However, it currently may be more practical to process the flight 
data at the end of each flight to assess the fatigue damage using the regime spectrum mentioned 
in appendix A, considering possible issues such as data errors due to sensor failures or frequent 
false alarms based on, for example, spurious data spikes, until enough confidence builds up 
through the experience of more simplistic approaches of OG processes. 
 
For maintenance adjustment, the constantly updated FLE and other aircraft usage data  
(e.g., flight time, number of landings, and exceedances of certain parameters or mechanical 
diagnostic criteria) may be used to evaluate the predefined maintenance schedules and any 
necessary intervention. A typical OB fatigue damage assessment processing is shown in figure 
B-3. 

B.2.5  PARADIGM FOR OG STRUCTURAL UM 

The data processing and engineering analysis on the ground at local maintenance facilities or a 
centralized location will be the primary activity for the structural UM using HUMS. Even when 
the fully functional OB processing for UBM credits is operational, it still needs to receive 
constant support from the GS to update the required information, such as the aircraft 
configuration, revised component retirement time (CRT), and maintenance schedules. 
 
There are three scenarios currently conceivable based on the frequency of interventions for UBM 
credits: 
 
1. One-time intervention 
2. Multiple interventions 
3. Continuous interventions 

There are two approaches for these three scenarios: a long-term infrequent adjustment including 
the one-time intervention scenario, and a frequent adjustment of component lives and 
maintenance schedules including the continuous intervention scenario. 
 
For a frequent intervention approach, a small amount of accumulated usage data is processed in a 
predetermined schedule. After this block of data is processed for RR, the incremental fatigue 
damage is assessed for each individual component of the aircraft. This fatigue damage calculated 
OG is used to check and verify the OB calculation during the same period of flight time. The 
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processing steps in yellow-colored boxes in figure B-4 represent this frequent intervention 
approach. 
 
For the one-time or infrequent intervention approach, a more fundamental assessment is 
performed using a substantial amount of HUMS data accumulated over a long period of time 
from a group of aircraft or the entire fleet. The usage statistics from the HUMS data after the 
FRR process will be used to develop a representative usage spectrum for the fleet and evaluate 
the possible usage spectrum change compared to the existing baseline spectrum. A more benign 
usage spectrum will result in an extension of component lives, whereas a more severe spectrum 
will result in shorter CRTs. The processing steps in light-brown-colored boxes in figure B-4 
show the infrequent intervention approach. The revised CRTs will be applicable to the aircraft 
belonging to the relevant aircraft group or entire fleet. 
 

 

Figure B-4. Block diagram for the OG structural monitoring paradigm: frequent 
intervention (yellow) and infrequent intervention (brown) approaches 

The light blue box at the lower right corner in figure B-4 indicates the Web access of all other 
stakeholders to the central database for further analyses such as trending; short- and long-term 
diagnostics/prognostics; and analyses for operational, maintenance, logistics, or training 
purposes. 
 

B.2.5.1  UPDATING USAGE SPECTRUM USING HUMS DATA 

Using the UM capability of HUMS, the changing usage of individual aircraft and/or a fleet of 
aircraft can be analyzed and used to revise the existing usage spectrum to adjust the fatigue life 
of CSI. 
 
A small amount of accumulated usage data collected for frequent maintenance interventions will 
not provide credible changes in usage spectrum; therefore, it will not be useful to revise the 
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design spectrum of the aircraft. However, if a substantial amount of data has accumulated, then 
this usage data can be used to revise the usage spectrum of a group of aircraft in a similar 
operational condition or entire fleet of aircraft based on the new usage statistics from the HUMS 
data. This process of revising usage spectrum is the primary analysis for the one-time or 
infrequent intervention approach; it is basically repeating the spectrum generation process 
required during the aircraft development phase (see figure B-2). For details, see sections A.3.3 
and A.3.4 in appendix A. 
 
Care must be exercised in revising usage spectrum using the HUMS data due to the possible 
shortfalls from the overall quality of data; weaknesses of the RRAs; variation seen from aircraft 
to aircraft or between groups of aircraft; etc. All of these issues must be carefully evaluated and 
accounted for to meet the accuracy and reliability requirements of the results in appendix A. 

B.2.5.2  CALCULATION OF CRTS USING REVISED SPECTRUM 

The OG calculation of component fatigue damage for a frequent or continuous maintenance 
intervention is basically the same as the OB calculation described in section B.2.4.3, except OG 
is done post-flight and OB is done in real time. The amount of data for processing depends on 
how often the fatigue damage assessment is performed. Component FLEs and their RULs are  
re-evaluated based on the predefined damage rates and CRTs. 
 
When a substantial amount of usage data is available, a more fundamental analysis can be 
conducted, such as revising the baseline usage spectrum. The revised spectrum in terms of 
regime durations and their proportions (percent times) in the form of a block spectrum will make 
it possible to recalculate the damage rates of regimes and will result in new CRTs, which will 
become the basis for UBM credits. 

B.3  CERTIFICATION OF HUMS FOR UBM CREDITS 

Among various functionalities of HUMS, the simple data gathering and fault detection 
monitoring functions of earlier models without intervening maintenance/operational actions did 
not require a high degree of qualification of installation. With the increasing capability of HUMS 
in recent years, it is feasible to seek CBM and UBM credits to achieve enhanced safety and cost 
reduction by improving maintenance and operations of rotorcraft. This type of installation for 
both OB and OG equipment requires a higher level of qualifications [3]. 
 
The current civil certification of HUMS must address the complete process, from the source of 
data to the intervention action. The term “end-to-end” is used to address the boundaries of the 
HUMS application and the effect on the rotorcraft. The starting point of the boundary is the 
airborne data acquisition. The end point of the boundary is the result that is meaningful in 
relation to the defined credit without further significant processing. In cases in which credit is 
sought, the result must arise from the controlled HUMS process containing the three basic 
requirements for certification, as follows [1 and 3]: 
 
• Equipment installation/qualification (both airborne and ground) 
• Credit validation activities 
• Instructions for continued airworthiness activities 
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The UBM credits using aircraft UM—particularly the credit for the CRT adjustment of CSI—
will require a high level of qualification for the system to be certified. The major hurdle is to 
define the criticality levels of many systems and processes involved in the overall HUMS. 
 
The system integrity requirement will depend on the criticality of the subject component to 
which the UBM credit is to be applied. Because the primary objective of the UM is to adjust 
fatigue lives of CSI, a potential failure of the component in question, along with the subsequent 
threat to the aircraft, is what drives the applicable criticality level of the HUMS system. To 
overcome the difficulties related to the high level of criticalities, a close examination of each 
system and process is required to assess and justify the presumed high level of qualification in a 
practicality point of view. If a high level of qualification is justified, then the possibility of 
reducing the required criticality level by an alternative approach or by implementing mitigation 
strategies, as Advisory Circular (AC)-29-2C MG-15 opens the flexibility of mitigation actions 
for the certification, should be studied. 
 
Because subsystems and processes required vary between the different approaches of OB 
processing versus OG processing and one-time adjustment versus multiple/continuous 
adjustments, it is beyond the scope of this report to discuss all the possible scenarios. Therefore, 
qualification requirements for a single practical case of the one-time CRT adjustment as a result 
of the UM are briefly discussed here as an example. Details for all other cases are discussed in 
appendices D, E, I, and J. 

B.3.1  QUALIFICATION REQUIREMENTS FOR THE ONE-TIME CRT ADJUSTMENT 

The one-time CRT adjustment is one of the UBM credits from the UM, as described in section 
B.2.5. It is the simplest case among various UBM credit scenarios and is expected to be the first 
realization of UBM credit by the application of HUMS. 
 
The one-time CRT adjustment case is basically repeating the baseline fatigue substantiation 
process conducted during the aircraft development phase. The original usage spectrum is 
replaced with the revised spectrum. This revised spectrum is based on the newly acquired usage 
statistics from the HUMS data, as described in section B.2.5. The generic fatigue test data  
(i.e., the S-N data) will be used in exactly the same way as it is in the baseline fatigue life 
calculation process. 
 
The required elements of hardware and software for both OB and OG processes for this one-time 
CRT adjustment case are listed and discussed below. 

B.3.1.1  THE OB SYSTEM 

The functionality of the OB HUMS (hardware and software) for the one-time CRT adjustment 
will be limited to collect aircraft usage data in the form of flight state parameters, with all of the 
remaining processes for UBM credits conducted by the OG hardware and software. Because the 
failure risk of this simple OB data collection process is low, the current qualification level 
required for the OB system need not be raised, shifting the focus of the qualification issue to the 
integrity of the collected data rather than the qualification of the system itself. 
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Considering that the representative block spectrum is a composition of normalized spectra for, 
typically, 100 flight hours based on the usage statistics from a substantial amount of data with an 
appropriate margin of safety, the fact that some of the HUMS data are missing will not pose a 
serious reliability issue as long as the missing portion remains “small” compared to the entire 
accumulated data. If the amount of accumulated data is “substantial” to represent the usage of the 
fleet, a careful QC of the parametric HUMS data for the FRR process OG will provide an 
accurate usage spectrum block. This means that the risk related to the data integrity of the OB 
HUMS is relatively low as well. 

B.3.1.2  THE OG SYSTEM 

As shown in the block diagram in figure B-4, the major OG processes required for the one-time 
CRT adjustment are: 
 
1. Download and accumulation of HUMS data in the central repository 
2. A QC process of HUMS data 
3. An RR process and statistical analysis for the fleet usage 
4. Creation of a revised block usage spectrum 
5. Calculation of new damage rates and new CRTs 

The first two processes detailed for the data collection and QC of the data are fairly stable and 
routine activities. Other than the data downloading activity, none of the other activities are  
time-sensitive, and it is always possible to verify the results and redo the process if necessary. 
The QC process will be limited to the elimination of unusable/spurious data because the impact 
of a small amount of missing data on the overall reliability of the usage statistics will be 
minimal. 
 
For the UBM credit approval, it is required to demonstrate that the HUMS system maintains the 
same or lower risk than the current approach being used. The current overall reliability 
requirement on the fleet usage is 90%, or one-9 out of six-9s of reliability using the traditional 
CRT calculation [12]. Assuming most of the FRR algorithms meet the minimum 97% 
recognition accuracy required by the U.S. Army [4], it may be sufficient to use a two-sided  
2-sigma cut-off (95%) in the usage distributions. This will result in 92% reliability for the 
HUMS-based usage spectrum from the third and fourth major OG processes. If a higher 
reliability is required, up to a 3-sigma cutoff may be pursued. The expected failure risk of these 
processes is minimal and should be no higher than the original spectrum generation procedures. 
This approach is explained in detail in appendix H. 
 
Once a revised block usage spectrum is obtained from major OG processes 3 and 4, the fatigue 
damage rates for all of the regimes can be calculated. The process for calculating the revised 
CRTs of components using the existing fatigue test data will be the same process used during the 
original fatigue life substantiation of the components. Therefore, the criticality level of the final 
process (i.e., OG process 5) should not be higher than that of the original CRT calculations that 
are already approved. 

B-19 



 

B.3.1.3  THE COMMERCIAL OFF-THE-SHELF EQUIPMENT AND SOFTWARE FOR THE 
OG PROCESSES 

Most of the data handling and processing for analysis will be performed using commercial  
off-the-shelf (COTS) hardware and software including an Oracle® database, a Matlab® 
mathematical computer package, an Excel® spreadsheet, and standard operating system software 
such as Microsoft® Windows®. In most HUMS systems in use today, the data transfer from OB 
HUMS to the GS is usually carried out by a Personal Computer Memory Card International 
Association (PCMCIA) card. Wireless data transfer from the aircraft to the GS through systems 
such as the Aircraft Communication Addressing and Reporting System (ACARS) could be done 
in the future. A Web-based server with security provisions can be used for long range data 
transfer. The processed data along any of the OG processes will be securely saved in the primary 
server with a routine backup schedule. 

After the data download to the GS is complete, further processing is performed by elements of 
standard, COTS computing systems. During these processing steps, strict application of  
DO-178B guidelines, designed for the airborne hardware and software to handle the real-time 
data processing, may not be necessary [13]. However, mitigation plans for potential hardware or 
software failure should be in place. Common practice in software design or data processing and 
analysis tasks is to retain a set of validation data, which can then be used to test the system when 
COTS software or hardware components are updated. 

For example, any number of COTS software components can be periodically upgraded to newer 
versions (e.g., the database software which hosts the archive; the spreadsheet or charting tools 
which display the processed data; or even operating systems which run the PCs and servers). 
When updates of underlying COTS software or hardware components occur, the analyst may 
then reprocess the validation data and test each of the system algorithms to verify that the 
computed results match the accepted, validated answers. This approach requires strict 
configuration controls of all COTS elements in the OG system, such that upgrade schedules are 
identified and controlled and no underlying piece of the COTS system is affected without proper 
re-verification. DO-278 provides guidance for ground-based systems [14], but this is not 
referenced in AC-29-2C MG-15. 
 
Unlike the OB HM of HUMS, any failures of hardware or software for the OG processes, if they 
occur, can be easily mitigated by simple measures of repair/replacement/re-verification and will 
cause no impact on the end result of one-time CRT adjustment. The qualification effort should be 
more focused on the data integrity and accuracy of the methodology rather than the criticality of 
the COTS hardware and software being used for the engineering analysis. 
 
Because the scope of the end-to-end HUMS system for one-time CRT adjustment encompasses a 
wide range of systems and processes—both OB and OG—it is required to examine individual 
elements of hardware and software required for each process separately for their qualification 
levels. A detailed functional hazard assessment (FHA) needs to be conducted to determine the 
required criticality level of each element [15]. Table B-4 summarizes the breakdown of general 
processes for the one-time UBM credit adjustment case. 
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Table B-4. Elements of end-to-end HUMS credit approval for a one-time CRT adjustment 
 

Installation System Functions, Activities 
COTS 

Mitigation Hardware Software 

OB 
HUMS Data Collection No No Not Available 
FDR/BUS Data Collection No No Not Available 

OG 

GS 

Data Downloads  Maybe                
(PCMCIA Card) 

Maybe Repeat 

Data Storage Maybe                  
(PC) 

Maybe 
(Database) 

Data Back-up 

Data Transfer Yes                
(Network or Web) 

Yes Data Back-up 

Central Repository 

Data Storage Yes                         
(PC Network) 

Yes               
(Database) 

Data Back-up 

Data QC Yes No                        
(In-house) 

Repeat 

FRR Yes No                             
(In-house) 

Repeat 

Revise Spectrum Yes No Repeat 
Revise Damage Rate Yes No Repeat 
Revise CRTs Yes No Repeat 

B.3.2  CREDIT VALIDATION FOR THE ONE-TIME CRT ADJUSTMENT 

As described in section B.3.1.1, the functionality of the OB HUMS, both hardware and software, 
for the one-time CRT adjustment will be limited to the simple collection of aircraft usage data in 
the form of flight parameters and regimes. Because the representative block spectrum is updated 
based on a certain minimum amount of usage data from a minimum fleet size, any potential 
amount of missing data from the OB HUMS will not pose a reliability issue on the adjusted 
CRTs. 
 
As discussed in section B.3.1.2, the OG hardware and software required for routine data 
download and transfer are not necessarily subject to DO-178B standards. However, the OG 
system and all of the COTS hardware and software components must be maintained with strict 
configuration controls, and the system as a whole should undergo revalidation after any 
subcomponent change, update, or upgrade. 
 
The one-9 (90%) reliability level of the current legacy fatigue life method should not be difficult 
to achieve from the HUMS UM using the two-sided, 2-sigma cut-off (95%) in the usage 
distribution. 
 
One foreseeable obstacle is that the fatigue damage based on the safe-life method cannot be 
physically measured by inspection before the actual initiation of a crack in the component, even 
though it is a progressive quantity. For this “indirect” evidence, a simulated lab test may be used. 
The original fatigue test data may be used for this purpose, considering the applicability of S-N 
data for different levels of loads and cycles. One alternative may be to fatigue test the part using 
the revised spectrum to demonstrate the durability of the part; however, this will be costly. 
Another option is to perform reliability analysis such as the Monte Carlo simulation using the 
revised usage spectrum to verify the overall reliability. 
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Considering the relatively low qualification levels required and the feasibility of credit 
validations without much difficulty, the one-time CRT adjustment using the HUMS monitoring 
capability can be achieved under the current qualification requirement for certification approval 
in AC-29-2C MG-15. 

B.3.3  THE HUMS APPLICATION ARCHITECTURE FOR THE ONE-TIME CRT 
ADJUSTMENT 

To achieve the UBM credit of a one-time CRT adjustment, close coordination among the Federal 
Aviation Administration (FAA), OEM, and aircraft operators and maintainers is required to 
seamlessly process multiple steps both OB and OG. One suggested architecture of this type of 
HUMS application shown in figure B-2 is described in sections B.3.3.1–B.3.3.7. 

B.3.3.1  THE HUMS DATA DOWNLOAD AND TRANSFER 

The OB HUMS data is downloaded to the GS of the aircraft operators. After being time-stamped 
and archived locally, the downloaded HUMS data is transferred through the Web server to the 
central repository, which resides in a remote engineering center. This engineering center could 
be the OEM engineering department or a qualified third party approved by the OEM and the 
aircraft operator. 

B.3.3.2  RR AND USAGE HISTORY DATABASE 

After archival, the individual HUMS flight data is post-processed for FRR and stored in the 
cumulative usage history database for the entire fleet. For this process, it is required to apply 
appropriate mitigation measures for the QC of the HUMS data, gap-filling missing data, and 
reliability analysis. 

B.3.3.3  GENERATION OF A BLOCK USAGE SPECTRUM 

Once the historical usage database has accumulated a sufficient amount of fleet usage data, the 
regime usage of a targeted group of aircraft or the entire fleet of aircraft can be pulled from the 
database and processed to generate a representative block usage spectrum for the damage 
assessment, as explained in section B.2.5.1. In this process, it is required to follow the 
methodology or rules used to generate the block spectrum by the OEM during the original 
aircraft design and development. 

B.3.3.4  SELECTION OF CSI AND GENERATION OF DAMAGE RATE TABLES 

The block usage spectrum representing the usage of a targeted group of aircraft now can be used 
to create damage rate tables for the structural fatigue damage assessment of selected CSI (part 
numbers). The selection of CSI can be based on the existing list of CSI by the OEM or on the 
maintenance experience of the fleet operator. In general, RRA recognize a significantly larger 
number of regimes than defined in the block usage spectrum used for the fatigue damage 
assessment; therefore, it is required to follow the regime mapping rules to assign all the 
recognized flight conditions to the appropriate regimes defined in the block spectrum. See tables 
A-3 and A-4 in appendix A for an example of a damage rate table. 
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B.3.3.5  CALCULATION OF NEW CRTS AND CREDIT VALIDATION 

Once new damage rate tables for selected CSI are established, the revised CRTs can then be 
calculated. An appropriate reliability measure is required to make sure that the new CRTs have a 
high enough reliability (i.e., they meet the current six-9s reliability). The credit of these revised 
CRTs needs to be validated, as discussed in section B.3.2. 

B.3.3.6  CALCULATION OF COMPONENT RULS 

A new RUL of each serialized part/component can now be recalculated based on the revised 
CRT. Considering that the CRT is the retirement time of a component based solely on the 
accumulated flight time of the component, it is only required to add flight times of the 
component by querying the usage history database. 
 
Because the CRT reflects the effect of flight time only on fatigue life among many potential 
contributing factors of flight usage of the component, it is also recommended to examine the 
usage history of the component with respect to outlying usage patterns compared to the average 
usage statistics of the same type of components in the fleet aircraft. 

B.3.3.7  APPROVAL OF THE NEW COMPONENT RULS 

The newly calculated RUL, which is equal to the CRT minus the current accumulated flight 
hours (RUL = CRT – Accumulated Flight Hours) of each CSI, is a subject of FAA approval. The 
approval can be based upon the certificated CRT and the usage history of each component. Once 
the new RULs are approved, the new information will be transferred to the GS to update the 
local maintenance databases. 
 
Figure B-5 shows a simple block diagram of the HUMS application architecture of this one-time 
CRT adjustment paradigm. 
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Figure B-5. The HUMS application architecture for the one-time CRT adjustment  
of UBM credit 

B.4  POTENTIAL ROLES OF HUMS IN THE DEVELOPMENT OF AIRCRAFT 

During the development phase of an aircraft, multiple flight test articles are built for test and 
evaluation/validation (T&EV) of the aircraft design. Typical rotorcraft development flight tests 
are for the T&EV of the structural integrity of the air vehicle; mission performance; stability and 
control; and envelope expansion. It is typical that some of the dedicated flight test articles, such 
as the one for the FLS, are fully instrumented with sensors, data storage, and real-time 
communication capabilities. If a HUMS recorder is available from the beginning of the flight test 
program, its flight data recording and RR capabilities can be used to make the T&EV flight tests 
more efficient. Some of the potential benefits are discussed in sections B.4.1–B.4.4. 

B.4.1  IDENTIFICATION OF FLIGHT CONDITIONS 

It is not uncommon that hundreds of flight conditions need to be tested along the flight envelope 
of the design aircraft, and the same flight conditions are flown multiple times to collect statistical 
distributions of the required data. Data processing and archiving for all flight conditions during 
this task is demanding. It is common to rely on the handwritten records made by the test pilots 
and flight test engineers. If HUMS recorders are available from the beginning of the flight test, it 
will resolve much of the record keeping issues and help test engineers satisfy flight condition 
requirements. Furthermore, with the addition of HUMS recorders, structural engineers could 
increase the number of regimes/prorates in the design spectrum to have a higher fidelity of usage 
distribution. This will result in better accuracy with respect to fatigue life estimates. 
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If RRAs are developed and available to process OB during the flight test, synchronizing the 
HUMS data and flight test data will provide the identification of tested flight conditions 
automatically and effortlessly. However, the regimes recognized by existing generic HUMS 
recorders are not sufficiently defined to identify all the required flight conditions to be flown for 
the flight testing purpose. HUMS cannot replace the existing human-in-the-loop approach 
completely. More effort will be required to refine the RRA after the completion of the aircraft 
development. 

B.4.2  REFINEMENT OF RRA 

High-level RR requires model-specific parameters (e.g., rotor speed, engine torque, weight, and 
center of gravity location) and control inputs of stick positions and rates, as discussed in section 
B.2.4.1. Refined values of these data related to the aircraft configuration are not available until 
the completion of aircraft development. However, when a HUMS recorder is a part of the 
integrated system of the aircraft, it is possible to use the flight testing to refine and verify the 
HUMS RRA; it usually takes years of effort to develop a high-level RRA of HUMS for a 
specific aircraft platform; this could represent a substantial savings regarding the cost and time 
involved in perfecting the HUMS. 

B.4.3  STATISTICS OF USAGE SPECTRA 

During the development phase of an aircraft, it is required to conduct a series of structural 
fatigue tests to substantiate the required lives of CSI and PSEs of the designing aircraft. Because 
the accurate usage is not known until actual operation of fleet aircraft has begun, the assumed 
design usage spectrum is used for fatigue tests and calculation of CRTs based on the fatigue test 
data. A substantial conservatism is generally built into the design usage spectrum to ensure the 
appropriate safety margin in the fatigue lives of structural components. The timely feedback of 
usage statistics obtained from the analysis of HUMS data collected during the flight testing will 
provide an opportunity to revise or update the conservative usage spectra initially assumed for 
the fatigue substantiation, and more realistic usage spectra will result in more accurate CRTs and 
possibly longer retirement times. 
 
Because most rotorcraft models are subject to almost continuous upgrades of capabilities and 
expansion of missions, new critical loading and usage situations are created calling for follow-on 
tests which were not flown during the initial FLS. If the HUMS recorders are installed in the 
aircraft from the inception of operation, the HUMS UM will track operational usage of fleet 
aircraft. This will enable updates to be made to the original usage spectra to reflect the current 
usages. 

B.4.4  REFINEMENT OF DIAGNOSTIC AND PROGNOSTIC FUNCTIONS OF HUMS 

The certification approval for the diagnostic and prognostic functionalities of HUMS requires a 
great amount of validation effort to demonstrate the direct and indirect evidence. The extensive 
flight testing during the development phase will be the best opportunity to adjust, refine, and 
validate the HM capabilities of the HUMS because the controlled flight test program will provide 
the best opportunity to assess high-risk maneuver conditions not available to test during the 
normal operation. 
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B.5  SUMMARY 

In this appendix, new structural usage paradigms were examined that focused on the fatigue life 
extension of CSIs as a credit potential of HUMS. Top level functionalities and flow of analyses 
for the structural damage assessment based on the UM of HUMS are described for both OB and 
OG processes. To aid understanding of HUMS, its technical evolution is briefly described by 
classifying its functionalities. 
 
Among the three conceivable scenarios of UBM credit adjustments, the one-time CRT 
adjustment approach is selected as an example. Details of the system definition, analysis 
processes, qualification requirements, and credit validation required for this simplest approach 
are discussed. Suggestions of criticality level of hardware and software of each process are 
initially based on common engineering reasoning. A detailed FHA analysis is later conducted. 
Various other UBM credit approaches are described in appendix C. 
 
At the end of the appendix, potential contributions and roles of HUMS during the development 
phase of an aircraft are discussed by considering its data recording and RR capabilities. 
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C.1  INTRODUCTION 

More accurate assessments of dynamic component fatigue damage through the use of aircraft 
usage monitoring (UM) allows for airworthiness credits such as the extension of fatigue lives or 
remaining useful lives (RULs) of components for aircraft that are being used differently than the 
assumed design usage. 
 
Appendix B provides a general description of new UM paradigms, including a more detailed 
description of an example case of the “one-time” component retirement time (CRT) adjustment 
as a usage-based maintenance (UBM) credit. Alternative approaches for higher-level UBM 
credits with varying degrees of component tracking are the subject of this report. 
 
There are three scenarios currently conceivable based on the frequency of maintenance 
interventions: 
 
1. One-time CRT adjustment, applies to: 

 
a. All components of a certain part number across the entire fleet 
b. Part numbers within an isolated sub-group of the main fleet 

 
2. Periodic CRT adjustment, applies to: 

 
a. All components of a certain part number across the entire fleet 
b. Part numbers within an isolated sub-group of the main fleet 
c. Pre-identified individual serial numbers of a particular part number within the 

fleet 
 
3. Continual CRT update 

 
a. Pre-identified individual serial numbers of a particular part number within the 

fleet 
 
The UBM intervention approaches are categorized by the frequency of CRT adjustments: 
“frequent” or “infrequent” updates. This categorization is based on the amount of UM data 
accumulated, such that it is related to the feasibility of reliable statistical data from health and 
usage monitoring systems (HUMS). For the infrequent intervention approaches (scenarios 1 and 
2), reliable usage statistics from a substantial amount of HUMS data—accumulated for a 
relatively long period of time from a subset of aircraft or the entire fleet of aircraft—will be 
required. These usage statistics can be used to develop a new representative usage spectrum, 
which can then be used to adjust CRTs at the part number level. The ability to update these 
CRTs once (scenario 1) or multiple times (scenario 2) over the life of the fleet will depend on the 
amount and reliability of UM data collected. 
 
This adjustment can be performed for the entire fleet or for an isolated subset of aircraft. Unique 
and isolated subsets of aircraft, such as those used solely for a specific mission type, can follow 
unique usage patterns that are substantially different than those assumed by the original 
equipment manufacturer (OEM) during design. Therefore, updating CRTs for components on 
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these aircraft may be justified. However, because the new usage spectrum applies only to that 
subset, serialized components that were previously installed on other aircraft cannot gain the 
benefit of these periodic CRT adjustments. 
 
When the intervention period is short with a small number of aircraft involved (scenario 3), only 
a small amount of usage data will be available. The statistical analysis with this small amount of 
data cannot provide usage statistics with a high enough reliability to revise the fleet-wide usage 
spectrum. For this frequent intervention approach, including the continual CRT update scenario, 
it is required to assess the incremental fatigue damage of each serialized component directly 
from the UM data of each individual host aircraft. Because this approach is not based on the 
usage statistics of a group of aircraft, the newly calculated CRT can only be applicable to the 
status of an individual component identified by its serial number, which requires rigorous serial 
number tracking and individual aircraft tracking. 
 
Figure C-1 depicts the three scenarios of CRT adjustments which are possible with increasing 
amounts of collected and processed HUMS data. A group of aircraft represents aircraft in similar 
missions. This makes it easier to track their unique operational usage and to assess component 
status more accurately. 
 

 

Figure C-1. Different approaches for CRT adjustments 

Details for the first scenario of the “one-time” CRT adjustment are discussed in appendix B; 
details for the other two approaches—a periodic and a continual CRT adjustment—are described 
in sections C-2 and C-3. 
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C.2  PERIODIC CRT ADJUSTMENT 

If there is a substantial amount of HUMS usage data accumulated in a specified period of time, 
reliable usage statistics can be obtained from the data to build a usage spectrum to more 
accurately represent the pattern of operation for that group. When a new representative usage 
spectrum is generated, it is evaluated for a possible replacement of the existing baseline spectrum 
for more accurate CRT tracking of aircraft components. One recent study shows that damage 
rates calculated based on accumulated HUMS data for an individual aircraft stabilize after 
accruing and processing approximately 300 flight hours of data [1]. For larger groups of aircraft, 
or an entire fleet, more data will be required to ensure diversity of operational circumstances. 
 
The revised CRTs will be applicable to the components with the same part numbers for the 
aircraft belonging to the relevant group or entire fleet. After obtaining approval from the Federal 
Aviation Administration, the revised CRTs for the associated part numbers can be officially 
announced for actual implementation (see figure A-5 in appendix A). 
 
This method of the periodic CRT adjustment by part numbers can also be applied to an 
individual aircraft/component with a unique serial number, as mentioned in section C.1, with 
some differences in detail. The two methods are described in sections C.2.1 and C.2.2. 

C.2.1  PERIODIC CRT ADJUSTMENT BY PART NUMBERS 

The main criteria to implement this approach is to determine an appropriate time period over 
which to collect enough HUMS data, such that the existing usage spectrum can be revised or 
replaced periodically with a newly calculated one. This approach requires substantial engineering 
analyses and can be accomplished by the on-ground (OG) processes. 
 
The high-level block diagram shown in figure C-2 shows the processes for this periodic CRT 
adjustment approach. The processes in green represent the periodic CRT adjustment by part 
numbers, whereas the light green/grey processes on the right side represent the same periodic 
CRT adjustment but by the serial number (which is discussed in section C.2.2). 
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Figure C-2. Block diagram for the periodic CRT adjustment 

When the accumulated calendar or flight time reaches the predefined period, HUMS data 
collected from the group of aircraft will be retrieved from the HUMS data archive in the central 
repository and processed for regime recognition (RR). The regime usage data is statistically 
analyzed and processed to generate a representative usage spectrum for the group of aircraft 
selected. This new usage spectrum is used in conjunction with the existing damage table to 
generate a new CRT for each component with a unique part number. 
 
Note that the RUL of each serialized component is to be updated using the newly calculated CRT 
based on the flight hours accumulated during the update period. Those RUL updates require 
accurate serial number tracking to account for possible movement between different tail 
numbers. Accurate life tracking and record keeping of each serialized component will become an 
even more vital task when considering the possibility of adjusting retirement times of subsets or 
individual components. 

C.2.2  PERIODIC CRT UPDATE BY SERIAL NUMBER 

The processes on the right side of figure C-2 represent this periodic CRT adjustment by serial 
numbers. Given the possibility that the component with the specified serial number may move 
from one aircraft to another during the specified period of time, it is essential to first identify all 
of the aircraft in which the component has been installed. 
 
Once the installation history of the component is identified, HUMS data collected by all the host 
aircraft during the identified time period will be retrieved from the central HUMS data 
repository. This repository could be hosted and maintained by the operator, OEM, or some other 
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approved third party that will be performing the engineering analysis on behalf of the aircraft 
owner. This retrieved HUMS data will be processed to generate a unique usage spectrum to 
calculate the corresponding incremental CRT increase. Notice that, using this approach, the 
usage spectrum is unique, and no statistical analysis is involved. 

C.3  CONTINUAL CRT UPDATE 

It is conceivable that the CRT can be continually adjusted by processing the collected HUMS 
data as soon as they are available. However, this approach would require rigorous serialized 
component life tracking and an accurate maintenance and flight record keeping infrastructure. 
The damage status or the CRT of a component may be valuable information to be tracked 
continually for the real or near real-time safety monitoring of the aircraft. 
 
As discussed previously, because the available HUMS data will be limited to a small number of 
flight hours between each update, it is impractical to generate the usage spectrum. Instead, the 
HUMS usage data is to be directly processed by evaluating the flight regimes and using the 
damage table data of the component to calculate the amount of damage accrued during the flight 
time. The CRT for the unique serialized component is then updated. 
 
If this continual CRT adjustment is processed onboard (OB), it is required to cross-check the 
updated CRT status of each component periodically by auditing RR records and comparing it 
against the revised CRT value processed OG, considering that there will be a limited quality 
control capability of the HUMS data OB. It is expected that a substantial amount of further study 
and experience is required through the simpler OG processes before this continual OB approach 
can materialize. Figure C-3 shows the general process of the continual CRT adjustment. 
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Figure C-3. Block diagram for the continual OB CRT adjustment 

C.4  SUMMARY 

Periodic and continual CRT adjustment methods are described as a continuation of various UBM 
credit paradigms using HUMS. Implications of CRT updates by part numbers and serial numbers 
are examined. 
 
As a variation of the periodic CRT adjustment approach by part number, the CRT update by 
serial number requires an additional effort to track component swap history of the selected 
components. The calculated CRTs by this approach are unique and only applicable to the 
selected components. 
 
The one-time and periodic adjustment approaches will likely be implemented before continual 
CRT adjustment is successfully adopted. This method requires further study, with respect to 
reliability and practical infrastructure details, before it can be fully accepted. Aspects of 
reliability and statistical analysis techniques are discussed in Appendix F. 
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D.1  INTRODUCTION 

There are several methods by which component lifetimes may be established using data from 
rotorcraft health and usage monitoring systems (HUMS) [1]. 
 
The HUMS themselves provide varying levels of functionality regarding flight regimes. Some of 
the systems that collect and record aircraft state parameters from the onboard (OB) flight data 
computer or 1553-bus are capable of performing regime recognition (RR) OB in near-real time. 
Alternatively, time histories of aircraft state parameters may be used in a standalone post-flight 
regime recognition algorithm (RRA) to determine usage after the flight has concluded. This 
appendix will describe in detail the procedure created by Technical Data Analysis, Inc. (TDA) 
for processing and analyzing data collected by a HUMS with OB RR. In appendix E, TDA will 
describe the procedures for usage analysis and life projection using post-flight RR. 
 
There are various pathways for application of this usage data. One method involves the 
collection of a large amount of usage data from a wide variety of fleet operators. When a 
sufficient library of raw data files (RDFs) has accumulated such that it is considered to be 
representative, the fleet-wide usage can be assessed. Quantifying the amount of HUMS data to 
represent a component usage could be done through a statistical analysis if data from several 
years of operations from multiple aircraft were available. Based on this usage data, the 
component retirement times (CRTs) of each component can be adjusted on a part number level. 
 
In addition to fleet-wide, one-time usage assessments, other approaches involve ongoing usage 
tracking of small subsets of the fleet or even individual aircraft. The usage of these small 
numbers of aircraft can be monitored on a recurring basis to update individual CRTs of 
components on a serial number level. These approaches will be addressed in appendix I and 
appendix J. 
 
Guidance for implementation of this procedure is outlined in Federal Aviation Administration 
Advisory Circular 29-2C MG-15 [1]. One of the goals of this study is to evaluate the guidance in 
that document for completeness and accuracy. To that end, TDA has devised an automated batch 
data processing procedure to assess structural usage of an example fleet of aircraft. This 
procedure is addressed in this report. 
 
Fatigue lives of rotorcraft components are required to ensure a reliability of six-9s (0.999999) 
[2]. That is, less than one failure of a component is expected over the service lives of one million 
of those components. Currently, the assumed composite worst case (CWC) usage derived during 
the design phase accounts for one-9 of that reliability. In transitioning to a usage-based lifing 
technique, that one-9 of reliability must be accounted for. The issue of the “missing 9” will be 
addressed in appendix H. 
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The procedure described for fleet-wide CRT updates using OB RR addresses the following steps, 
as shown in figure D-1: 
 
• RDF handling 
• Quality control (QC) checks of each RDF 
• Generation of 100-hour block regime spectrum-based on library of collected RDFs 
• HUMS regime-to-damage table regime mapping 
• Generation of final 100-hour block usage spectrum after transformation through damage 

table mapping 
• Calculation of CRTs 

 

 

Figure D-1. Process block diagram for fleet-wide CRT update 

To conduct this study, and begin to define the batch processing procedure, TDA received a small 
sample of three RDFs from three different military utility aircraft. The aircraft in question use the 
Integrated Vehicle Health Management System (IVHMS) manufactured by Goodrich, which 
performs OB RR. The three flights totaled 7.7 hours of operational time, which is insufficient to 
accurately extrapolate a representative 100-hour block usage spectrum. However, the acquisition 
of these files allowed TDA to create the process described herein, including the fine-tuning of 
some of the regime QC steps. 
 
Additionally, because TDA did not have access to the manufacturer’s damage table for the 
sample aircraft, a notional table was created, with values populated based on TDA’s experience 
in rotorcraft fatigue analysis. The traditional methodology used by original equipment 
manufacturers (OEMs) to generate a damage table is described in appendix A [3]. Establishment 
of these tables requires a detailed flight loads survey program, which is conducted during the 
detail design phase of the aircraft development program using one or more flying test articles. An 
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exhaustive flight test plan is created to capture loads in key components in all phases of flight, 
gross weight (GW) ranges, and atmospheric conditions. The loads profile for any given 
component is a complicated, detailed analysis of steady state and dynamic vibratory responses in 
any flight condition. Once loads are derived for each maneuver, detailed analyses are performed 
on each component to determine stresses throughout the component. Additionally, as discussed 
in appendix A, usage is predicted and the CWC is derived. The combination of anticipated usage 
and stresses allows for the derivation of the incremental fatigue damage values through 
component fatigue testing. The damage values derived from those tests are used to populate the 
aircraft damage table. A further illustration of this procedure, including industry standards and 
factors of safety, among other aspects of the procedure, is provided in appendix A. 
 
Because the TDA did not have an OEM damage table and is using an archive of only 7.7 flight 
hours, it is important to note that any results presented in this report are not meant to represent 
actual fatigue life values. Rather, this report is intended to describe the data processing procedure 
that can be used in conjunction with valid manufacturer-generated damage rates and a sufficient 
archive of usage data. 

D.2  RDF HANDLING 

The HUMS RDFs can be handled with several different methods depending on the intent of the 
data, operating organization, IT infrastructure in place, and HUMS hardware itself. Data file 
handling can be divided into three categories: collection, transmission, and archiving. 
 
These procedures can vary depending on the size of the operator’s fleet and operational tempo, 
which directly impact the number of RDFs generated on a daily basis. Large military fleets have 
different transmission and storage requirements than civilian operators because of security and 
the amount of data collected. Civilian operators may enjoy more flexibility in data transmission 
requirements. However, without proper verified transfer protocols in place, this flexibility could 
lead to uncertainty in the data integrity. 
 
Accurate data transmission is one key to ensuring process reliability. Data file transmission 
occurs in several steps in the process. First, the data is recorded to the memory card within the 
HUMS hardware itself. Depending on the system, quality checks may be in place to identify 
corrupted data segments within the file. Second, the data from the card is transferred to a 
repository for analysis. This transfer may take place at a ground station (GS), where the RDF is 
directly populated into a database, or it may occur by transmitting RDFs (e.g., through email, file 
drop box, direct inter/intranet transfer) from a remote location to a central database. Following 
this transfer, file verification should take place to ensure that the transfer process did not corrupt 
the file. One reliable method of verifying file viability is evaluation of the file’s MD5 sums, 
which could be implemented as an automated quality assurance measure. The MD5 hash is a 
cryptographic algorithm that generates a unique hexadecimal value based on the contents of the 
file. That unique value is altered if there is any change to the data contained within the file. In 
that way, it can serve as a fast way to verify whether a file has not been altered or corrupted 
during transfer. In an automated or manual procedure, during the uploading or transfer process, 
an MD5 sum will be generated on the sending end. At the receiving end, the MD5 value is also 
generated then compared to the original. Any variance in the MD5 value would be an immediate 
indication of a corrupted data file or faulty transfer. This procedure can be done in the 

D-7 



 

background automatically and would generate alerts to the analyst and operator when a file 
transfer was not completed successfully. 
 
Operators may choose to then transfer data to archives for storage, which may include data 
compression. Within this paradigm of usage-based lifing, maintaining an archive of usage data is 
paramount for preserving safety. Additionally, once validated, this archive of stored data can 
serve as a baseline for analysis. As discussed in appendix F, changes to hardware or software (to 
include commercial off-the-shelf [COTS] computer equipment, operating systems, HUMS 
specific analysis software, and even COTS data analysis software) may necessitate a  
revalidation of the entire analysis process. With new or updated elements introduced into the 
analysis system, having an established baseline to which output can be compared will ease the 
task of upgrading equipment. 
 
As an example of the above, Era Helicopters operates a fleet of AW-139 helicopters that use a 
HUMS system and GS software manufactured by General Electric (GE). This system stores data 
on a removable memory card installed in a Personal Computer Memory Card International 
Association slot in the aircraft cockpit. This card is capable of storing the data of several flights. 
Depending on the operating environment, these flights may be downloaded by Era to their GS 
after every flight or after several have accumulated. Aircraft that operate locally can have their 
RDFs loaded directly into the GS. Era also leases aircraft which operate overseas. In those cases, 
the RDFs are collected and emailed in raw form to Era’s Flight Data Manager, which uploads the 
RDF files to the central database manually. In Era’s operation, individual RDFs are discarded 
once they are populated into the central database. Every six months, Era compresses and archives 
their HUMS database to minimize storage requirements. At that point, the archived data is 
unreadable by the GS in compressed form, but it can be accessed after decompression. 
 
Several options for data analysis exist depending on the HUMS system and software tools 
available. Single RDFs may be examined individually, as with the Goodrich Integrated 
Mechanical Diagnostics and IVHMS systems, which generate a compressed RDF at the GS. 
Using the Mechanical Diagnostics Analysis Toolkit (MDAT), individual flight parameter and 
sensor time histories can be extracted from the RDF for analysis. Alternatively, the MDAT can 
also extract sets of multiple RDFs, and populate a My Structured Query Language (MySQL) 
database with the information. This method allows the user interface to quickly and efficiently 
access all the data contained in the RDF, which enables interrogation, manipulation, and 
visualization of multiple parameters simultaneously. At this point, the data ceases to exist as an 
individual file and instead composes records in various database tables. This database method is 
a standard approach when dealing with large amounts of data, and is also used by the Goodrich 
GS (which uses Oracle®) and the GE GS (which uses InterBase®). 
 
It is important to note that each HUMS manufacturer uses proprietary data encoding protocols 
and file structures. This means that data extraction algorithms used before the analysis must be 
tailored to the specific type of HUMS system being used. Additionally, each HUMS system may 
record different sets of flight parameters and flight events, with varying frequencies, which may 
impact any automated QC, third-party RRAs, and analysis algorithms being used. 
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In the execution of this task using the three sample RDFs, TDA exploited the MySQL database 
which is populated by MDAT during batch extraction. Working directly with the decompressed 
database is far more efficient than processing individual compressed RDFs. For this process, the 
RDF file archive location/directory is identified to the MDAT Data Loader tool, which can then 
extract each RDF and translate the information to the MDAT tables in the MySQL database. 
This database forms the foundation of all processing described in section D.3. The individual 
RDFs can be retained separately as a back-up. 

D.3  THE QC OF COLLECTED DATA 

In this analysis procedure, each collected RDF is processed through an algorithm designed to 
perform a series of QC checks on the data. This algorithm ensures that the collected data 
accurately represents physical flight conditions and discounts portions of data that are erroneous 
because of faulty sensors or other problems. The establishment of these QC steps is based on 
TDA’s experience in HUMS data processing and RRA development. These steps involve 
comparing recorded regimes and events against time histories of aircraft state parameters to 
verify that the reported regimes are valid. Because this QC assessment is completed on the 
ground post-flight, it provides the benefit of being able to examine the entire time history of a 
flight. The series of major checks are described below: 
 
• Remove false takeoffs: Identify and discount instances in which a takeoff regime or event 

was identified, but the Max Roll and Max Pitch angles are both equal to zero. 
 

• Remove non-flights: Identify and discount instances in which Max vertical acceleration 
(Nz) and weight on wheels (WOW) switch values are equal to zero between rotor start 
and rotor stop. This condition indicates a “flight” in which the aircraft did not taxi or take 
off. 
 

• Remove flights with faulty Nz sensors: In some systems, it is possible to find flights with 
Nz values equal to zero for a majority of the flight. This flight data is not viable because 
RRAs require an Nz time history. 
 

• Processing bounce and WOW switch corrections: Time between any two takeoffs or any 
two landings is less than 25 seconds. 
 

• Identify data gaps: It is possible for the data recorder to lose power and/or temporarily 
stop recording during a flight. In those instances, parameter recording and RR are 
interrupted during flight, leaving a gap in the time histories and regimes. Any flight time 
over such gaps is assigned to the “Undetermined” regime after the fact. 
 

• Remove false rotor starts: In the event the data recorder loses power and/or temporarily 
stops recording during a flight, if the system resumes recording mid-flight, the RR code 
in use may recognize this as a new rotor start. 
 

• Pairing each landing with a takeoff: To identify false event flags and in part to count 
ground-air-ground (GAG) cycles. 
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With this example dataset, the code to execute these QC checks is written for direct processing 
of the MDAT MySQL database. The output of this algorithm is a new table of quality-controlled 
HUMS regime data in the MySQL database. 
 
After executing the above QC steps on the three sample RDFs provided, the following items 
were identified: 
 
• One takeoff bounce for tail number 1 (span between two consecutive takeoffs was only 

18 seconds) 
• Three instances of takeoffs without a matching landing for tail number 1 and one instance 

for tail number 3 
• Data acquisition time gap of 22 seconds for tail number 1 

D.4  GENERATION OF THE REGIME SPECTRUM 

When an appropriate amount of HUMS data has accumulated, reliable usage statistics can be 
obtained from the data to build a usage spectrum. This spectrum is used to more accurately 
represent the pattern of operation for that group of aircraft. When performing a fleet-wide usage 
assessment, the accumulated library of usage data must be sufficient to represent the way each 
aircraft is flown, including all missions, in all regions of the world. 
 
If performing single aircraft fatigue life expended (FLE) assessments (discussed in appendix I), 
one recent study shows that calculated damage rates based on accumulated HUMS data for an 
individual aircraft stabilize after accruing and processing approximately 300 flight hours of data 
[4]. For larger groups of aircraft, or an entire fleet, more data is required to ensure diversity of 
operational circumstances. One study shows that a collection of 12 aircraft with at least 200 
hours each is sufficient to generate a representative 100-hour block spectrum [5]. TDA 
conducted a statistical analysis of a larger dataset in appendix H to determine the amount of data 
appropriate for these proposed usage assessments, including the number of aircraft and hours. 
 
TDA had three RDFs totaling 7.7 hours of usage. Though this is not sufficient to accurately 
produce a 100-hour block spectrum, it has allowed for the establishment of the spectrum 
generation process. 
 
In this case, once the regime usage data for the three flights was extracted and populated into the 
MySQL database, the cumulative duration for each flight and aircraft was calculated over all 
regimes. Each cumulative duration was then divided by total flight time to determine the 
percentage of time spent in each regime. That percentage was used to determine the distribution 
of each regime within the extrapolated 100-hour block. For example, the three aircraft, on their 
three flights, spent a total of 177 seconds in in-ground effect (IGE) Hover (regime #7). That 
represents approximately 0.6% of the total 7.7 hours of flight time in the three RDFs. Therefore, 
for the purposes of this task, it was assumed that all aircraft spend 0.6% of their flight time in 
IGE Hover. When extrapolated to a 100-hour block, that equates to 2295 seconds. It is therefore 
assumed that each aircraft will spend 2295 seconds in IGE Hover for every 100 hours of flight 
time over its lifetime. 
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Table D-1 summarizes the regimes identified by the OB RRA and the extrapolation to the  
100-hour block spectrum after being processed through the QC steps discussed in section D.3. 
Colors are used in table D-1 to highlight regime groups for which prorate values are used. For 
example, highlighted regimes (55–58, 59–62, 63–66, 67–70, 73–75, 76–78, 79–81, and 82–84) 
are defined depending on certain prorate values (e.g., “Angle of Bank 2” or “Load Factor 6”). 
 

Table D-1. Summary of sample RDF flight regimes 

 
Flight Regime 

Cumulative 
Duration(s) 
from RDFs 

% 
Time 

100-Hour 
Block 

Duration(s) 
1 Power On Aircraft, Rotors Not Turning 2453 8.8% 31800 
2 Power On Aircraft, Rotors Turning, Taxi or Stationary 5189 18.7% 67268 
3 Left Taxi Turn 184 0.7% 2385 
4 Right Taxi Turn 138 0.5% 1789 
5 Takeoff 80 0.3% 1037 
6 Landing 54 0.2% 700 
7 IGE Hover 177 0.6% 2295 
8 OGE Hover 7 0.0% 91 
9 Forward Flight to 0.3 VH 87 0.3% 1128 

10 Right Sideward Flight 311 1.1% 4032 
11 Left Sideward Flight 13 0.0% 169 
12 Rearward Flight 237 0.9% 3072 
13 Left Hover Turn 19 0.1% 246 
14 Right Hover Turn 10 0.0% 130 
15 Rudder Reversal in Hover 0 0.0% 0 
16 Longitudinal Reversal in Hover 0 0.0% 0 
17 Lateral Reversal in Hover 0 0.0% 0 
18 Level Flight up to 0.3 VH 0 0.0% 0 
19 Level Flight between 0.3 VH and 0.4 VH 54 0.2% 700 
20 Level Flight between 0.4 VH and 0.5 VH 73 0.3% 946 
21 Level Flight between 0.5 VH and 0.6 VH 50 0.2% 648 
22 Level Flight between 0.6 VH and 0.7 VH 333 1.2% 4317 
23 Level Flight between 0.7 VH and 0.8 VH 5082 18.3% 65881 
24 Level Flight between 0.8 VH and 0.9 VH 6115 22.0% 79273 
25 Level Flight between 0.9 VH and 1.0 VH 1859 6.7% 24099 
26 Rudder Reversal in Level Flight to 1.0 VH 0 0.0% 0 
27 Lateral Reversal in Level Flight to 1.0 VH 0 0.0% 0 
28 Longitudinal Reversal in Level Flight to 1.0 VH 0 0.0% 0 
29 Left Sideslip in Level Flight 0 0.0% 0 
30 Right Sideslip in Level Flight 0 0.0% 0 
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Table D-1. Summary of sample RDF flight regimes (continued) 

 
Flight Regime 

Cumulative 
Duration(s) 
from RDFs 

% 
Time 

100-Hour 
Block 

Duration(s) 
31 Best Rate of Climb 1117 4.0% 14480 
32 Intermediate Power Climb 0 0.0% 0 
33 Takeoff Power Climb 0 0.0% 0 
34 Left Sideslip in Climb 0 0.0% 0 
35 Right Sideslip in Climb 0 0.0% 0 
36 Left Climbing Turn 58 0.2% 752 

37 Right Climbing Turn 193 0.7% 2502 
38 Approach 0 0.0% 0 
39 Rough Approach 3 0.0% 39 
40 Autorotation 17 0.1% 220 
41 Autorotation with Left Sideslip 0 0.0% 0 
42 Autorotation with Right Sideslip 0 0.0% 0 
43 Rudder Reversal in Autorotation 0 0.0% 0 
44 Longitudinal Reversal in Autorotation 0 0.0% 0 
45 Lateral Reversal in Autorotation 0 0.0% 0 
46 Collective Reversal in Autorotation 0 0.0% 0 
47 Partial Power Descent 1242 4.5% 16101 
48 Rudder Reversal in Partial Power Descent 0 0.0% 0 
49 Longitudinal Reversal in Partial Power Descent 0 0.0% 0 
50 Lateral Reversal in Partial Power Descent 0 0.0% 0 
51 Dive 0 0.0% 0 
52 Rudder Reversal in Dive 0 0.0% 0 
53 Longitudinal Reversal in Dive 0 0.0% 0 
54 Lateral Reversal in Dive 0 0.0% 0 
55 30° AOB Level Left Turn, 10° to 35° AOB - Angle of Bank 2 345 1.2% 4472 
56 45° AOB Level Left Turn, 35° to 50° AOB - Angle of Bank 3 0 0.0% 0 
57 60° AOB Level Left Turn, 50° to 65° AOB - Angle of Bank 4 0 0.0% 0 
58 > 60° AOB Level Left Turn, > 65°    AOB - Angle of Bank 5 0 0.0% 0 
59 30° AOB Level Right Turn, 10° to 35° AOB - Angle of Bank 2 771 2.8% 9995 
60 45° AOB Level Right Turn, 35° to 50° AOB - Angle of Bank 3 0 0.0% 0 
61 60° AOB Level Right Turn, 50° to 65° AOB - Angle of Bank 4 0 0.0% 0 
62 > 60° AOB Level Right Turn, > 65°    AOB - Angle of Bank 5 0 0.0% 0 
63 30° AOB Descending Left Turn, 10° to 35° AOB -  

Angle of Bank 2 
2 0.0% 26 
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Table D-1. Summary of sample RDF flight regimes (continued) 

 
Flight Regime 

Cumulative 
Duration(s) 
from RDFs 

% 
Time 

100-Hour 
Block 

Duration(s) 
64 45° AOB Descending Left Turn, 35° to 50° AOB -  

Angle of Bank 3 
0 0.0% 0 

65 60° AOB Descending Left Turn, 50° to 65° AOB -  
Angle of Bank 4 

0 0.0% 0 

66 > 60° AOB Descending Left Turn, > 65°    AOB -  
Angle of Bank 5 

0 0.0% 0 

67 30° AOB Descending Right Turn, 10° to 35° AOB -  
Angle of Bank 2 

48 0.2% 622 

68 45° AOB Descending Right Turn, 35° to 50° AOB -  
Angle of Bank 3 

0 0.0% 0 

69 60° AOB Descending Right Turn, 50° to 65° AOB -  
Angle of Bank 4 

0 0.0% 0 

70 > 60° AOB Descending Right Turn, > 65°    AOB -  
Angle of Bank 5 

0 0.0% 0 

71 Autorotation Left Turns 0 0.0% 0 
72 Autorotation Right Turns 0 0.0% 0 

73 Symmetrical Pullout to 1.2 VH , Up to 1.8 G's - Load Factor 6 444 1.6% 5756 
74 Symmetrical Pullout to 1.2 VH , 1.9  to 3.0 G's - Load Factor 7 0 0.0% 0 
75 Symmetrical Pullout to 1.2 VH , 3.1  to 4.0 G's - Load Factor 8 5 0.0% 65 
76 Left Rolling Pullout to 1.2 VH , Up to 1.8 G's   - Load Factor 6 11 0.0% 143 
77 Left Rolling Pullout to 1.2 VH , 1.9  to 3.0 G's - Load Factor 7 0 0.0% 0 
78 Left Rolling Pullout to 1.2 VH , 3.1  to 4.0 G's - Load Factor 8 1 0.0% 13 
79 Right Rolling Pullout to 1.2 VH , Up to 1.8 G's - Load Factor 6 16 0.1% 207 
80 Right Rolling Pullout to 1.2 VH , 1.9  to 3.0 G's - Load Factor 7 0 0.0% 0 
81 Right Rolling Pullout to 1.2 VH , 3.1  to 4.0 G's - Load Factor 8 0 0.0% 0 
82 Pushover to 1.2 VH , 0.3 to 0.8 G's  - Load Factor 4 403 1.5% 5224 
83 Pushover to 1.2 VH , 0.0 to 0.3 G's - Load Factor 3 2 0.0% 26 
84 Pushover to 1.2 VH , -0.5 to -0.0 G's - Load Factor 2 8 0.0% 104 
85 Dynamic Yaw 8 0.0% 104 
86 Other Maneuver 1, Left Climbing Turn Exceeding AOB Limits 0 0.0% 0 
87 Other Maneuver 2, Right Climbing Turn Exceeding AOB Limits 0 0.0% 0 
88 Other Maneuver 3, Level Flight Exceeding 1.0 VH 0 0.0% 0 
89 Other Maneuver 4, Dive exceeding 1.2 VH 0 0.0% 0 
90 Other Maneuver 5, Symmetrical Pullout Exceeding 1.2 VH 0 0.0% 0 
91 Right Turn Entry 149 0.5% 1932 
92 Left Turn Entry 85 0.3% 1102 
93 Right Turn Recovery 98 0.4% 1270 
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Table D-1. Summary of sample RDF flight regimes (continued) 

 
Flight Regime 

Cumulative 
Duration(s) 
from RDFs 

% 
Time 

100-Hour 
Block 

Duration(s) 
94 Left Turn Recovery 80 0.3% 1037 
95 Unrecognized 133 0.5% 1724 

96 Undetermined 6 0.0% 78 

 
Totals: 27770 100% 360000 

 
These prorates indicate that the severity of effects due to these regimes varies depending on 
certain flight conditions. These prorates are recorded and reported by the OB IVHMS on the 
sample aircraft. 
 
In some instances, these highlighted regimes required a small amount of post-processing. In 
certain cases, the value of the prorate was not resolved OB, though the regime was recognized as 
some sort of turn, pull-up, or pushover. For example, during one flight, the IVHMS system 
reported a regime as “73 – 75 Symmetrical Pullups” with a duration of five seconds. Two 
options were available to the analyst at this point: (1) the full time history of the prorate 
parameter can be examined in detail to determine the proper prorate band to assign to the regime, 
or (2) the most severe prorate band can be assigned to the regime, which is more conservative. In 
TDA’s current process, option 1 is exercised first. If attempts to resolve the prorate for the 
regime are unsuccessful, option 2 is used. 

D.5  REGIME MAPPING AND USAGE SPECTRUM GENERATION 

During the design phase of the aircraft lifecycle, damaging maneuvers and corresponding load 
spectra are identified by engineers. However, in most cases, the regimes as identified by HUMS 
RRAs do not exactly match the maneuvers as described during design. Damage tables typically 
account for varying effects due to such issues as GW bands and operational conditions  
(e.g., nap-of-the-earth flight, cargo pick-up). 
 
Prorates for GW recorded by HUMS are used to map the regimes to the appropriate band in the 
damage table. The IVHMS installed in the sample aircraft also has the ability to identify certain 
events such as arming of the cargo hook. Flight parameters could be used to automatically 
identify special flight operations such as nap-of-the-earth. However, none of the three RDFs 
provided to TDA involved cargo hook operations or other special flight conditions. Therefore, 
any automated mapping algorithm created to identify such instances cannot be validated at this 
time. 
 
Special consideration must also be given to HUMS-identified regimes that may not be included 
in the damage table. As an example, the IVHMS identifies combination regimes such as left and 
right climbing turns (regimes 36 and 37; table D-1). Generally, the climb regime is less 
damaging than the turn regime. In those instances, climbing turns are assigned to the turn 
maneuvers for damage calculation. At that point, the prorate bands reported by the HUMS 
associated with those climbing turns (namely the angle of bank [AOB] and GW) must be 
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examined to assign the proper severity of turn. These mapping steps are automatically included 
in TDA’s process. 
 
The GAG cycles are a major part of fatigue damage analysis. Generally, a certain number of 
GAG cycles are assumed per 100-hour block of usage. In this implementation, TDA uses the 
number of landing regimes to represent the GAG cycles of the aircraft. Note that QC algorithms 
described above are used to identify and account for issues such as bouncing and faulty WOW 
sensors. Another event usually incorporated into damage tables is droop stop pounding. In an 
articulated rotor head, the blades are able to flap to unsafe amplitudes when the rotor revolutions 
per minute (RPM) is low (i.e., during engagement or shutdown). Generally, a simple rotating 
stop mechanism is used that falls into place as the rotor winds down. This droop stop prevents 
the blades from flapping down enough to hit the fuselage or the ground. During low RPM, the 
rotor flies downwind; the pilot must use small cyclic movements to correct into the wind to keep 
the rotor disk level. Failure to properly correct for the wind may result in contact with the droop 
stop. Additionally, at full RPM, if the pilot makes large cyclic inputs while the aircraft is 
restrained on the ground, blades can contact the droop stops. Droop stop pounding at high RPM 
stresses the blades and rotor head. When the blade is in contact with the droop stop, it is no 
longer articulated and excessive bending is experienced. As with GAG cycles, a certain number 
of droop stop pounding events is assumed to occur throughout the 100-hour block. In these 
cases, the number of droop stop pounding events is dependent on the total number of GAG 
cycles; for every six GAG cycles detected, five droop stop pounding events are assumed. 
 
Finally, as shown in table D-1, a small percentage (less than 0.5%) of operational time is 
unrecognized or undetermined. In the current process, this time is ignored and all other flight 
regime times are increased proportionally to maintain a 100-hour block. Further investigation 
could distinguish between ground and air operation, allowing for the assignment of a ground 
regime when appropriate. 
 
In constructing the notional damage table to use with the supplied sample RDFs, TDA created a 
table which accounts for traditionally damaging maneuvers and events and segregated them into 
two GW bands: less than 17,000 lb and greater than 17,000 lb. As discussed in appendix B, the 
derivation of fatigue damage accumulation rates is unique for each component and flight regime. 
Based on their prior experience with rotorcraft fatigue analysis, TDA generated notional damage 
rates for subject components: the main rotor (MR) shaft, MR hub, and MR spindle assembly. 
These components were chosen because of their cost and relatively short fatigue lives, which can 
demonstrate the value of usage-based lifing. 
 
Table D-2 shows the damage rates associated with each regime for each corresponding subject 
component. Note that a majority of the regimes show no damage. As discussed in appendix B, 
these components are designed such that vibratory and steady state loads due to these regimes 
stress the material below the endurance limit. Additionally, the GAG cycle serves as a type of 
“catch-all” factor, which accounts for damage accumulation not specifically credited to a 
maneuver. 
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Table D-2. Regimes for notional damage table 

 

MR Shaft Damage Rate 
(per second or per occurrence*) 

MR Hub Damage Rate 
(per second or per occurrence*) 

MR Spindle Assembly 
Damage Rate (per second or 

per occurrence*) 

Regime < 17,000 lb > 17,000 lb < 17,000 lb > 17,000 lb < 17,000 lb > 17,000 lb 

Autorotation       
Autorotation Recovery 2.48E-07 2.48E-07 2.46E-09 2.46E-09   

Autorotation Turn Left       

Autorotation Turn Right       

Climb   8.69E-08    

Entry & Recovery Turn - 30 
AOB Left       

Entry & Recovery Turn - 30 
AOB Right       

Entry & Recovery Turn - 45 
AOB Left       

Entry & Recovery Turn - 45 
AOB Right       

Entry & Recovery Turn - 60 
AOB Left       

Entry & Recovery Turn - 60 
AOB Right    2.46E-09   

Entry & Recovery Turn - Partial 
Power       

Entry to Autorotation       

Extreme Maneuver       

Hover       

Hover Approach       

Hover Turn Left       

Hover Turn Right       

Lat. Rev Fwd flt       

Lat. Rev. Hover       

Level Flight 0.1 VH       

Level Flight 0.2 VH       

Level Flight 0.4 VH       
Level Flight 0.5 VH       

Level Flight 0.6 VH       

Level Flight 0.7 VH       
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Table D-2. Regimes for notional damage table (continued) 

 

MR Shaft Damage Rate 
(per second or per occurrence*) 

MR Hub Damage Rate 
(per second or per occurrence*) 

MR Spindle Assembly 
Damage Rate (per second or 

per occurrence*) 

Regime < 17,000 lb > 17,000 lb < 17,000 lb > 17,000 lb < 17,000 lb > 17,000 lb 

Level Flight 0.8 VH       

Level Flight 0.9 VH       

Level Flight 1.0 VH       

Long. Rev. Fwd Flt   1.64E-09 1.64E-09   

Long. Rev. Hover   8.20E-10 8.20E-10   

Part Power Descent       

Power Dive 1.2 VH       

Pullout to 1.75g       

Pullout to 3.0g 6.69E-06 6.69E-06 1.80E-08 1.80E-08 1.91E-05 1.91E-05 

Pullout to 3.0g Sideways 2.48E-07 2.48E-07 8.20E-10 8.20E-10 8.69E-07 8.69E-07 

Rear Flight       

Rear Flight Entry       

Rear Flight Recovery       

Rudder Rev. Fwd Flt       

Rudder Rev. Hover       

Side Flight Left       

Side Flight Left Entry       

Side Flight Left Recovery       

Side Flight Right       

Side Flight Right Entry       

Side Flight Right Recovery       

Side Slip       

Take-Off & Climb   8.20E-10    

Taxi       

Taxi Turn   8.20E-10    

Turn - 30° AOB Left        

Turn - 30° AOB Right        

Turn - 45° AOB Left        

Turn - 45° AOB Right        
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Table D-2. Regimes for notional damage table (continued) 

 

MR Shaft Damage Rate 
(per second or per occurrence*) 

MR Hub Damage Rate 
(per second or per occurrence*) 

MR Spindle Assembly 
Damage Rate (per second or 

per occurrence*) 

Regime < 17,000 lb > 17,000 lb < 17,000 lb > 17,000 lb < 17,000 lb > 17,000 lb 

Turn - 60° AOB Left        

Turn - 60° AOB Right        

*Droop Stop Pounding 3.47E-06 3.47E-06 3.69E-08 3.69E-08   

*GAG 5.95E-06 5.95E-06 2.62E-08 2.62E-08 1.48E-05 1.48E-05 

*Landing, Normal       

*Landing, Run-on       

 
*Indicates damage from that regime is based on count of occurrences rather than duration. 
 

It is important to note that table D-2 does not include special flight conditions (e.g., cargo hook 
use, nap-of-the-earth flight). Further development and example RDFs representing these 
conditions are required to properly perform mapping operations. 
 
Finally, as mentioned in appendix B, incorporating HUMS during aircraft design and 
development would lead to less ambiguity in regime-to-damage table mapping by allowing for 
the creation of RRAs that more closely follow the intended damage table. By creating an RRA in 
the design phase in conjunction with the fatigue substantiation, the need for complicated 
mapping procedures can be obviated. 

D.6  CALCULATION OF CRTS 

After the mapping process is complete, the usage spectrum is applied to the damage table. The 
values listed in table D-2 represent the damage fraction accrued per occurrence (or per second of 
maneuver duration). If, over the lifetime of the component, the total accumulated damage 
fraction reaches 1, then a crack can be assumed to have initiated. This forms the basis of the  
safe-life methodology discussed in appendix A. 
 
For the purposes of this calculation, the duration or occurrences per 100 hours for each regime, 
which is listed in table D-1, is multiplied by the damage per occurrence in table D-2. The 
damage contribution of each regime is then summed and the result is the predicted damage 
accumulated by the component per 100-hour block of spectrum. That damage accrual rate is then 
inverted and multiplied by 100 (the length of the spectrum block) to get the predicted life. 
 
For example, the fleet 100-hour block spectrum shows 14,480 seconds of climb are predicted. 
That regime is responsible for 8.69 × 10-8 damage/second of the MR hub. Therefore, over the 
course of the 100-hour block, the amount of damage accrued will be 0.001266. By inverting that 
number and multiplying by 100, the projected safe life is found to be 78,989 hours. 
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Table D-3 shows the damage accrued in the 100-hour block usage spectrum for this example 
fleet using the notional damage table (table D-2). 
 

Table D-3. Notional projected safe life values 

Component 
Total Damage in 
100-Hour Block 

Projected Safe 
Life 

Original 
Published CRT 

MR Shaft 0.000532 187,970 5200 

MR Hub 0.001266 78,989 3100 

MR Spindle Assembly 0.000798 125,313 16,000 
 
These values are an extreme example of the impact usage on component fatigue lives. The three 
RDF files provided to TDA represented very benign usage. Because the 7.7 hours of benign 
usage was then extrapolated to represent the entire fleet, the projected CRTs far exceed the 
current service lives of the components. In reality, to produce a reliable block usage spectrum for 
the entire fleet, a truly representative cross section of operators and missions, with a substantial 
number of flight hours, must be surveyed [5]. 

D.7  CONCLUSIONS AND FUTURE WORK 

In this task, TDA has created a batch process by which HUMS data developed across an entire 
fleet can be used to determine the service life of rotorcraft dynamic components. Specifically, the 
HUMS in use in this example fleet use RRAs OB the aircraft. Though the sample dataset was 
small, TDA has shown that the process is in place and an appropriately large archive of usage 
data can be used to calculate accurate results. 
 
In appendix E, TDA describes the process to be used for systems that use post-flight RR. In 
appendix H, the issue of reliability is addressed, and a protocol for validating usage-based lifing 
techniques (fostering six-9s reliability) is demonstrated. 
 
Finally, after compiling larger sample HUMS usage datasets, TDA described processes 
necessary to update FLE on an aircraft-by-aircraft and flight-by-flight basis using both OB and 
post-flight RR techniques (see appendices I and J). 

D.8  REFERENCES 

1 FAA Advisory Circular 29-2C MG-15, “Airworthiness Approval of Rotorcraft Health 
Usage Monitoring Systems (HUMS),” February 12, 2003. 

2 Brown, M. and Chang, J.H., “Analytical Techniques for Helicopter Component 
Reliability,” American Helicopter Society 64th Annual Forum, Montreal, Canada, April 
2008. 

3 “Review of Traditional Methodologies to Define Retirement Times of Rotorcraft 
Structures,” from Appendix A of this report. 

4 White, D., Zion, L., and Chandler, M., “Task 2: Developing Usage Credits,” AED Report 
to FAA, July 12, 2011. 

D-19 



 

5 Barndt, G. and McCool, K., “Development Efforts and Requirements for Implementation 
of Navy Structural Usage Monitoring,” American Helicopter Society 58th Annual Forum, 
Montreal, Canada, June 2002. 

 

D-20 



 

APPENDIX E—SMALL BATCH ANALYSIS PROCEDURE FOR POST-FLIGHT REGIME 
RECOGNITION 

TABLE OF CONTENTS 

E.1 INTRODUCTION E-5 
E.2 RRA IMPLEMENTATION AND FILE HANDLING E-7 
E.3 THE QC OF COLLECTED DATA AND ALGORITHM OUTPUT E-11 
E.4 GENERATION OF THE REGIME SPECTRUM E-15 
E.5 REGIME MAPPING AND USAGE SPECTRUM GENERATION E-16 
E.6 CALCULATION OF CRTS E-20 
E.7 BATCH PROCESS E-21 
E.8 CONCLUSIONS AND FUTURE WORK E-22 
E.9 REFERENCES E-22 
 
  

E-1 



 

LIST OF FIGURES 

Figure Page 
 
E-1 Process block diagram for fleet-wide CRT update E-6 

E-2 Example of fleet spectrum summary – report 1 E-13 

E-3 Example of running usage summary – report 2 E-14 

E-4 Example of max/min breakdown summary – report 3 E-15 

E-5 Cloud-based regime report generation tool E-21 

  

E-2 



 

LIST OF TABLES 

Table Page 
 
E-1 Flight parameters required for RR E-9 

E-2 Regimes identified by the RRA E-10 

E-3 Some example post-flight RR spectrum results E-16 

E-4 Summary of example fleet GW distributions E-17 

E-5 Summary of example fleet GW distributions E-17 

E-6 Regimes for example fleet notional damage table E-19 

E-7 Portion of MR hub calculation E-20 

E-8 Notional projected CRT values E-20 

 

  

E-3 



 

LIST OF ACRONYMS 

COTS Commercial off-the-shelf 
CRT Component retirement time 
CWC Composite worst case 
FAA Federal Aviation Administration 
GAG Ground-air-ground 
GW Gross weight 
HUMS Health and usage monitoring system 
MR Main rotor 
Nz Vertical acceleration 
OB Onboard 
OEM Original equipment manufacturer 
ORR Onboard regime recognition 
QC Quality control 
RDF Raw data file 
RR Regime recognition 
RRA Regime recognition algorithm 
TDA Technical Data Analysis, Inc. 
WOW Weight on wheels 
  

E-4 



 

E.1  INTRODUCTION 

In appendix D, Technical Data Analysis, Inc. (TDA) documented the handling, processing, and 
quality control (QC) steps devised for rotorcraft health and usage monitoring systems (HUMS) 
data that use an onboard (OB) regime recognition algorithm (RRA). In this appendix, TDA has 
included a post-flight RRA as a step in the data handling and processing. HUMS provides 
varying levels of functionality regarding flight regimes. Of those systems that collect and record 
aircraft state parameters from the OB flight data computer or 1553-bus, time histories of aircraft 
state parameters may be used in a standalone post-flight RRA to determine usage after the flight 
has concluded. 

This appendix specifically deals with regime recognition (RR) performed post-flight. In this 
scenario, aircraft state time histories and HUMS raw data is collected during flight and processed 
with an RRA after the completion of the flight. This method provides several advantages. First, 
revisions to algorithms can be applied much faster and more efficiently because the software will 
be applied to a ground-based system rather than installed on individual aircraft. Second, if an 
algorithm revision is completed, the entire historical dataset can be reprocessed. 

Once the RR has been completed, there are various pathways for application of this usage data. 
One method involves the collection of a large amount of usage data from a wide variety of fleet 
operators. When a sufficient library of raw data files (RDFs) has accumulated to be considered 
representative, the fleet-wide usage can be assessed. Based on this usage data, the component 
retirement times (CRTs) of each component can be adjusted on a part number level. 

In addition to fleet-wide, one-time usage assessments, other approaches involve ongoing usage 
tracking of small subsets of the fleet or individual aircraft. The usage of these small numbers of 
aircraft can be monitored on a recurring basis to update individual CRTs of components on a 
serial number level. These approaches will be addressed in appendices I and J. 

As with the onboard regime recognition (ORR) batch process discussed in appendix D, TDA has 
developed an example procedure by which a user can automatically process, QC, and analyze 
individual or sets of RDFs using a post-flight RRA. Guidance for implementation of this 
procedure is outlined in the Federal Aviation Administration (FAA) Advisory Circular 29-2C 
MG-15 [1]. One of the goals of this study is to evaluate the guidance in that document for 
completeness and accuracy. To that end, TDA has devised an automated batch data processing 
procedure to assess structural usage of an example fleet of aircraft. This procedure is addressed 
in this appendix. 

Fatigue lives of rotorcraft components are required to ensure a reliability of six-9s (0.999999) 
[2]. This means that less than one failure of a component is expected over the service lives of one 
million of those components. Currently, the assumed composite worst case (CWC) usage derived 
during the aircraft design phase by the original equipment manufacturer (OEM) accounts for 
one-9 of that reliability. In transitioning to a usage-based lifing technique, this one-9 of reliability 
must be accounted for. This issue of the “missing 9” is addressed in appendix G. 
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The procedure described herein for fleet-wide CRT updates using post-flight RR addresses the 
following steps, as shown in figure E-1. 

• RDF handling 
• Post-flight RRA processing 
• QC checks of each RDF 
• Generation of 100-hour block regime spectrum based on library of collected RDFs 
• HUMS regime-to-damage table regime mapping 
• Generation of final 100-hour block usage spectrum after transformation through damage 

table mapping 
• Calculation of CRTs 

 

Figure E-1. Process block diagram for fleet-wide CRT update 

For the completion of this study, TDA received a sample of HUMS RDFs from a fleet of military 
utility helicopters which use post-flight RR. The archive of flight usage data is comprised of over 
8000 hours from 64 aircraft which are equipped with Goodrich Integrated Mechanical 
Diagnostics-HUMS systems. 
 
After processing this data through TDA’s validated RRA, QC steps are applied, as discussed in 
appendix D. 
 
As with the appendix D analysis of the sample ORR data, because TDA did not have access to 
the OEM’s damage table for the aircraft type, a notional table was created with values populated 
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based on TDA’s experience in rotorcraft fatigue analysis. Because of this factor, it is important 
to note that any results presented in this report are not meant to represent actual fatigue life 
values. Rather, this report is intended to describe the data processing procedure that can be used 
in conjunction with valid OEM-generated damage rates and a sufficient archive of usage data. 

E.2  RRA IMPLEMENTATION AND FILE HANDLING 

It is important to note that, as discussed in appendix B, strict configuration control of hardware 
and software is required of all ground-based equipment within the data processing system. In the 
case of post-flight RR, this configuration control now extends to the RRA as well. If an 
algorithm is changed, revised, or updated in any way, not only will it be subject to recertification 
criteria imposed by the FAA, but installations of the new algorithm software itself must be 
validated. 
 
The key difference between OB and post-flight RDF processing is the application of the RRA 
itself. Depending on a number of factors, including the operator, IT infrastructure, the intent of 
the regime data, and the type of analysis being performed (i.e., a onetime fleet-wide CRT update 
or flight-by-flight fatigue life tracking), the raw data can be sent to the RRA or the RRA can be 
sent to the data. 
 
In the case of a fleet-wide CRT analysis performed by the OEM or a third party that requires 
large amounts of data from operators and locations around the world, the best course of action is 
to have RDFs sent or data replicated to a central processing location where the data can be stored 
in a common database. When stored in a common database, only one version-controlled copy of 
the RRA is required. If changes or updates to the algorithm are made, the new installation only 
needs to be validated once at that central location. 
 
In other cases, in which subsets of the fleet or individual aircraft are analyzed independent of the 
rest of the fleet, different databases of raw data can exist in different locations. In those 
instances, a few options may be available for RRA implementation. First, the RRA could be 
controlled at one central location by the OEM or a third party and the data transferred to that 
central location where the algorithm can be applied by the analyst. In cases in which different 
subsets or aircraft are undergoing analysis, the algorithm can be applied selectively to the 
applicable aircraft. In that way, version and configuration control of the algorithm is simplified. 
Alternatively, each operator may maintain a local database for their own analysis purposes. Each 
independent database may use its own installation of the RRA. In those cases, to maintain 
configuration control, updates to the algorithm will not only have to be certified by the FAA, but 
before local implementation the installation must be validated at each unique database instance. 
 
As with the OB processing procedure described in appendix D, the HUMS RDFs intended for 
post-flight RR can be handled by several different methods. Data file handling can be divided 
into three categories: collection, transmission, and archiving. 
 
The data file handling procedures can vary depending on the size of the operator’s fleet and 
operational tempo, which directly impacts the number of RDFs generated on a daily basis. Large 
military fleets have different transmission and storage requirements than civilian operators due to 
security and the amount of data collected. Civilian operators may enjoy more flexibility in data 
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transmission requirements. However, without properly verified transfer protocols in place, this 
flexibility could lead to uncertainty in the data integrity. 
 
Accurate data transmission is a primary key to ensuring process reliability. Data file transmission 
occurs in several steps. First, the data is recorded to the memory card within the HUMS 
hardware. Depending on the system, quality checks may be in place to identify corrupted data 
segments within the file. Second, the data from the card is transferred by some method to a 
repository for analysis. This transfer may take place at a ground station, where the RDF is 
directly populated into a database, or it may occur by transmitting RDFs (through email, file 
drop box, direct inter/intranet transfer, etc.) from a remote location to a central database, where 
the file is then loaded into the database. 
 
Following this transfer, file verification should take place to ensure that the transfer process did 
not corrupt the file. One reliable method of verifying file viability is through the evaluation of 
the file’s MD5 sums, which could be implemented as an automated quality assurance measure. 
The MD5 hash is a cryptographic algorithm that generates a unique hexadecimal value based on 
the contents of the file. That unique value is altered if there is any change to the data contained 
within the file. In that way, it can serve as a fast method by which to verify that a file has not 
been altered or corrupted during transfer. In an automated or manual procedure, during the 
uploading or transfer process, an MD5 sum will be generated on the sending end. At the 
receiving end, the MD5 value is also generated and compared to the original. Any variance in the 
MD5 value would be an immediate indication of a corrupted data file or a faulty transfer. 
 
Operators may choose to then transfer data to archives for storage, which may include data 
compression. Within this paradigm of usage-based lifing, maintaining an archive of usage data is 
paramount for preserving safety. Additionally, once validated, this archive of stored data can 
serve as a baseline for analysis. As discussed in appendix F, changes to hardware or software (to 
include commercial off-the-shelf [COTS] computer equipment, operating systems, HUMS 
specific analysis software, and COTS data analysis software) may necessitate a revalidation of 
the entire analysis process. With new or updated elements introduced into the analysis system, 
having an established baseline to which output can be compared will ease the task of upgrading 
equipment. 
 
To implement the post-flight RRA, the flight state parameter time histories must be isolated for 
each RDF. This could be done on an individual basis or after the data has been read from the 
RDF and populated into a database. TDA’s RRA and batch process uses an Oracle® database. 
This method allows for interrogation, manipulation, and visualization of multiple parameters 
from multiple flights and aircraft simultaneously. After importing to the Oracle database, the 
data ceases to exist as an individual file, and instead composes records in various database tables. 
This database method is a standard approach when dealing with large amounts of data. 
 
It is important to note that each HUMS manufacturer uses proprietary data encoding protocols 
and file structures. This means that data extraction algorithms used before the analysis must be 
tailored to the specific type of HUMS system being used. Additionally, each HUMS system may 
record different sets of flight parameters and flight events, with varying frequencies, which may 
impact any automated QC, third-party RRAs, and analysis algorithms being used. In the case of 
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TDA’s algorithm, the flight state parameters listed in table E-1 must be present to complete the 
recognition process. Table E-2 shows a list of all regimes identified by the RRA. 
 

Table E-1. Flight parameters required for RR 

Flight Parameters Required for RR 
Acceleration, Lateral Fwd Hook Load 
Acceleration, Lateral, Avg Fwd Hook Load Avg 
Acceleration, Longitudinal Gross Weight 
Acceleration, Longitudinal, Avg Heading, Mag 
Acceleration, Vertical Heading, True 
Airspeed, Calibrated Lateral Stick Rate 
Airspeed, Indicated Main Rotor Speed 
Airspeed, Indicated, Avg Main Rotor Speed, Avg 
Altitude Rate Pedal Position 
Altitude, AGL Pedal Rate 
Altitude, Density Pitch 
Altitude, GPS Pitch Rate 
Altitude, GPS Pitch Rate Average 
Altitude, Radar Roll 
Angle of Bank Roll Rate 
Blades Folded Rotor Brake On 
Collective Position Sideslip Angle 
Collective Rate Velocity, Drift 
Cyclic Lateral Position Velocity, GPS 
Cyclic Longitudinal Position Velocity, Heading 
Eng 1 Torque Velocity, Lateral 
Eng 1 Torque Avg Velocity, Longitudinal 
Eng 2 Torque Velocity, Vertical 
Eng 2 Torque Avg Velocity, Vertical, GPS 
Fuel Dump VNE Fraction 
Fuel Main 1 Weight On Wheels 
Fuel Main 2 Yaw Rate 
Fuel Total Yaw Rate Avg 

 
   VNE = Never exceed speed 
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Table E-2. Regimes identified by the RRA 

Regimes Identified by TDA’s RRA 
1 LeftHoverTurn 42 TaxiTurns 
2 RightHoverTurn 43 TerrainCycPO_EntryTurn 
3 ERLeftSideFlight 44 QuickStop 
4 ERRightSideFlight 45 SteadyHover 
5 ERRearFlight 46 LeftSideFlight 
6 LatHoverRev 47 RightSideFlight 
7 LongHoverRev 48 RearFlight 
8 CollHoverRev 49 SteadyPPD 
9 NormalApproachToHover 50 SteadyAutorotation 
10 RoughApproachToHover 51 SteadyClimb 
11 Autorotation 52 MCPClimb 
12 AutoTurnLeft30deg 53 LF10-60(.4VH) 
13 AutoTurnLeft45deg 54 LF60-80(.5VH) 
14 AutoTurnRight30deg 55 LF80-90(.6VH) 
15 AutoTurnRight45deg 56 LF90-105(.7VH) 
16 LatRevAuto 57 LF105-120(.8VH) 
17 LongRevAuto 58 LF120-135(.9VH) 
18 CollRevAuto 59 LF135-150(1.0VH) 
19 ClimbTurnRight30deg 60 LF>150(1.15VH) 
20 ClimbTurnRight45deg 61 Dive1.1Vh(<176knts) 
21 ClimbTurnLeft30deg 62 Dive1.2Vh(>=176knts) 
22 ClimbTurnLeft45deg 63 Steady30degRightTurn 
23 ERPartialPowerDesc 64 Steady30degLeftTurn 
24 PPDTurnRight 65 Steady45degRightTurn 
25 PPDTurnLeft 66 Steady45degLeftTurn 
26 ER30degTurnRight 67 Steady60degRightTurn 
27 ER30degTurnLeft 68 Steady60degLeftTurn 
28 ER45degTurnRight 69 RightSideslip 
29 ER45degTurnLeft 70 Taxi 
30 ER60degTurnRight 71 GroundRun 
31 ER60degTurnLeft 72 GAGwoRotorStop 
32 ModPullout 73 GAGwRotorStop 
33 SeverPullout 74 RTREngage 
34 Pushover 75 RTRShutdown 
35 LateralReversalLF 76 ControlChecks 
36 LongitudinalReversalLF 77 AutoEntry 
37 CollectiveReversalLF 80 GAG(w/rtr stop-ground run only) 
38 NormalTakeOff 81 GAG(w/rtr stop-hover flt only) 
39 RollingTakeOff 82 GAG(w/rtr stop-hover & LS flt) 
40 NormalLanding 83 GAG(w/o rtr stop-hover only) 
41 RunOnLanding 84 GAG(w/o rtr stop-hover & LS flt) 
 355 Undetermined 
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The RDF decoding and processing by the RRA is the first step in the TDA’s batch process. The 
algorithm normalizes the data timestamps as it parses the file. Depending on the parameter that is 
being recorded by the HUMS system, the data may be sampled at a different rate. Additionally, 
because of data throughput and write-speed limitations, the sample rate may fluctuate slightly at 
certain instances during the flight. To efficiently apply the RRA, the timestamps for each 
parameter are normalized by interpolating between values in each parameter history to the 
nearest 0.1 second. This ensures that timestamps will match throughout the parameter history 
and the RRA can be applied accurately at any given instant in the time history. 
 
After the RDF is completely parsed, the RR logic proceeds instant-by-instant to identify each 
regime flown throughout the flight. TDA’s algorithm was developed based on its experience 
with rotorcraft development and flight dynamics. The state of flight, being dictated by the flight 
dynamics, is simply interpreted by the algorithm using the parameter values (see table E-1). Each 
regime has a key set of parameter thresholds which can help identify it. The parameters in table 
E-1 are required to recognize any particular regime. The RR logic is constantly comparing each 
parameter against a set of thresholds, which determines the instantaneous regimes. Barndt et al. 
provide specific details of the RR logic [3]. Upon completion of the recognition logic, the RR 
software generates output files which are populated into the Oracle database, after which they 
undergo additional post-processing for QC. 
 
This database forms the foundation of all processing described below, and the individual RDFs 
are retained separately as a backup. 
 
The intention of this task was to establish the data processing procedure. For this purpose, a 
small number of aircraft were used to verify the functionality of the batch processing procedure. 
Of the total archive of 64 tail numbers, 12 were used in this initial procedure, totaling 2725 hours 
of rotor turn time. The entire archive (64 aircraft, 8087 hours) is shown in appendix J. 

E.3  THE QC OF COLLECTED DATA AND ALGORITHM OUTPUT 

The automated QC checks which have been implemented into TDA’s batch process are the same 
as described for the ORR processing in appendix D. After populating the Oracle database, each 
flight is examined to ensure that the collected data accurately represents physical flight 
conditions and discounts portions of data that are erroneous because of faulty sensors or other 
problems. The establishment of these QC steps is based on TDA’s experience in HUMS data 
processing and RRA development. These steps involve comparing recorded regimes and events 
against time histories of aircraft state parameters to verify that the reported regimes are valid. 
Because this QC assessment is performed on the ground post-flight, it provides the benefit of 
being able to examine the entire time history of a flight. The automated series of major checks 
are: 
 
• Remove false takeoffs: Identify and discount instances in which a takeoff regime or event 

was identified, but the Max Roll and Max Pitch angles are both equal to zero. 
• Remove non-flights: Identify and discount instances in which Max vertical acceleration 

(Nz) and weight on wheels (WOW) switch values are equal to zero between rotor start 
and rotor stop. This condition indicates a “flight” in which the aircraft did not taxi or take 
off. 
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• Remove flights with faulty Nz sensors: In some systems, it is possible to find flights with 
Nz values equal to zero for a majority of the flight. This flight data is not viable because 
RRAs require an Nz time history. 

• Processing bounce and WOW switch corrections: Time between any two takeoffs or any 
two landings is less than 25 seconds. 

• Identify data gaps: It is possible for the data recorder to lose power/temporarily stop 
recording during a flight. In these instances, parameter recording and RR are interrupted 
during flight, leaving a gap in the time histories and regimes. Any flight time over such 
gaps is assigned to the “Undetermined” regime after the fact. 

• Remove false rotor starts: In the event the data recorder loses power/temporarily stops 
recording during a flight, if the system resumes recording mid-flight, the RR code in use 
may recognize this as a new Rotor Start. 

• Pairing each landing with a takeoff: To identify false event flags and in part to count 
ground-air-ground (GAG) cycles. 

As the data is processed through the above QC checks, new database tables are generated with 
the post-processed verified data. These new tables are then queried to generate the output reports 
used for the analysis. The tables containing the original data are kept segregated for reference. 
 
Three reports are generated for analysis purposes. Screenshots of their Microsoft® Excel® 
spreadsheets are shown in figures E-2–E-4. Report 1, shown in figure E-2, is the Fleet Spectrum 
Summary that consolidates the Rotor Turn Time, Ground Run Time, Rotor Turn minus Ground 
Run Time, and Actual Flight Time. Each value is calculated by aircraft tail number and fleet 
total. The other portion of report 1 is a list of every spectrum maneuver and its corresponding 
percent time per 100 hours, occurrences per 100 hours, and time per occurrence in seconds. Each 
of these is broken down again by tail number and fleet total. Report 1 also shows the mean and 
mean plus 1, 2, and 3 standard deviation values. The OEM CWC spectrum is also included for 
comparison purposes. The GAG data is also broken down into five groups. There are three 
groups with rotor stop and two without rotor stop. The three groups with rotor stop are ground 
run only, hover flight only, and hover/low-speed flight. The groups without rotor stop contain 
hover only and hover/low-speed flight. 
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Figure E-2. Example of fleet spectrum summary–report 1 

Report 2, shown in figure E-3, is the Running Usage Report that consolidates the total number of 
hours and occurrences of each spectrum maneuver. Again, each spectrum maneuver is broken 
down by tail number, with the totals of the tail numbers selected to generate the report in hours 
and occurrences and their corresponding values per 100 hours. For consistency, the spectrum 
maneuvers are presented in the same order as in report 1. 
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Figure E-3. Example of running usage summary–report 2 

Report 3, shown in figure E-4, is the maximum and minimum value breakdown for each aircraft. 
The values are for Max Airspeed (knots), Max NR (revolutions per minute), Max Engine 1 
Torque (%), Max Engine 2 Torque (%), Max Nz (g), Max Nz in which WOW = 0 (g), Min Nz 
(g), Min Nz in which WOW = 0 (g), Max Roll (degrees), Min Roll (degrees), Max Pitch 
(degrees), Min Pitch (degrees), Max Yaw Rate (degrees/second), Min Yaw Rate 
(degrees/second), Max ROC (feet/minute), Min ROC (feet/minute), and Min Max Collective 
Position (%). Not only are the values for each of these categories determined by tail number, but 
each corresponding regime in which the maximum or minimum value occurred is also included 
in the report. 
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Figure E-4. Example of max/min breakdown summary–report 3 

During the initial processing of this example set of 12 tail numbers, the QC checks identified and 
corrected the following issues: 
 
• 118 bounce occurrences in 6826 takeoffs/landings 
• 77 false takeoffs 
• 6 flights with faulty Nz sensors (Nz = 0 for the entire duration of the flight) 

Further analysis of the total archive of 64 tail numbers is conducted in appendix J. 

E.4  GENERATION OF THE REGIME SPECTRUM 

After the completion of the RR and QC sequence, the three reports generated form the basis of 
the regime spectrum. This process is the same as described in appendix D. 
 
When an appropriate amount of HUMS data has accumulated, reliable usage statistics can be 
obtained from the data to build a usage spectrum. This spectrum is used to more accurately 
represent the pattern of operation for that group of aircraft. When performing a fleet-wide usage 
assessment, the accumulated library of usage data must be sufficient to represent the way each 
aircraft is flown, including all missions, in all regions of the world. 
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If performing single aircraft fatigue life expended assessments (discussed in appendix J), one 
recent study shows that damage rates calculated based on accumulated HUMS data for an 
individual aircraft stabilize after accruing and processing approximately 300 flight hours of data 
[4]. For larger groups of aircraft, or an entire fleet, more data will be required to ensure diversity 
of operational circumstances. One study shows that a collection of 12 aircraft with at least 200 
hours each is sufficient to generate a representative 100-hour block spectrum [5]. 
 
For this task, 12 aircraft with 2725 hours of rotor turn time were analyzed. Additionally, a full 
analysis of the archive containing 64 aircraft with 8087 hours is examined in appendix J. In the 
process of conducting that analysis, a statistical assessment of hours appropriate for analysis was 
addressed and documented (see appendix H). 
 
Table E-3 shows an example of some of the regimes identified by the post-flight RRA, after 
being processed through the QC steps. The final two columns on the right represent the 
“adjusted” regime values, which remove time that the aircraft spent stationary on the ground 
with the rotors turning. 
 

Table E-3. Some example post-flight RR spectrum results 

No. Regime Name 
% time/100 

hours 
occ./100 

hrs 
time/occ. 

(sec.) 
adj. % 

time/100 hrs 
adj.  

occ./100 hrs 
7 LongHoverRev 0.006 7.583 2.585 0.006 7.749 
32 ModPullout 0.034 37.337 3.081 0.035 38.194 
36 LongitudinalReversalLF 0.005 10.629 1.789 0.005 10.882 

E.5  REGIME MAPPING AND USAGE SPECTRUM GENERATION 

As described in appendix D, once the RRA produces a regime spectrum, that output must be 
properly matched to the appropriate maneuvers that make up the OEM damage table. The 
damage table is developed during the design phase of the aircraft lifecycle. During flight load 
surveys, damaging maneuvers and corresponding load spectra are identified by engineers. 
However, in most cases, the regimes as identified by the HUMS RRAs do not exactly match the 
maneuvers as described during design. A mapping scheme must be devised to match RRA output 
to appropriate damage table maneuvers. 
 
As with the ORR analysis, TDA did not have access to the OEM’s damage table for the sample 
aircraft. Therefore, a notional damage table was created to complete this analysis. TDA’s 
notional damage table was created based on their experience in the rotorcraft industry. However, 
it is important to note that any results presented in this report are not meant to represent actual 
fatigue life values. Rather, this report is intended to describe the data processing procedure that 
can be used in conjunction with valid manufacturer-generated damage rates and a sufficient 
archive of usage data. 
 
Damage tables typically account for varying effects due to issues such as varying gross weight 
(GW). In the case of the sample post-flight analysis, the batch process was established to 
compute GW distributions on a fleet-wide basis. TDA’s algorithm computes a total of five 
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ranges or bands of GW. Table E-4 shows how much time the subset of 12 aircraft was flown 
within the listed GW bands. 
 

Table E-4. Summary of example fleet GW distributions 

GW Splits (lb) Hours % Distribution 
GW = 0 0 0% 
0 < GW < = 19500 1455 53% 
19500 < GW < = 21800 1112 41% 
21800 < GW < = 23500 59 2% 
23500 < GW < = 24000 0 0% 
GW > 24000 100 4% 
Total 2725 100% 

 
Note the result showing 100 hours of data at a GW of over 24,000 lb. This exceeds the maximum 
gross takeoff weight of the sample aircraft and is presumed to be an error. This weight value is 
input by the flight crew to the flight data computer using a keypad. The GW is then captured by 
the HUMS and recorded by the flight data computer throughout the flight. Additionally, the 
flight crew accounts for fuel burn rate and cargo or personnel pick-ups or drops by updating the 
GW values. Because of these high values being entered, the 100 hours shown in table E-4 must 
be classified in the highest GW band. 
 
To properly use the damage table, the RRA spectrum output needs to be mapped to the 
appropriate damage table categories. For the purposes of this analysis, TDA has created a 
notional damage table accounting for three GW bands: below 19,500 lb, between  
19,500–21,800 lb, and above 21,800 lb. Therefore, fleet-wide cumulative time flown in regimes 
that are sensitive to GW will be assigned three levels of damage, based on the time distribution 
shown in table E-4. The time distribution based on these damage table GW bands is shown in 
table E-5. 
 

Table E-5. Summary of example fleet GW distributions 

GW Splits (lb) Hours % Distribution 
0 < GW < = 19500 1455 53% 
19500 < GW < = 21800 1112 41% 
GW > 21800 159 6% 
Total 2725 100% 

 
The GAG cycles are a major part of fatigue damage analysis. Generally, a certain number of 
GAG cycles are assumed per 100-hour block of usage. In this implementation, TDA uses the 
number of landing regimes to represent the GAG cycles of the aircraft. Note that the QC 
algorithms are used to identify and account for issues such as bouncing and faulty WOW 
sensors. In the case of this analysis, TDA’s algorithm is able to distinguish between GAG cycles 
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that occur with and without the rotor stopping (i.e., landing and then taking off again sometime 
later without shutting down the engines). The inclusion of a rotor stop event can impact the way 
certain components in the rotor head are assessed for fatigue damage, as different loads are 
imparted on the system. Accounting for these events therefore leads to more accurate lifing. 
 
Another event usually incorporated into damage tables is droop-stop pounding (denoted with ++ 
for its regime number in table E-6) and, as with GAG cycles, a certain number is assumed to 
occur throughout the 100-hour block. In TDA’s processing algorithm, the number of droop-stop 
pounding events is assumed to be one per hour or 100 events per 100-hour spectrum block. 
 
As discussed in appendix B, the derivation of fatigue damage accumulation rates is unique for 
each component and flight regime. Based on their prior experience with rotorcraft fatigue 
analysis, TDA generated notional damage rates for subject components: the main rotor (MR) 
shaft, MR hub, and MR spindle assembly. These components were chosen because of their cost 
and relatively short fatigue lives, which can demonstrate the value of usage-based lifing. 
 
Table E-6 shows the notional damage rates associated with each regime for each corresponding 
subject component. Regimes that are not listed do not produce damage in the component. As 
discussed in appendix B, these components are designed such that vibratory and steady state 
loads due to these regimes stress the material below the endurance limit. Additionally, the GAG 
cycle serves as a type of catch-all factor, which accounts for damage accumulation not 
specifically credited to a maneuver. 
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Table E-6. Regimes for example fleet notional damage table 

MR HUB 
 Damage per Occurrence 

Regime No. Regime Name High GW Med GW Low GW 
7 Longitudinal Reversal, Hover 1.2E-06 3.0E-06 6.0E-07 
32 Moderate Pullout 5.4E-07 8.1E-07 5.1E-07 
33 Severe Pullout 4.3E-07 8.6E-07 4.3E-07 
36 Longitudinal Reversal 3.8E-07 3.8E-07 3.8E-07 
44 Quick Stop 6.0E-06 6.0E-06 6.0E-06 
67 Steady Turn, 60 deg, R 0.000003* 0.000003* 0.000003* 
72 GAG w/o Rotor Stop 1.9E-05 1.9E-05 1.9E-05 
++ Droop-Stop Pounding 2.0E-05 2.0E-05 2.0E-05 

MR Shaft 
7 Longitudinal Reversal, Hover 6.0E-06 6.0E-06 1.5E-06 
17 Longitudinal Reversal, Autorotation 1.5E-06 1.5E-06 1.5E-06 
25 PPD Turn Left 1.5E-06 0.0E+00 0.0E+00 
30 Entry & Recovery Turn, 60 deg, R 3.0E-06 3.0E-06 3.0E-06 
31 Entry & Recovery Turn, 60 deg, L 1.5E-06 1.5E-06 1.5E-06 
32 Moderate Pullout 1.0E-06 2.5E-06 1.5E-06 
33 Severe Pullout 1.5E-06 3.0E-06 1.9E-06 
36 Longitudinal Reversal 1.5E-06 1.5E-06 1.5E-06 
41 Roll on Landing 1.5E-06 1.5E-06 0.0E+00 
72 GAG w/o Rotor Stop 1.2E-05 1.2E-05 1.2E-05 
++ Droop-Stop Pounding 7.5E-06 7.5E-06 7.5E-06 

MR Spindle Assy 
33 Severe Pullout 2.2E-06 2.2E-06 2.2E-06 
72 GAG w/o Rotor Stop 4.4E-06 4.4E-06 4.4E-06 
73 GAG w/Rotor Stop 1.7E-04 1.7E-04 1.7E-04 
++ Droop-Stop Pounding 3.3E-06 3.3E-06 3.3E-06 

 
*Indicates damage accumulates per second of duration, rather than per occurrence 

 
Finally, as discussed in appendix B, incorporating HUMS during aircraft design and 
development would lead to less ambiguity in regime-to-damage table mapping by allowing for 
the creation of RRAs that more closely follow the intended damage table. By creating a RRA in 
the design phase in conjunction with the fatigue substantiation, the need for complicated 
mapping procedures can be obviated. 
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E.6  CALCULATION OF CRTS 

After the mapping process is complete, the usage spectrum is applied to the damage table. The 
values listed in table E-6 represent damage fraction accrued per occurrence (or per second of 
maneuver duration). If, over the lifetime of the component, the total accumulated damage 
fraction reaches 1, then a crack can be assumed to have initiated. This forms the basis of the  
safe-life methodology discussed in appendix A. 
 
For the purposes of this calculation, the adjusted occurrence per 100 hours for each regime, 
which is listed in table E-3, is multiplied by the damage per occurrence in table E-6. Recall also 
that the historical GW distribution must also be accounted for. The ratio of occurrences per 100 
hours will be divided between the GW bands based on the historical GW data collected and 
shown in table E-5. 
 
The contribution of each regime in each weight band is then summed and the result is the 
predicted damage accumulated by the component per 100-hour block of spectrum. That damage 
accrual rate is then inverted and multiplied by 100 (the length of the spectrum block) to get the 
predicted life. As an example, a portion of the MR hub calculation is shown in table E-7. 

 
Table E-7. Portion of MR hub calculation 

MR HUB 

No. Regime Name 

Adj 
Occ/ 

100hrs 

Occ in 
Hi 

GW 

Occ in 
Mid 
GW 

Occ in 
Low 
GW 

Damage/ 
100hrs, 
Hi GW 

Damage/ 
100hrs, 

Mid GW 

Damage/ 
100hrs, 

Low GW 
7 Longitudinal Reversal, Hover 7.749 0.452 3.162 4.138 5.43E-07 9.49E-06 2.48E-06 

32 Moderate Pullout 38.194 2.229 15.586 20.394 1.20E-06 1.26E-05 1.04E-05 
36 Longitudinal Reversal 10.882 0.635 4.441 5.811 2.38E-07 1.67E-06 2.18E-06 

 
Again, after the damage per 100 hours from each regime is calculated, they are summed to find 
the total expected damage in the 100-hour block. That reciprocal of that damage is then 
multiplied by 100 to find the projected safe life. A summary of these values is shown in  
table E-8. 
 

Table E-8. Notional projected CRT values 

Component 

Damage in  
100-Hour 

Block 
Projected 
Safe Life 

Original 
Published CRT 

MR Hub 0.00700 14,283 10,000 
MR Shaft 0.00404 24,736 15,000 
MR Spindle Assembly 0.00915 10,929 6700 
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Given the larger sample size for this post-flight RR analysis, the results of this study show a 
closer correlation to the published CRT values than in appendix D. Recall, however, that to 
produce a true CRT for these components, the OEM damage table is required. 

E.7  BATCH PROCESS 

The processes described above have been carried out in a batch process flow designed by TDA 
to enable efficient data handling and calculation. 
 
To demonstrate the batch process, TDA created a cloud-based interface which could 
theoretically be used by operators around the world to transmit RDFs as they are collected. The 
Website provides for a way to upload RDFs to a central server and generate standard reports 
regarding the statistics of the regime usage of the entire fleet or individual aircraft. In this case, 
the tool allows the user to query the dataset for specific aircraft and date ranges. It then generates 
an Excel file in the requested format (report format 1, 2, or 3). Users can then save that file and 
examine or manipulate it locally for their own analysis; the central database remains untouched 
and unchanged (see figure E-5). 
 

 

Figure E-5.Cloud-based regime report generation tool 

Individual RDF files are processed in turn by the RRA at the central location, which then 
populates an Oracle database residing on TDA’s server. The dataset in that database is subjected 
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to the QC algorithms and reports are generated from Oracle. Those summary reports are 
automatically generated in Excel format for easy manipulation. In this case, the tool allows users 
to query the dataset for specific aircraft and date ranges. It then generates an Excel file in the 
requested report format (report format 1, 2, or 3). The user can then save that file and examine or 
manipulate it locally for their analysis; the central database remains untouched and unchanged. 
 
Once those reports are generated, they are imported to the damage calculation worksheet, which 
contains the notional damage table. This portion of the process currently requires manual 
intervention. However, as shown in appendix J, the overall automated batch process is enhanced 
to include the damage calculation. 

E.8  CONCLUSIONS AND FUTURE WORK 

In this task, TDA has created a batch process by which HUMS data developed across an entire 
fleet can be used to determine the service life of rotorcraft dynamic components. In particular, 
the process devised in this task used TDA’s post-flight RRA. TDA has shown that the process is 
in place and an appropriately large archive of usage data can be used to calculate accurate 
results. 
 
In appendix H, TDA addresses the issue of an “appropriately large” dataset by performing a 
statistical analysis of the entire sample data archive that was provided for this report. 
Furthermore, in appendix J, the batch process described will be further enhanced to demonstrate 
individual aircraft tracking and flight-by-flight usage updates. 
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F.1  INTRODUCTION 

The health and usage monitoring system (HUMS) was introduced in the early 1990s to improve 
the reliability level of assessed component lives, primarily for the rotorcraft dynamic 
components, and regime recognition (RR) has been playing the central role in utilizing the 
operational usage data collected by HUMS. By identifying flight conditions of each operational 
flight in terms of regimes, far more accurate usage spectra based on actual flight data can be 
generated for the purpose of improving the fatigue life assessment of safety-critical components. 

A flight regime is defined as a type of maneuver by its severity (e.g., load factor, angle of bank, 
climb/descent, etc.) and duration. Therefore, recognition of regimes flown is critical to 
determining flight loads on the dynamic components, airframe, and drivetrains of rotorcraft. 
Because the accuracy of revised fatigue life of a component depends on the accuracy of regimes 
identified or recognized when using HUMS usage data, it is important to verify the fidelity or 
accuracy of the collected HUMS data and computer software that process the data to identify 
regimes called regime recognition algorithms (RRAs) [1]. 

Two structural usage paradigms are described in the task: the onboard regime recognition (ORR) 
and the post-flight regime recognition on-ground (OG). There may be different functional 
distributions between airborne and ground-based equipment and processes; their design 
requirements and installation equipment may consist of common criteria that apply to both the 
airborne and ground-based systems and unique criteria that apply to either airborne or  
ground-based systems. 

The common criteria of airborne and ground-based processes are discussed in section F.2. 
Section F.3 discusses methods to prove that the RR results are accurate and the methodology is 
reliable for the two systems. The guidance of accuracy and fidelity requirements of HUMS 
described in section F.2 are based on the contents in the ADS-79 U.S. Army design standards 
[2]. In section F.4, verification and validation (V&V); limitations; and issues of RRA for HUMS 
application in the fidelity point of view are discussed in detail based on the experience Technical 
Data Analysis, Inc. (TDA) has with regime recognition code (RRC) development for military 
utility helicopter models. 

F.2  FIDELITY REQUIREMENTS FOR THE HUMS RR 

Development of HUMS systems have been undertaken by various groups and commercial firms, 
with limited rigor in definitions or clarity in terminology as to what “health” or “usage” is 
precisely. The Federal Aviation Administration (FAA), in its Advisory Circular 29-2C MG-15, 
provides the following definitions and distinctions [1]: 
 

HUMS: Equipment, techniques, and/or procedures by which selected incipient 
failure or degradation and/or selected aspects of service history can be 
determined. 

 
i. Health Monitoring System: Equipment, techniques, and/or procedures by 

which selected incipient failure or degradation can be determined. 
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ii. Usage Monitoring System: Equipment, techniques, and/or procedures by 
which selected aspects of service history can be determined. 

Because the usage monitoring (UM) system of the HUMS for the component fatigue life tracking 
is the primary interest of this report, the discussion of fidelity requirements and validations are 
focused on the UM of the HUMS process in this section. However, the majority of the described 
requirements and validations are also applicable to the health monitoring system. 
 
Currently, there are no guidance or specifications available that clearly define the fidelity 
requirement of hardware and software involved in the RR process of HUMS data for the civilian 
rotorcraft usage credit other than the general avionics standards of DO-178B [3], DO-254 [4], 
DO-160 [5], and Code of Federal Regulation (CFR)-14 29.1309 [6]. However, a great deal of 
effort has been made to establish design standards and requirements of HUMS during the 2000s. 
This was a result of the emphasis on condition-based maintenance (CBM) and CBM+ programs 
for military aircraft. Consequently, well-defined specifications and guidance for the acceptable 
fidelity and accuracy of HUMS-related designs for military rotorcraft are now available in the 
ADS-79 Aeronautical Design Standard Handbook [2]. Appendix A of ADS-79 discusses HUMS 
in general, and appendix B discusses RR. The guidance of accuracy and fidelity requirements of 
HUMS described in this chapter are based on the contents in the ADS-79 U.S. Army design 
standards. In DO-178B, five criticality levels of software are defined; each level is defined by the 
failure condition that can result from anomalous software behavior, as shown in table F-1. 
 

Table F-1. DO-178B software criticality levels 

Failure Condition Software Level 

Catastrophic Level A 

Hazardous/Severe – Major Level B 

Major Level C 

Minor Level D 

No Effect Level E 

F.2.1  GENERAL GUIDANCE FOR THE FIDELITY OF HUMS RR 

Component life calculations can be refined through the knowledge of the actual amount of 
operational time spent in each flight regime. Component retirement time (CRT) can be extended 
when an aircraft is exposed to less severe mission profiles and lower flight loads. Or, in the 
interest of safety, the CRT can be reduced in the presence of higher flight loads than assumed in 
the original CRT calculations. 
 
The process begins with identifying the set of flight regimes encountered in the mission spectrum 
for the class of aircraft. The OB HUMS measures the flight state of the aircraft and accurately 
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classifies the flight regime. An accurate characterization of the operational flight regime and a 
conservative estimate to the fatigue reduction in component useful life under load are key 
characteristics of the HUMS process. 
 
Current ADS-79 recommends that a dynamic maintenance measurement system that might 
compromise flight safety in an attempt to extend operational life should not be implemented. 
Therefore, the flight regime classification system must be submitted to a rigorous validation 
procedure that guarantees component airworthiness credits are not allocated through flight state 
measurement error, regime misclassification, or a compromise in data integrity. 
 
Another important view on HUMS usage stated in the current ADS-79 is that the UM is not 
flight critical (i.e., if the system fails, the alternative is to apply the most current Design Usage 
Spectrum and the associated fatigue methodology for any period of flight time in which the 
usage monitor data is not available). 

F.2.1.1  Embedded Diagnostics 

A HUMS typically consists of a variety of OB sensors and data acquisition systems. The 
acquired data may be processed OB the rotorcraft or on a ground station (GS) (or a combination 
of both), providing the means to measure against defined criteria and generate instructions for 
the maintenance staff/flight crew for intervention. 
 
This combination of sensors and signal processing (known as “embedded diagnostics”) 
represents a capability to provide the item’s condition and need for maintenance action. When 
this capability is extended to a higher level of functionality (state detection and prognosis 
assessment), it must have the following general characteristics: 

• Sensor Technology: Sensors must have high reliability and high accuracy. There is no 
intent for recurring calibration of these sensors. 

• Data Acquisition: Onboard (OB) data acquisition hardware must have high reliability and 
accurate data transfer. 

• Algorithms: Fault detection algorithms are applied to the basic acquired data to provide 
condition indicators (CI)/health indicators (HIs). The V&V of the CIs and HIs are 
required to establish maintenance and airworthiness credits. Basic properties of the 
algorithms are sensitivity to faulted condition and insensitivity to conditions other than 
faults. The algorithms and methodology must demonstrate the ability to account for 
exceedances and missing or invalid data. 

A HUMS operation during flight is essential to gathering data for usage-based maintenance 
(UBM) processes, but is not flight critical or mission critical when it is an independent system 
that obtains data from primary aircraft systems and subsystems. When this independence exists, 
the system should be maintained and repaired as soon as practical to avoid significant data loss 
and degradation of UBM benefits. As technology advances, system design may lead to more 
comprehensive integration of HUMS with mission systems. The extent of that future integration 
may lead to HUMS being part of mission or flight critical equipment or software. In this case, 
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the HUMS bears the same priority as mission or flight critical equipment relative to the 
requirement to restore its proper operation. 

F.2.1.2  Data Management 

Though military aircraft typically use MIL-STD-1553B, Digital Time Division 
Command/Response Multiplex Data Bus for sending multiple data streams to vehicle processors 
[7], civilian rotorcraft use more of the commercial off-the-shelf (COTS) hardware and software; 
therefore, the use of commercial standards for data transfer (e.g., Ethernet, TCP/IP, and USB) 
may be accepted as suitable design standards for civilian aviation systems [6]. In-depth 
discussions on the use of COTS can be found in Lee and Krodel [8] and Robinson [9]. 

F.2.1.3  Data Storage 

A fixed rule for storage should be that the data collection and storage OB the aircraft in the 
HUMS system should be capable of storing the data developed during one 24-hour operating 
period. 
 
The data storage should be accessible during aircraft servicing operations and capable of 
downloading all of the actionable data stored OB the aircraft in less than 10 minutes to preclude 
data retrieval affecting operational tempo. 

F.2.1.4  System Compatibility 

The associated hardware and software used to acquire, analyze, store, and communicate data 
relevant to HUMS processes must have the following characteristics: 
 
• Sensors: Data collected for HUMS should be obtained from sensors already established 

to the maximum practical extent (e.g., cockpit monitoring, power management, and 
navigation). Any sensors added must be able to be powered from existing electrical, 
hydraulic, or pneumatic power sources. 

• Data collection: Data transmitted by sensors to OB data collection hardware must use 
means that are compatible with existing vehicle systems, such as direct wire (analog 
signals), MX-1553 Data Bus, or Ethernet. 

• Analysis and recording hardware must be able to be powered by existing electrical 
distribution systems and remain within weight and center of gravity (CG) allocations 
assigned by the program manager. 

• Data Storage Media: Data storage and communication through physical media must be 
accomplished with media that are compatible with existing information technology, such 
as USB memory or CD/DVD read/write discs. 

F.2.1.5  Flight State Sampling Rate 

The HUMS designer must select the appropriate sampling rate for acquiring flight state 
parameters. The selected rate must strike a balance between under-sampling with the potential of 
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missing a desired effect and over-sampling, which might produce more input than a data 
collection system can handle. 
 
Data storage can be a significant design issue. Because UM is not a flight-critical function, the 
recording unit may not be serviced frequently enough to prevent the loss of data. The recorder 
should be sized to enable data storage consistent with a 24-hour operating cycle or the longest 
continuous flight possible, whichever is larger. More details of the data sampling rate and its 
storage rate are described in the “United States Army Aeronautical Design Standard Handbook 
for Condition Based Maintenance Systems for United States Army Aircraft” [2], DO-178B [3], 
and appendix B. 

F.2.1.6  RR and Fatigue Damage Monitoring 

Fatigue damage is estimated through calculations that use estimates of loads on airframe 
components experienced during flight. These loads are dependent on environmental conditions 
(e.g., temperature and altitude) and aircraft maneuver parameters (e.g., gross weight [GW], CG, 
power applied, and accelerations). To establish these loads, algorithms that determine the aircraft 
maneuver parameters, known as RRAs, are used to take these parameters and map them to 
known aircraft maneuvers. To establish RRAs as the basis for loads and fatigue life adjustment, 
the algorithms must be validated through flight testing. 
 
Accurate detection and measurement of flight regimes experienced by the aircraft over time 
allows for two levels of refinement for fatigue damage management: 
 
1. The baseline “worst case” usage spectrum can be refined over time as the actual mission 

profiles and mission usage can be compared to the original design assumptions. 
2. Running damage assessment estimates can be based on specific aircraft flight history 

instead of the baseline “worst case” for the total aircraft population. 

Both levels of refinement require data management infrastructure that can relate aircraft RR and 
flight history data to individual components and items that are tracked by serial part number. 

F.2.1.7  Validation Process for UM 

Validation of the collected data is accomplished during the development/qualification testing 
(DT) and operational testing (OT) phases of system development. Much of the validation can be 
accomplished using system components in controlled laboratory environments where the 
instruments can be verified by a second set of known measurements. For example, main rotor 
speed can be validated in a test rig by comparing the results to the known standard on the test 
stand. Similarly, a reference set of instruments attached to the aircraft during DT/OT can be used 
to verify the readings in the cockpit for virtually all of the parameters listed above. 
 
Aspects of validation to ensure that the sensor readings, signal processing filters, and data 
recording methods collect and deliver the right readings are provided in greater detail in the 
“United States Army Aeronautical Design Standard Handbook for Condition Based Maintenance 
Systems for United States Army Aircraft” [2] and appendix E. 
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F.2.2  SPECIFIC GUIDANCE FOR THE FIDELITY OF HUMS RR 

F.2.2.1  Flight Regime Definition 

The flight regimes must be identified based on the mission spectrum for a class of aircraft.  
ADS-29A divides military rotary-wing aircraft into three classes: 
 

• Class I: Those aircraft whose primary mission falls under one of the following general 
headings: Rescue, evacuation, assault (cargo and troop), liaison, reconnaissance, 
artillery spotting, utility, training, or antisubmarine. 

• Class II: Those aircraft whose mission falls under the general heading of cargo and are 
designed for cargo loading of 5,000 pounds or less. 

• Class III: Those aircraft whose mission falls under the general heading of cargo and 
are designed for cargo loading in excess of 5,000 pounds [10]. 

Compared to this military classification, the FAA CFR 14 defines two categories of rotorcraft, as 
defined in Part 27 and Part 29: 
 

• Normal Category: Rotorcraft with maximum weights of 6,000 pounds or less. 
• Transport Category: Rotorcraft with maximum weights greater than 6,000 pounds 

[11]. 

The CFR-14 Part 29 further defines transport rotorcraft, based on its number of engines, 
maximum GWs, and number of passengers, into Category A and Category B for its certification 
basis. 
 
Note, however, that the HUMS designer may not be limited to these classifications and may 
tailor the definitions to achieve optimal performance of classifier algorithms. For example, one 
may elect to define an aircraft for search and rescue missions with a more rigorous set of regimes 
with specific measurement and classification algorithms. ADS-29A [10] provides a detailed 
description of regimes that includes a quantitative characterization of the range of flight 
parameters such as airspeed, altitude, and attitude. In the same manner, the HUMS designer must 
clearly and quantitatively define each chosen regime so that classifier algorithms may decisively 
assign the operation flight time to a flight regime. 

F.2.2.2  Classification of Flight Regimes 

A set of algorithms that use flight state measurements to classify regime and allocate operational 
flight time to each regime must be developed. The regime classification and allocated flight 
recording should typically be performed in real time OB the aircraft to minimize the necessary 
amount of OB data storage. However, pending selected sample rates and available OB data 
storage capacity, one may elect to store raw, unprocessed fight state measurements for later 
processing on the ground during maintenance. 
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F.2.2.3  Data Compromise Recovery 

A recovery procedure must be specified for regaining integrity of component ground 
maintenance records in the event of data corruption or loss (e.g., a mismatch occurs in relating 
the regime measurement data package with a component in the maintenance database or the 
occurrence of a catastrophic loss of either the measurements or the ground database). The 
recovery procedure ensures that a component serial number is not orphaned without any means 
of determining its retirement time. The recovery process may be as simple as maintaining a  
hard-copy log that records when a component serial number was put in service. 
 
The criticality of the failure associated with a component should be considered when specifying 
a data compromise recovery strategy. A more conservative procedure should be specified when 
failure consequences are more severe. As a result, a different recovery procedure for every 
component in the maintenance tracking database may be specified. In the worst case, one may 
specify that a component be replaced immediately when data loss occurs. 

F.2.2.4  Instrumentation of Test Aircraft for Regime Validation 

Prior to deploying the flight regime measurement package as part of operational UM, a test 
aircraft should be instrumented for demonstrating that the algorithms can accurately classify 
flight regimes. For development programs, this can be performed as part of Structural 
Demonstration Testing (SDT), in which the airframe will be exposed to its range of flight 
regimes as part of evaluating the limits of its performance envelope. 

F.2.2.5  The RRA Validation Methodology 

A series of flights should be performed with a test aircraft that is fully equipped with the regime 
measurement package and additional recording systems for capturing data needed to evaluate 
and tune the algorithms. Engineering should prepare a series of flight cards identifying the 
maneuvers for which algorithms have been developed. The monitoring flight test engineer 
should know the sequence in which the pilots are flying the maneuvers and their target severity 
and duration. After the flight, the data records will be surveyed to determine which maneuvers 
were adequately detected and which require improved algorithms. Algorithm optimization will 
be performed and a subsequent flight made in a totally different sequence using the improved 
algorithms. The post-flight process will be the same. Two optimization flights are usually 
adequate, but additional flights may be necessary to achieve the desired regime classification 
accuracy. For aircraft with a very large range in GW, it may be desirable to check the accuracy 
of the algorithms at very heavy and very light GW. Additionally, an aircraft that has a very high 
altitude mission may require algorithm validation at both high altitude and near sea level 
conditions. 
 
A comprehensive pilot flight card that incorporates all of the maneuvers for which algorithms 
have been developed should be developed. The RR design must identify the maneuvers flown, 
along with their severity and duration, such that 97% of the entire flight time is properly 
identified. 
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F.2.2.6  RR Accuracy 

HUMS RRAs must demonstrate that they can define 97% or greater of the actual flight regimes. 
A HUMS system fails when it is wrong in characterizing regimes by more than 3% of total 
testing. Also, for an unknown flight regime, the system must demonstrate that it selects a more 
severe load factor regime in cases in which the regime is incorrectly declared. This ensures that a 
component does not receive maintenance credit for which it is not due, which would allow a 
component to fly beyond its margin of safety. 
 
More details of data recovery and other mitigation strategies for potential and actual shortfalls of 
RR, such as unrecognized regimes, are discussed in the “Mitigation Methodologies” section in 
appendix G. 

F.3  FIDELITY OF OB VS. POST-FLIGHT RR 

There are two top-level structural usage paradigms: ORR and post-flight RR OG. There may be 
different functional distributions between airborne and ground-based equipment and processes. 
The common requirements and criteria that apply to the airborne and the  
ground-based equipment and processes are discussed in section F.2. Unique installation 
equipment, requirements, and criteria between airborne and ground-based RRs are discussed in 
this section to address the need to identify ways to prove the RR results are accurate and the 
methodology is reliable. 

F.3.1  OB RRA VS. OG RRA 

During the development phase, it is most efficient to use recorded flight data in conjunction with 
a ground-based set of RRAs. The recorded data can be replayed through the algorithms as many 
times as necessary to optimize the reliability of RR. Once the algorithms have been developed, 
the algorithms can permanently reside in a ground-based computer system or on the aircraft as 
OB software for various reasons and specific applications. In case the RRA resides in the OB 
system, timely update of the software could be a major issue because OB aircraft software 
updates can be costly and slow to be incorporated into all the aircraft, potentially producing 
multiple versions of regime sets which could create data management difficulties. There are 
various reasons why a software update might be necessary. For example, the aircraft mission 
could change, resulting in the need to recognize additional regimes, or due to a manufacturing 
problem that results in a lower than anticipated strength for a specific lot of components. This 
would require the recalculation of fatigue damage for all the aircraft with that specific 
component [12]. 
 
For any operator with a large number of aircraft, it is more advantageous for the software to 
reside in a centralized ground-based system with all HUMS raw data being sent to this 
centralized location for regime and fatigue damage accumulation processing. The primary reason 
for this is to allow for maximum flexibility in the RR and fatigue damage tracking process. 
 
For a ground-based software set approach, the OB software for structural monitoring is primarily 
a data collector that will require few, if any, software updates. This method, in addition to 
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avoiding repeated OB software updates, also significantly improves the capability to perform 
data integrity checks of the RR data and the final damage assessment that uses that data. 
 
The OB RRA is possibly more appropriate for a small operator for which OB software updates 
are manageable and it is not desirable or possible to maintain dedicated ground-processing 
personnel. Regimes would be calculated and even a conservative damage accumulation 
calculation could be done in real-time OB the aircraft. This approach may not allow for the 
comprehensive data integrity checks that would be possible in ground-based software. 
Appropriate conservative factors would have to be developed to mitigate this risk [11]. 

F.3.2  FIDELITY OF ORR 

The ORR method recognizes flight regimes in real time based on the use of all parameter data 
acquired from the HUMS dedicated sensors and flight state parameters natively available from 
aircraft sensor sources. As discussed in section F.2, the OB data storage can be a significant 
design issue; therefore, the data sampling rate could also be a critical design parameter for the 
ORR method. However, both the ORR and post-flight regime recognition approaches are 
required to meet the 97% accuracy of RR. If the result is to be used for a UBM credit [2], there 
should not be any differences in the data sampling rate between the two methods nor any other 
fidelity or data integrity related items (discussed in section F.2). 
 
Recently, TDA had an opportunity to analyze a substantial amount of HUMS data from a 
military utility helicopter fleet with the ORR capability. The findings from this HUMS data, 
details of ORR such as the prorate recognition and event counting, and mitigation methods and 
fatigue damage tracking using this ORR are described in appendix G. 

F.3.2.1  Software Update and Data Management 

Timely updating of the software could be a major issue for the ORR design because the OB 
aircraft software update can be costly and slow to be incorporated into all fleet aircraft, 
potentially producing multiple versions of regime data sets. A well-planned data management 
strategy should be implemented to avoid potential confusion with respect to version 
configurations and errors while tracking fatigue damage. 

F.3.2.2  Mitigation Action for Fatigue Damage Tracking 

When the ORR method becomes mature enough in the future to be used to track fatigue damage 
of a component OB, then the mitigation of errors and other irregularities such as unrecognized 
regimes or missing data becomes critical. An autonomous and continuously compensating 
algorithm to mitigate anomalies to the required level of the qualification associated with the 
certification of an OB HUMS application will be necessary. The OB fatigue damage tracking 
will increase the criticality level for the HUMS use compared to the post-flight regime 
recognition OG; therefore, HUMS engineers will need to develop much tighter software and 
hardware design requirements [3 and 6]. In addition, appropriate conservative factors would have 
to be developed to mitigate the risk of OB damage tracking [13]. 
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F.3.3  FIDELITY OF POST-FLIGHT RR 

The post-flight RR design has advantages for an operator with a large number of aircraft. The 
software can reside in a centralized ground-based system with all HUMS raw data being sent to 
this centralized location, allowing maximum flexibility in the RR and fatigue damage tracking 
process. For this post-flight RR design, the OB software for structural monitoring is primarily a 
data collector that will require few, if any, software updates. Because the primary function of the 
OB software is to collect parameter data and then store and transmit it to the GS later, its 
criticality level is low. As a result, its qualification requirements for an airworthiness 
certification will be low for both software and hardware [2]. 
 
This post-flight RR method will provide engineers with sufficient time to perform data integrity 
checks of the RR data and the final damage assessment that uses that data, which will result in 
significantly improved fidelity of the overall HUMS process. 
 
TDA had an opportunity to develop its own RRA for a mid-size military utility helicopter model. 
Based on this post-flight regime recognition development experience, issues and solutions for the 
V&V of the RRAs are discussed and described in the following section. 

F.4  V&V RRAS 

As described in section F.2.2.5 and section F.2.2.6, the RRA and developed code for HUMS 
need to be thoroughly validated and verified to the level of required qualification for a UBM 
certification. TDA had an opportunity to develop a comprehensive RRC for a mid-size utility 
helicopter. Limitations and issues of RRA are discussed in this section based on TDA’s 
experience with the V&V of the RRC. 
 
The V&V of the RRC was accomplished by using 25 dedicated structural test flights. Eight pilots 
were involved in the test program and each maneuver in the test matrix was flown multiple times 
using at least three different pilots. The total flight maneuver matrix included over 1000 
maneuvers representative of qualification flight test maneuvers applicable to overall fleet usage. 
The verification included three “blind” flights encompassing all the maneuver types in the 
development matrix to verify the adequacy of the recognition code for fleet use. Discussions 
described in this chapter are based on the experience of the post-flight RRA development, but 
they may be applicable to the onboard RRA as well. 

F.4.1  LIMITATIONS IN MANEUVER RECOGNITION 

When HUMS is developed, it is common to identify hundreds of maneuver regimes for military 
helicopters that have much more complex mission profiles compared to their commercial 
counterparts. These detailed regimes are then mapped into the more consolidated regimes 
defined in the usage spectrum, which is used in the fatigue life substantiation process. When 
TDA developed the RRC, it was found that it was more beneficial to identify regimes that were 
aligned well with the regime definition used in the usage spectrum of fatigue substantiation for a 
better assessment of fatigue damage, an ultimate goal of the HUMS usages. In doing so, there 
was a need to develop some limitations in defining regimes and their maneuver criteria. In this 
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section, a few cases of major regimes, in which some level of limitations were incorporated 
during the RRA development, are discussed. 

F.4.1.1  Evasive Maneuvers 

The individual maneuvers performed to produce evasive maneuvers, such as terrain cyclic 
pushover, terrain cyclic pullout, pedal turn, break lock, evasive pitch-back, and collective pop 
up, are identified as more general basic regimes, such as rolling pushovers; symmetric or rolling 
pull-ups; hover turns or low speed turns; pedal turns; climbs; descents; pull-ups; and pushovers.  

F.4.1.2  Entry and Recovery Maneuvers 

The entry and recovery maneuvers of certain regimes are not recognized directly by the RRC but 
are derived from their basic steady state maneuver based on the duration criteria of the regimes. 
These regimes include partial power descent, side flight (left and right), rear flight, autorotation, 
and turns (left and right). 

F.4.1.3  Operational Approach 

The RRC does not recognize this maneuver because there were no criteria available for the 
operational approaches. 

F.4.1.4  Droop Stop Pounding 

This regime is not recognized by the RRC. The occurrence event output calculates occurrences 
of this regime based on the current legacy spectrum rate per 100 hours. 

F.4.1.5  Sideslip 

This regime is recognized by the RRC, but the threshold for occurrence has been set high to 
detect only extreme occurrences. This was done because the verification database did not include 
well-defined occurrences of this regime to properly set a representative threshold. 

F.4.1.6  Pull-Ups 

The RRC recognizes both powered pull-ups and auto pull-ups and conservatism results when 
some auto recoveries are done aggressively. Currently, the RRC does not recognize auto 
recovery because they typically look parametrically like an auto pull-up (which can and does 
occur anywhere during the steady autorotation). As a result, aggressive auto recoveries are 
currently identified as auto pull-ups. This limitation contributes to the possible conservatism of 
auto pull-ups found in service. However, there is a second limitation that also contributes to  
pull-up conservatism. When an aggressive auto recovery results in a pull-up condition, it is also 
possible that the pull-up duration continues long enough to transition from an auto pull-up to a 
powered pull-up. When this power transition occurs, both an auto pull-up and a powered pull-up 
will be logged in the recognition output. 
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F.4.2  CONSOLIDATION OF REGIMES FOR USAGE SPECTRUM 

The results of RRC developed by TDA are formatted to provide the best representation of 
HUMS data for a development of usage spectrum for fatigue damage assessment of components. 
Specifically, the data has been post-processed through regime consolidation logic to minimize 
short duration transient data applicable to aircraft transition from one stable maneuver to the 
next. 
 
The HUMS recorder provides a 0.1-second data rate of flight usage, in general, so the RR output 
carries that same level of fidelity. This is sufficient for a very detailed evaluation of the aircraft 
maneuvers, but it could misrepresent the actual number of occurrences of a given maneuver. For 
example, if a turn is flown from an ascending condition into a level segment, the regime output 
will identify two turns (i.e., the ascending turn and the level turn) even though the aircraft flew 
the turn in one continuous segment of flying (i.e., one turn). To avoid excessive occurrence 
counting, the RRC includes a consolidation step which processes this multiple turn sequence into 
one turn. 
 
The consolidation code also includes logic to address maneuver transitions from one maneuver 
to the next. This consolidation logic acts as a hysteresis feature to provide more stable maneuver 
transitions. Short durations (<1-second maneuver occurrences) are incorporated into the steady 
maneuver conditions they separate. The result of this consolidation feature is to reduce short 
duration occurrences in the output, therefore optimizing the steady state conditions flown. A 
similar approach, called “clustering algorithms,” has been proposed by one manufacturer for 
better RR of HUMS usage data [13]. 

F.4.3  ISSUES IN THE HUMS DATA 

During the V&V of TDA’s RRA, a few typical anomalies in the HUMS data were observed 
which could affect the fidelity and accuracy of the RR results. Issues such as false parameter 
values, abnormal weight-on-wheels (WOW) changes, and signal loss are discussed in sections 
F.4.3.1–F.4.3.4. 

F.4.3.1  False Parameter Values During Power Transition 

False parameter values were identified during the V&V process. Specifically, the power 
transition could produce rotor speed values above 50% to occur for varying lengths of time until 
power stabilizes or ends. 
 
False WOW changes also occur. False values of other parameters were seen at the start up and 
shutdown of the aircraft, but rotor speed and WOW parameter appeared unaffected. The false 
rotor speed jumps in the HUMS data were of sufficient magnitude to cause the rotor start logic to 
identify false rotor starts and stops at the beginning and end of the output file for the flight. Once 
a false rotor start occurs, the false WOW changes also produce false takeoffs and landings. 
Though these HUMS power conditions occur at the start and end of the flight file, similar HUMS 
unit power changes are possible within the file as well. 
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To avoid these HUMS unit power transition issues, the rotor start/stop logic was changed to 
include engine torque requirements as part of the recognition criteria. This change avoids the 
false rotor starts while also avoiding false takeoffs and landings with the WOW changes. The 
elimination of false takeoffs and landings by precluding false rotor starts may be unique to the 
TDA RRC logic. Other recognition codes may require additional criteria changes to avoid false 
regime identification in these power transitions. 

F.4.3.2  Multiple Parameter Signal Loss in Short Duration 

The HUMS system exhibited multiple parameter signal dropout for short durations in some 
flights. This failure occurred randomly throughout the data and was relatively infrequent in 
occurrence. The loss of signal was easy to identify because multiple parameters would show a 
value of zero for each data sample. However, the effect of this signal loss on the ultimate 
maneuvers recognized by the RRC was, to some degree, dependent on how the aircraft was 
operating (i.e., on the ground or in the air) coupled with the system failure characteristics. 
 
Loss of multiple parameter values for short duration while the aircraft was on the ground resulted 
in a short section of false parameter values with a change in the WOW parameter. This change 
resulted in a false takeoff, a short flight segment of varying maneuvers, and was followed by a 
landing once the system recovered to normal function. This recognition sequence may be unique 
to the TDA RRC logic. Other recognition codes should be checked closely to evaluate their 
characteristics when this data degradation occurs. 
 
Post-processing logic was created to scan each flight to identify false takeoffs and landings. The 
false data for this situation was then corrected by assigning the “ground” regime for the entire 
duration of discrepant data. 
 
This type of signal loss also occurred for some takeoffs, but true flight data was found 
immediately following the signal loss at takeoff. The post-processing logic was modified to 
accept that flight data. The actual takeoff recorded by HUMS may or may not be correct (i.e., a 
normal takeoff could be a rolling takeoff) due to the signal failure, but the takeoff is accepted as 
is because there must be a takeoff associated with the good flight data. 
 
Data dropout can also occur at some portion of the flight after a true takeoff and subsequent 
flying occurs. In this case, the data was good for the takeoff and hover portions of the flight. The 
data begins to degrade for a few parameters during the hover turn; then, with continued loss of 
signal, the parameter values go to zero causing WOW to change to 1. The TDA RRC code then 
identifies the landing and rotor shutdown sequence. Because many of the parameters are  
non-functional at this point, the WOW change may or may not be true data values. In this case, 
the landing and rotor shutdown are retained because true flight did occur and a landing and 
shutdown would occur at some point to end the flight. For this situation, it is difficult to tell how 
much data is lost because of HUMS system degradation. However, the useful data is captured to 
salvage as much of the flight as possible. Signal loss was also commonly found at the end of 
some flights. In both cases, the TDA RRC is sufficiently robust to identify the rotor shutdown. 
However, a detailed assessment of rotor shutdown characteristics is somewhat compromised for 
the parameter dropout occurrences. 
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F.4.3.3  NZ Parameter Drop-out 

A limited number of flights were rejected from the fleet database because of drop-out of the NZ 
(Vertical Acceleration) parameter. The loss of the NZ parameter could be for an entire flight 
sequence (rotor start to rotor stop) or a short duration dropout. However, when this type of 
failure was found for a given aircraft and encompassed the whole flight, the flight before and 
after the degraded flight had good data. This type of degraded condition was not prevalent in the 
overall data. This failure mode (for the entire flight or for a short segment of the flight) resulted 
in loss of the flight for data processing. 

F.4.3.4  Lost Data 

Fleet data files indicated lost data on infrequent occasions. This condition was observed when 
the recognized regimes in flight suddenly ended with a run-on landing followed by taxi and rotor 
shutdown. In many cases, the false run-on landing was confirmed by excessively high ground 
speed at landing. This, however, could always be the best indicator because it was difficult to 
know what the threshold for a run-on landing might be in the fleet. The false run-on landing can, 
however, be confirmed by checking the ground speed for the taxi and rotor shutdown that 
follows the landing. For lost data cases, the ground speed at rotor shutdown was high, indicating 
that data was lost. It should be noted that this means of identification may be unique to the TDA 
RRC logic. The loss of data caused the WOW value to change. The change in WOW is 
recognized by the logic as a run-on landing and the subsequent loss of data produces a zero rotor 
speed value prompting a rotor shutdown to be identified. However, the ground speed value 
(which is probably correct) has been retained by the system indicating a false condition. 
 
When this situation occurs, the post-processing criteria accepts the run-on landing and the rotor 
stop to end the flight. The logic is a flight occurred so a landing and rotor shutdown must be 
included. As a result of this degradation, the final run on landing data results may indicate more 
run-on landings than actually occurred. Engineering judgment will have to be applied to set a 
maximum run-on speed for these landings. Landings in excess of the defined limit can be 
reallocated, if desired, to normal landings. However, there is a minimal chance for error in doing 
this because some of the landings for the lost data could also be run-on landings. Other 
recognition codes may not respond to the failure in this same manner. 

F.4.4  FURTHER DISCUSSIONS ON MANEUVER DATA AND CHARACTERISTICS  

The HUMS system provides the capability to evaluate recognized maneuvers in great detail. 
Specifically, it allows close assessment of transient type maneuvers (e.g., pull-ups, pushovers, 
auto entry, and recovery) to evaluate maneuver duration variation, pilot technique sensitivity, 
and severity of the maneuvers flown. This section describes some of the interesting results found 
in review of the flight data. 

F.4.4.1  Pull-ups 

The occurrence rate for pull-ups in the fleet was significantly less than the existing fatigue 
spectrum occurrence rate. This is not surprising because the existing fatigue spectrum rates 
(design occurrence rates based on AR-56 [14]) are meant to be very conservative. 
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F.4.4.2  Pushovers 

The actual occurrence rate for this maneuver in the fleet is very close to the fatigue spectrum 
rate. However, the fatigue spectrum % time is well above the fleet % time, making the current 
spectrum very conservative. The spectrum assumes duration of 12 seconds for the maneuver, 
whereas the fleet average duration is only two seconds. 

F.4.4.3  Control Reversals 

The control reversal occurrence rates have their origin in the AR-56 design requirements 
spectrum [14]. The fleet occurrence rates for all types of reversals are significantly less than the 
current spectrum values. This is expected because the design spectrum is designed to be very 
conservative. 

F.4.4.4  Approaches 

The existing fatigue spectrum carries three types of approaches: normal, rough, and operational. 
However, the RRC recognizes normal and steep approaches due to the revised requirement. 
Therefore, the steep approaches and auto approaches are mapped to the rough approach spectrum 
slot. There was really no good correlation with any parameter to distinguish when pilots flew the 
normal and steep approach maneuvers. The glide slope which seemed appropriate did not 
correlate to flight-card maneuvers. Engineering judgment was used to define the distinction 
based on pitch. Operational approaches are not recognized, as explained in the limitations section 
of this report. 

F.4.4.5  Turns 

This area of fleet usage shows significant variance from the present fatigue spectrum in every 
type of turn flown: level, climbing, or descending and autorotation. There are two primary 
reasons for the difference in usage results compared to the present spectrum: 
 
• The HUMS system threshold for turns. 
• Higher than expected fleet usage in the mid-range angles of bank (the spectrum  

45-degree slot). 
 
The turn occurrences and percentage time values are significantly greater than the current 
spectrum assumption for the 30- and 45-degree turns. This result is not unexpected for the  
30-degree turns as previous fleet surveys across all models show this trend. However, the higher 
values for the 45-degree turns indicate the fleet usage is considerably different than the current 
spectrum assumes. Given the fact that turns are a significant damage contributor in the fatigue 
spectrum in terms of entries, recoveries, and steady turns, special attention on these regimes is 
warranted for both usage determination and damage assessment. 

F.4.4.6  Run-on Landings 

The HUMS lost data failures produce false run-on landings. Because the flight occurs but ends 
prematurely, there should be a landing and rotor shutdown associated with the flight. It is not 
known what type of landing actually occurred due to the data loss. In the RRC, the run-on 
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landing is assumed (along with the rotor stop), based on the engineering judgment, to complete 
the flight and properly define ground-air-ground (GAG) cycles. As a result, the total run-on 
landings are most likely skewed unrepresentatively high. This will have to be taken into 
consideration when defining the final usage spectrum for subsequent fatigue substantiation. 

F.4.5  POTENTIAL IMPROVEMENT OF FATIGUE DAMAGE ASSESSMENT AND CBM 
TOOLS 

The HUMS monitors a large number of parameters capturing data at a maximum rate of  
0.1 seconds in high-speed sampling mode. As a result, the system provides an excellent 
opportunity to monitor key parameters for exceedances that could prompt maintenance actions. 
 
Table F-2 lists the maneuver or operating conditions associated with the maximum and minimum 
values found for selected parameters in the HUMS fleet data. This information provides a wealth 
of data to identify how aircraft are being operated in the fleet. Sections F.4.5.1–F.4.5.3 discuss 
how this data could be used to improve fatigue damage assessment and support fleet operations 
and maintenance activities. 
 
One example of CBM tools could be a CI for maintenance actions. By identifying most fatigue 
critical regimes from the fatigue test data, and relating the minimum/maximum values of 
pertinent parameters, such as rotor speed or engine torques, and their number of occurrence or 
exceedance provided by HUMS, potentially useful CIs can be formulated for improved 
maintenance calls. The rotor speed is discussed in section F.4.5.1 as an example. 
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Table F-2. Maximum/minimum values for selected parameters 

Parameter Max/Min Maneuver/Operating Condition 

Nz  
Max Rolling Pull-Up in Auto  
Min R. Rolling Pushover  

Roll Angle 
Max R. Rolling Pushover  
Min L. Rolling Pushover  

Pitch Angle (deg)  
Max Hover (end of climb)  
Min Descent  

Rate of Climb (fpm) 
Max Symmetric. Pull-up  
Min Dive 

Yaw Rate (deg/sec) 
Max R. Hover Turn 
Min L. Rolling Pushover 

Rotor Speed (revolutions per minute) Max Steady auto 
Air Speed - Level Flight (kts) Max Level flight 
Air Speed - Dive (kts) Max Dive  

  
 Nz = Vertical acceleration 

F.4.5.1  Rotor Speed Exceedances 

The rotor speed occurrence distribution from the HUMS data is shown in table F-3. The results 
show more than expected occurrences above the 120% number of rotations (NR), and that the 
majority of these exceedances occur in autorotation type maneuvers. 
 

Table F-3. Rotor speed occurrence distribution 

Rotor Speed Range (%) Occurrences/1,000 Hrs 
>= 100 to <= 105 153,993 
> 105 to <= 110 532 
> 110 to <= 115 89 
> 115 to <= 120 67 
> 120 to <= 125 15 

> 125 1 
 

By investigating the impact of this rotor speed trend of exceeding certain criteria, such as 120% 
NR, mostly during autorotation, a useful CI can be derived for safer operation and improved 
maintenance actions. 
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F.4.5.2  The GAG Cycle Expansion 

Currently, the helicopter fatigue methodology uses two GAG cycles for fatigue damage 
assessment: GAG without rotor stop and GAG with rotor stop. The loads associated with these 
occurrences are assumed to be the worst case pairing of maximum peak load paired with the 
minimum peak load for the overall cycle for a given component. The HUMS system now 
provides visibility to the actual maneuvers experienced within a given GAG cycle, allowing 
many options for a HUMS fatigue estimation and long-term fatigue tracking methodology. 
Maximum utility of this information could be gained by constructing a complex matrix of the 
maximum and minimum peak loads for every operating regime and writing code to screen each 
flight to find the worst case pairing of maneuvers as a GAG load for more accurate damage 
assessment for each flight. 
 
This approach, however, represents a significant reduction in present levels of conservatism from 
existing fatigue methodology. The significant reduction in conservatism coupled with the 
complexity of implementation makes this approach undesirable, especially at this early stage of 
HUMS experience with helicopter structural monitoring. 
 
A simpler and less aggressive approach in GAG cycle expansion would be to take a more 
generalized approach, such as grouping the GAG cycles into two groups, in which each group 
further categorizes with and without rotor stop, as follows: 

• GAG – hover only 
• GAG – hover and maneuver flights 

The HUMS output sequence is screened for each flight to identify whether only hover-type 
flying occurred between takeoff and landing or if other transient maneuvers also occurred. The 
pairing could be for some aggressive load combination of maneuvers in up and away flight to 
maintain an additional level of conservatism as desired. The point is that visibility to some very 
benign known GAG cycles can be treated less aggressively than the worst case assumption 100% 
of the time. 

F.4.5.3  Use of Actual Flying Time 

The HUMS system now provides visibility to the actual flying time for each aircraft. This allows 
comparison of actual flight time to any of the standard references used for component tracking in 
the past (e.g., rotor turn time, pilot’s log time). This information may be useful in building 
damage estimation tools for fleet use based on comparative ratios of actual flight time to these 
standard reference times for accumulated flight hours. 
 
In reviewing the HUMS data, it is apparent that there is a significant difference between the 
actual flying time for any aircraft in the fleet and the present rotor turn time flight hour tracking 
reference. As a result, the actual damage accrual rates in the fleet sustained during flight are 
significantly different than those based on rotor turn time flight hours. These damage rate 
differences could be incorporated into a component removal estimator methodology for fleet use 
in forecasting component removals. Building the estimator tool methodology will require a 
damage sensitivity study and assessment of reliability impact because the present helicopter 
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methodology indirectly incorporates the conservatism of over-reported flight time in its 
reliability. However, the ratios of actual usage now available provide simple ratio methods for 
implementing fleet forecasting tools. 

F.5  CONCLUSIONS AND RECOMMENDATIONS 

Considering the significant role of RR in the end-to-end process of HUMS for a UBM credit, the 
fidelity and accuracy of the RRAs and code are discussed in this appendix based on the existing 
requirements primarily set by the U.S. Army rotorcraft design standards (ADS-79) and on 
TDA’s experience obtained during the V&V of the RRC development. 
 
The fidelity aspect of RR of HUMS data is reviewed for the two structural usage paradigms: the 
ORR and the post-flight RR OG. The different functional distributions between airborne and 
ground-based equipment and processes are discussed, followed by the common criteria of design 
requirements and installation equipment which may apply to both airborne and ground-based 
systems. 
 
Lastly, V&V processes, limitations, and issues of RRA for HUMS application are discussed in 
detail, in view of the fidelity aspect, based on TDA’s experience of RRC development for 
military utility helicopter models. Considering the wealth of information HUMS usage data can 
provide, potential improvement of fatigue assessment and CI tool development for maintenance 
actions using the HUMS data are also discussed. 
 
Because of the limitation of HUMS data available, in terms of its amount and its collection 
periods, a long-term trend of potential degradation of recorded HUMS data, and its implication 
in the fidelity of RR of flights, are not analyzed. A study of long-term diagnostics of HUMS data 
degradation and development of a database of HUMS system failure characteristics is needed in 
the future for the continued airworthiness of the HUMS system [15]. 
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G.1 INTRODUCTION 

Within the end-to-end process of data collection, transfer, processing, and archiving, there exists 
opportunities for data to be missed or corrupted. This appendix describes various types of 
problems encountered during the execution of the example health and usage monitoring system 
(HUMS) data processing performed for this report. Mitigation steps to deal with each of these 
imperfections may be implemented within the regime recognition (RR) code or by the analyst. 
Section G.2 briefly describes the mitigation steps implemented by Technical Data Analysis, Inc. 
(TDA) in its RR and through its post-processing quality control (QC) after the initial evaluation 
tests revealed shortcomings in the raw data. 
 
The ultimate goal of any mitigation step is to ensure the integrity of the analysis and, therefore, 
preserve the safety and structural integrity of the airframe and its crew. Conservative steps are 
described in this appendix that will allow the analyst to account for missing or corrupted data. 
Further, a discussion in appendix H details methods by which engineers can project component 
retirement times (CRT) while still maintaining the traditional level of required reliability, 
specifically, one failure in a million components, or six-9s. 

G.2 MITIGATION OF IMPERFECTIONS IN DATA COLLECTION 

G.2.1 HUMS SIGNAL DROPOUTS 

As with any other advanced hardware system, HUMS can experience instances of incomplete or 
imperfect data capture. Typical HUMS use multiple sensors throughout the aircraft in addition to 
recording state parameters from the central data bus. 
 
As discovered in the analysis performed in appendices E and J, the HUMS installed on a fleet of 
military medium utility helicopters exhibited multiple parameter signal dropout for short 
durations in some flights. These data gaps occurred randomly throughout the flights and were 
relatively infrequent. The loss of signal was easy to identify because multiple parameters would 
show a value of zero for each data sample. However, the effect of this signal loss on the final 
output of maneuvers recognized by TDA’s regime recognition algorithm (RRA) was to some 
degree dependent on how the aircraft was operating (i.e., on the ground or in the air) coupled 
with other system characteristics. 
 
Loss of multiple parameter values for short duration while the aircraft was on the ground resulted 
in a short section of false parameter values. If coupled with a false change in the weight on 
wheels (WOW) parameter (WOW bouncing was discussed previously in appendices D and E), 
the algorithm resulted in a false takeoff, followed by a short false flight segment of varying 
maneuvers followed by a false landing once the system recovered to normal function. An 
example of this type of error is shown for selected parameters in table G-1. 
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Table G-1. HUMS signal loss 

Recognized 
Regime 

Start 
Time Duration Max Nz Min Nz 

Max Roll 
Angle 

Max Pitch 
Angle 

Ground 1843 2775.4 1.0559 0 0.4033 0 
NormTO 4598.4 0.1 0 0 0 0 
HvrOGE 4598.5 4.9 1.0172 0 0 0 
NormalLdg 4603.4 0.1 1.0146 1.0146 0 0 
Ground 4603.5 198.8 1.0373 0.9493 0.1843 0 

  
 Nz = Vertical acceleration 
 
In TDA’s batch process, post-RR processing logic was created to scan each flight to identify 
false takeoffs and landings. The false data for this situation was then corrected by assigning the 
“ground” regime for the entire duration of discrepant data. This type of signal loss also occurred 
for some takeoffs, but true flight was found immediately following the signal loss at takeoff. The 
post-processing logic was modified to accept that flight data. The actual takeoff recorded by 
HUMS may or may not be correct (i.e., a normal takeoff could be a rolling takeoff) because of 
the signal failure, but the takeoff is accepted as is because there must be a takeoff associated with 
the good flight data. 
 
Data dropout can also occur during flight. Table G-2 shows the recognition sequence for  
mid-flight data dropout. In this case, the data was good for the takeoff and hover portions of the 
flight. The data begins to degrade for a few parameters for the hover turn; then, with continued 
loss of signal, the parameter values go to zero while WOW changes to 1, causing the TDA RRA 
to identify the landing and rotor shutdown sequence. The WOW change may or may not be true 
data values, with so many parameters non-functional at this point. In this case, the landing and 
rotor shutdown are retained because true flight did occur and a landing and shutdown must occur 
at some point to end the flight. For this situation, it is difficult to tell how much data is lost due to 
HUMS system degradation. However, the useful data is captured to salvage as much of the flight 
as possible. Though this system failure was not prevalent for most of the aircraft evaluated, the 
analyst must be aware of the possibility of degraded data in-flight. Further mitigation of these 
types of drop-outs may involve tallying and applying penalty factors (such as damaging regimes) 
to accumulated unrecognized flight time. 
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Table G-2. In-flight system degradation 

Recognized 
Regime 

Start 
Time Duration 

Max Roll 
Angle 

Max Pitch 
Angle 

Max Yaw 
Rate 

Max 
Ground 
Speed WOW 

Max Main 
Rotor 
Speed 

Ground 8349.5 31.8 0.4624 0.4114 3.1676 2.9905 1 100.9920 
NormTO 8381.3 0.1 -0.6717 0.5145 -0.6930 1.4949 0 100.4140 
HvrIGE 8381.4 0.9 -0.6388 0.6515 -0.4324 2.3537 0 101.1920 
LTurnHvr 8382.3 2.0 0 0 -4.1728 8.1730 0 101.3620 
NormalLdg 8384.3 0.1 0 0 0 6.3568 1 0 
RtrShtDwn 8384.4 0.1 0 0 0 5.4487 1 0 
Unknown 8384.5 0.6 0 0 0 4.5406 1 0 

 
Signal loss was also commonly found at the end of some flights. Table G-3 shows the short 
sequence of recognized maneuvers leading to rotor shut-down for a good data sample and a data 
sample with parameter dropout. 
 

Table G-3. Signal dropout at end of flight 

Good Data Record at Rotor Shutdown 
Recognized 

Regime 
Start 
Time Duration Man Nz 

Max Roll 
Angle 

Max Pitch 
Angle 

Max Eng1 
Torque 

Taxi 8566.9 55.7 1.0057 0.6156 0.0380 26.3088 
L Taxi Trn 8622.6 13.2 1.0013 0.5608 -0.1193 23.2500 
Taxi 8635.8 2.8 0.9995 0.4250 -0.0229 20.1838 
Ground 8638.6 119.3 1.0288 0.3912 0.1482 48.5737 
RtrShtDwn 8757.9 0.1 0.9866 -0.0630 0.1465 12.7500 
Unknown* 8758.0 65.1 0.9949 0 0.1609 13.2500 

Data Dropout at Rotor Shutdown 
Ground 5983.6 1.7 0.9741 0.2847 -0.0157 22.5475 
L Pvt Trn 5985.3 5.5 0.9968 0.3829 0.0967 25.2262 
Ground 5990.8 84.5 1.0044 0.2789 -0.0710 50.0837 
RtrShtDwn 6075.3 0.1 0.9684 0.0000 0.0000 0.0000 
Unknown* 6075.4 0.7 0.9685 0.0000 0.0000 0.0000 

 
* “Unknown” regimes reported by TDA’s RRA indicate that the HUMS system is powered up but the rotor is 
not turning. 
Nz = Vertical acceleration 

 
In both cases, the TDA RRA is sufficiently robust to identify the rotor shutdown. However, 
another feature discovered in the raw data analysis indicated that the monitoring system as 
installed on the military utility helicopter exhibits some unique power up/down characteristics. 
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Specifically, the power transition produces false rotor speed values above 50% to occur for 
varying lengths of time until power stabilizes or ends. The false rotor speed jumps registered by 
the HUMS units were of sufficient magnitude to cause the rotor start logic to identify false rotor 
starts and stops at the beginning and end of the output file for the flight. If a false rotor start is 
combined with a false WOW change, it can produce false takeoffs and landings. An example of 
this false output is shown in table G-4. 
 

Table G-4. False rotor speed values at power up/power down 

Recognized 
Regime 

Start 
Time Duration 

Max Eng1 
Torque 

Max Eng2 
Torque 

Max MR 
Speed WOW 

Unknown 0 18.6 0.000 0.000 0.000 1 
RtrStart 18.6 0.1 0.171 0.250 55.792 1 
Ground 18.7 0.7 0.250 0.250 63.169 1 
NormTO 19.4 0.1 0.171 0.250 55.792 0 
HvrIGE 19.5 90.9 0.250 0.250 68.682 0 
NormalLdg 110.4 0.1 0.079 0.250 55.792 1 
Ground 110.5 37.9 0.250 0.250 67.608 1 
NormTO 148.4 0.1 0.250 0.250 58.340 0 
HvrIGE 148.5 46.9 0.250 0.250 68.526 0 
NormalLdg 195.4 0.1 0.171 0.250 66.495 1 
Ground 195.5 434.6 0.250 0.250 69.952 1 
RtrShtDwn 630.1 0.1 0.204 0.250 42.800 1 
Unknown 630.2 71.1 15.171 14.921 49.976 1 
RtrStart 701.3 0.1 12.954 14.796 50.143 1 
Ground 701.4 506.3 52.223 42.306 101.556 1 

 
Though these HUMS power conditions occur at the start and end of the flight file, similar HUMS 
unit power changes are also possible within the file. 
 
To avoid these HUMS unit power transition issues, the rotor start/stop logic was changed to 
include engine torque requirements as part of the recognition criteria. This change avoids the 
false rotor starts while also avoiding false takeoffs and landings with the WOW changes. The 
elimination of false takeoffs and landings by precluding false rotor starts may be unique to the 
TDA RR logic. Other recognition codes may require additional criteria changes to avoid false 
regime identification in these power transitions. 

G.2.2 HARDWARE OR SENSOR PROBLEMS 

A limited number of flights were rejected from the fleet database because of drop-out of the 
vertical acceleration (Nz) parameter. Some flights showed a lost Nz parameter over an entire 
flight (rotor start to rotor stop), whereas others showed a short duration dropout during flight. In 
all cases in the example database, when this type of failure was found for a given aircraft that 
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encompassed the whole flight, it was shown to be isolated (i.e., the flights preceding and 
following had valid Nz data). It is not known if maintenance action was taken to restore proper 
system function or if this was some random system problem associated with aircraft interface 
issues and aircraft operation. Fortunately, the degraded condition was not prevalent in the overall 
data. This failure mode (for the entire flight or for a short segment of the flight) resulted in the 
loss of the flight for data processing purposes. 
 
In several instances of processing the fleet of military utility helicopter raw data files (RDFs) 
with TDA’s RRA, it was noted that no pedal reversals were reported for significant numbers of 
flights. Initial investigation of the raw data identified a problem with the pedal position 
parameter data. After discussing this issue with the operator, it was determined that several 
aircraft had improperly installed pedal position sensors, which were later corrected. Because of 
this incorrect data, any regime that required pedal position as a parameter would be incorrectly 
identified. To be conservative, the overall regime output for these flights was discarded and it 
was treated as a missing flight. 

G.2.3 AUTOMATED QC CHECKS IN THE EXAMPLE PROCESS 

The automated QC checks that have been implemented into TDA’s batch process are described 
briefly below. Each flight is examined to ensure that the collected data accurately represents 
physical flight conditions and discounts portions of data which are erroneous because of faulty 
sensors or other problems. The basis for each of these checks is described in sections G.2.1 and 
G.2.2: 
 
• Remove false takeoffs: Identify and discount instances in which a takeoff regime or event 

was identified, but the Max Roll and Max Pitch angles are both equal to zero. 
 

• Remove non-flights: Identify and discount instances in which Max Nz and WOW switch 
values are equal to zero between rotor start and rotor stop. This condition indicates a 
“flight” in which the aircraft did not taxi or takeoff. 
 

• Remove flights with faulty Nz sensors: In some systems, it is possible to find flights with 
Nz values equal to zero for a majority of the flight. This flight data is not viable because 
RRAs require an Nz time history. 
 

• Processing bounce and WOW switch corrections: Time between any two takeoffs or any 
two landings is less than 25 seconds. 
 

• Identify data gaps: It is possible for the data recorder to lose power and/or temporarily 
stop recording during a flight. In these instances, parameter recording and RR are 
interrupted during flight, leaving a gap in the time histories and regimes. Any flight time 
over such gaps is assigned to the “undetermined” regime after the fact. 
 

• Remove false rotor starts: In the event the data recorder loses power and/or temporarily 
stops recording during a flight, if the system resumes recording mid-flight the RR code in 
use may recognize this as a new rotor start. 
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• Pairing each landing with a takeoff: To identify false event flags and, in part, to count 

ground-air-ground cycles. 

G.2.4 MANUAL OR PAPER RECORDS 

Data collection problems are not limited to electronic systems and hardware. As discussed in 
appendix D, the pilot is responsible for supplying some of the parameters associated with a 
complete flight analysis. In particular, gross weight (GW), center of gravity, and specific mission 
profiles (i.e., external sling loads) must be accurately reported to guarantee a precise usage 
assessment of the flight. As demonstrated in appendices D and E, prorates of many of the 
regimes depend on the onboard (OB) estimation of GW. If this sort of pilot-supplied information 
is inaccurate or omitted, the flight cannot be properly processed. 
 
Additionally, many of the mitigation steps discussed in section G.3 will involve the conservative 
substitution of unprocessed flight time with a composite worst case (CWC) usage spectrum of a 
duration equivalent to the pilot-reported flight time. If the pilot is not accurate in reporting rotor 
turn time, the usage assessment for that flight will not be correct. 

G.3 MITIGATION OF IMPERFECTIONS IN DATA PROCESSING 

In the processing of HUMS data files, the first step would be to ensure that all relevant data is 
received and has not been corrupted or truncated in any way. Following that, the data processing 
procedure will likely produce some instances of unrecognized regimes or unresolved prorates, 
which will require an intervention. In most cases, this sort of correction could be performed 
automatically but may also be addressed by the analyst directly. 

G.3.1 MISSING DATA OR CORRUPT FILES 

The processing procedure must provide steps to ensure that individual flights have associated 
RDFs for processing and analysis. In cases of missing data files, steps must be taken to gap-fill 
the database. The most direct method would be to substitute the aircraft CWC spectrum over the 
duration of time for the missing flight. This method of gap-filling provides a conservative 
substitute for actual usage. Alternatively, if enough data exists to adequately derive a fleet-wide 
historical average usage spectrum, that data may be substituted in place of the CWC spectrum. 
Similarly, if enough data exists to derive mission-specific spectrum profiles based on historical 
usage trends of aircraft dispatched on similar missions, it may be possible to substitute that 
spectrum rather than the CWC spectrum. In section G.3.3, the statistical basis for gap-filling is 
discussed. 
 
As discussed in appendix D, steps must also be taken to ensure that the data integrity is 
maintained and files are received in pristine condition. When the aircraft lands at the facility that 
houses the ground station (GS), data transfer can be accomplished by physically removing the 
data card from the HUMS and inserting it into the hardware reader at the GS. Additionally, 
HUMS equipment manufacturers are developing wireless data transfer capabilities. In all 
instances, the HUMS GS must be equipped with data transfer protocols to validate the condition 
of the data card and integrity of the information being transferred to the GS. 
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When the fleet HUMS database is not co-located with the aircraft or GS, several methods can be 
used to transmit the raw data to the database. The transfer protocol used will depend upon the 
transfer method prescribed by the operator’s data processing procedure. For example, data may 
be transferred through HyperText Transfer Protocol by using a website to upload files. File 
Transfer Protocol may be used when a direct connection to the data server is possible. Simple 
Mail Transfer Protocol is the protocol used by email. Each of these protocols was developed with 
a reliability standard and file size is verified at both ends of transfer. Based on protocol design, it 
is unlikely to receive a corrupted file without the file being identified as corrupt. 
 
As an additional layer of security, many file transfer procedures use checksum validation  
(i.e., MD5 has value) as a further test of file integrity. As described in appendix D, the checksum 
validation algorithm generates a unique value based on the contents of the file at the sending end. 
The same algorithm generates another value at the receiving end, which is compared to the 
original. If these values do not match, the file is identified as corrupt. Many HUMS 
manufacturers also use a data encryption and compression scheme for the RDFs to control file 
size and access. Compression utilities also use a checksum validation routine to verify that the 
contents of the extracted file match the original data. 
 
In instances in which a corrupt file is identified, it would not be used in the analysis. Repeat 
attempts to transfer the file from the original location may be made or the file may be treated as 
missing. 

G.3.2 UNRECOGNIZED REGIMES AND UNRESOLVED PRORATES 

After receiving, loading, and processing intact data files, the RRA may report some instances of 
unrecognized regimes or unresolved prorates. As discussed in appendices D and E, these issues 
can be addressed in several ways. 
 
In TDA’s analysis, when examining a fleet-wide usage spectrum, the total accumulation of 
unrecognized regimes summed to approximately 1% of total flight time. To conservatively  
gap-fill this time, the CWC spectrum may be substituted for that duration which is unrecognized. 
Alternatively, and more conservatively, a particular damaging regime can be identified and 
substituted in place of the unrecognized time. 
 
As shown in appendix D, in some instances the value of the prorate was not resolved by the OB 
RRA, although the regime was recognized as some sort of turn, pull-up, or pushover. For 
example, during one flight, the system reported a regime as “73–75 Symmetrical Pullups” with a 
duration of five seconds. Two options are available to the analyst at this point: (1) the full time 
history of the prorate parameter can be examined in detail to determine the proper prorate band 
to assign to the regime, or (2) the most severe prorate band can be assigned to the regime, which 
is more conservative. The appropriate technique must be chosen and documented by the analyst. 

G.3.3 STATISTICAL BASIS FOR GAP-FILLING 

It is important to understand the impact of gap-filling within the overall historical usage trends of 
individual aircraft, a subset of a fleet, or the fleet as a whole. It may be possible to apply a  
fleet-wide historical average usage spectrum or even a mission-specific usage spectrum when 
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gap-filling, rather than the CWC spectrum. However, it must be demonstrated that such spectra 
have been generated with a high level of confidence and are based on a significant archive of 
historical usage. 
 
Figure G-1 demonstrates the usage variability present across individual aircraft in a fleet. Each 
point on the scatter plot represents one aircraft. The x-axis represents the accumulated flight time 
of each aircraft (i.e., aircraft to the left of the plot have flown fewer hours, whereas aircraft to the 
right have flown more). The y-axis represents the calculated CRT of that aircraft’s swashplate 
based on its accumulated usage (i.e., aircraft higher on the plot have flown more benignly and 
aircraft closer to the bottom have been flown in a more damaging fashion). Note that the values 
of CRT displayed on the plot are calculated based on the notional damage table derived for 
appendix E. They are not to be taken as real values. 
 
The trend line displayed on the chart shows the general tendency for aircraft usage and projected 
fatigue lives to settle to an average as more time is accumulated. Projected usage for aircraft that 
have only been flown for a few hours can vary widely, as is demonstrated by the scatter in data 
points at the left side of the plot. 
 

 

Figure G-1. Change in projected CRT with accumulated usage 

A further consideration would be an evaluation of mission-specific spectra. Portions of two 
average usage spectra are listed in table G-5. These two spectra are the result of the analyses 
performed in appendices E and J. On the left side of table G-5 is a spectra derived from a group 
of 12 aircraft (labeled 12 A/C) discussed in appendix E. These 12 aircraft were chosen from the 
larger archive for inclusion because they had the highest rotor-turn time and would provide the 
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best foundation from which to build the batch process and data quality assurance procedures. As 
shown in appendix J, the remaining aircraft in the archive were included in the analysis, for a 
total of 64 aircraft (right side of table G-5 labeled 64 A/C). 
 

Table G-5. Variation in usage spectra with mission type 

 
12 A/C 64 A/C % 

Change %Time/100hrs Std Dev %Time/100hrs Std Dev 
Steady30degRightTurn 4.2 0.7893 3.8 1.0990 -9.6% 
Steady30degLeftTurn 5.5 1.1061 4.5 1.6034 -19.3% 
Steady45degRightTurn 0.3 0.1257 0.3 0.1412 -13.5% 
Steady45degLeftTurn 0.3 0.1582 0.3 0.1611 -17.4% 
Steady60degRightTurn 0.002 0.0023 0.001 0.0031 -37.9% 
Steady60degLeftTurn 0.002 0.0025 0.002 0.0027 -20.4% 
GAGwoRotorStop(*occ/100hrs) 229.6 93.6030 211.8 104.4570 -7.8% 
GAGwRotorStop(*occ/100hrs) 45.4 7.7 52.2 18.6 14.9% 
LF10-60(.4VH) 3.6 1.1 3.1 1.3 -13.9% 
LF60-80(.5VH) 6.0 2.8 4.9 2.6 -17.8% 
LF80-90(.6VH) 9.6 2.5 8.1 2.8 -16.3% 
LF90-105(.7VH) 10.2 1.4 9.9 2.4 -3.0% 
LF105-120(.8VH) 10.2 3.0 11.8 5.1 15.1% 
LF120-135(.9VH) 6.0 3.3 7.8 5.4 29.7% 
LF135-150(1.0VH) 1.1 0.6 1.6 1.7 48.1% 
LF>150(1.15VH) 0.034 0.0 0.138 0.4 310.5% 
 
The stark difference in overall average usage is demonstrated in the final column, which displays 
the percentage change in the Time/100 hours of each regime. Notice that the larger fleet of 64 
aircraft has fewer turns and less time spent in lower speed flight while also having much more 
time spent in higher-speed level flight. Similarly, the smaller fleet of 12 aircraft has many more 
GAGs without rotor stop, indicating touchdown landings followed by a takeoff. 
 
Further investigation revealed that aircraft included in the initial subset of 12 tail numbers were 
used for training on 78% of their flights, which would also account for the fact that they had 
higher accumulations of flight time. When expanding to the larger fleet of 64 aircraft, other 
mission types of a more benign nature were included in the overall average usage spectrum. 
 
This variation in mission types must be carefully considered when choosing a substitute 
spectrum for use with gap-filling. As demonstrated above, the overall average fleet usage 
spectrum is by definition an average of severe and benign usage. If trying to gap-fill a missing 
flight that was of severe usage (i.e., training), using the overall fleet average is not the 
appropriate choice. 
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The conservative method would be to use the manufacturer’s CWC spectrum in any instances of 
gap-filling. 

G.3.4 RELIABILITY-BASED COMPONENT FATIGUE LIFING 

The analysis procedures for fatigue damage assessment described in this report focus on the 
rotorcraft component life assessment using HUMS data. This technique enables the analyst to 
update the operational usage spectrum of individual aircraft or a fleet of aircraft—fulfilling goals 
of condition-based maintenance to reduce maintenance tasks, increase aircraft availability, 
improve flight safety, and reduce maintenance cost. However, one of the major obstacles has 
been whether the use of accurate operational usage data collected by HUMS for the component 
life assessment would impact the reliability of a component life assessment by eliminating the 
conservatism built into the assumed design usage. 
 
It has been generally accepted in the rotorcraft community that the conventional fatigue life 
assessment methodology of the safe-life approach, the Legacy Method, provides an 
approximately .999999 (six-9s) reliability level through deterministic calculations of key 
parameters with a large amount of inherent conservatism. The six-9s reliability in the Legacy 
Method is explained as three-nines from strength (1/1000 failure rate due to the 3-sigma 
reduction of the material S-N curve), two-nines from loads (1/100 failure rate due to 
conservatively applying the top-of-scatter maneuver loads over the entire duration of the 
maneuver), and one-nine from usage (1/10 failure rate due to assuming the CWC usage 
spectrum). Mathematically, the target six-9s is achieved by multiplying each of those 
probabilities together to get a one-in-a-million failure rate: 
 

(1/1000 x 1/100 x 1/10 = 1/1,000,000) 
 
However, when substituting actual measured usage from HUMS data in place of the assumed 
CWC spectrum, the question becomes: how is the overall component reliability affected? The 
traditional level of structural integrity must be maintained. 
 
The study presented in appendix H attempts to address this issue using a rigorous  
probability-based approach. Through this study it was found that the proposed method of 
reliability-based fatigue life assessment provides accurate reliability trends and component lives 
and enables the analyst to utilize HUMS usage data with the required reliability level of six-9s. 
The method follows the general framework and a procedure of the existing safe-life approach by 
using S-N curves, block spectra, and the Palmgren-Miner linear damage rule but differs in that it 
replaces the deterministic fatigue damage model of key parameters with a full-fledged 
probabilistic model. Therefore, it is practical enough to use in the field when required data are 
available. The method proposed improves quantification of the reliability of the conventional 
safe-life method, and, with some modification, can also be applicable for the damage tolerance 
approach, which models the crack growth. 

G.4 CONCLUSIONS 

In this appendix, TDA has demonstrated the basis for data mitigation steps that are implemented 
in the example batch process developed in this study. The foundation of these mitigation steps is 
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based on detailed analysis of thousands of flight hours of raw HUMS data. In that analysis, 
shortcomings in the data were identified and measures were taken to account for missing, 
incomplete, or bad data. 
 
Some of the mitigation steps described in this appendix were implemented in the RRA itself, 
whereas others were added in the on-ground portion of the batch process. It is important to 
recognize the implications of required changes to the RRA. As noted in appendices B and F, OB 
systems are subject to DO-178 standards for software criticality. If adjustments or changes to any 
OB RRA are required after the system has been fielded, this will necessitate a recertification of 
the software to that standard and redeployment of updated software to all affected aircraft in the 
fleet. Similarly, a post-flight RRA must be updated and revalidated then delivered to the analyst. 
 
As discussed above, when gap-filling missing flight data, the analyst must decide on the most 
appropriate course to take. Conservatively, the CWC spectrum may be used to substitute for the 
missing flight data. If the missing flight mission profile is known, mission-specific usage spectra 
may be also considered. 
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H.1  INTRODUCTION 

As described in appendices B and C, Helicopter Association International and Technical Data 
Analysis, Inc. (TDA) defined a set of procedures by which rotorcraft usage data may be 
collected, processed, and analyzed to adjust component retirement times (CRTs). General terms 
of this application process are laid out in Federal Aviation Administration Advisory Circular  
29-2C MG-15 [1]. 
 
The analysis procedures for fatigue damage assessment described in this appendix focus on the 
rotorcraft component life assessment using HUMS data, which enables one to update the 
operational usage spectrum of individual aircraft or a fleet of aircraft, fulfilling goals of the 
condition-based maintenance to reduce burdensome maintenance tasks, increase aircraft 
availability, improve flight safety, and reduce maintenance costs [2]. However, one of the major 
issues and research topics is whether the use of the accurate operational usage data collected by 
HUMS for the component life assessment would possibly decrease the reliability of component 
life by eliminating the conservatism built in the design usage. 
 
It has been generally accepted in the rotorcraft community that the conventional fatigue life 
assessment methodology of the safe-life approach, the Legacy Method, provides approximately 
0.999999 (six-9s) reliability level through deterministic calculations of key parameters with large 
conservatisms. The six-9s reliability in the Legacy Method is explained as three-nines from 
strength, two-nines from loads, and one-nine from usage, and generally taken from the “3-sigma” 
fatigue working curve margin, the “high envelope” treatment of flight loads, and the “worst 
case” assumption on usage, respectively [3 and 4]. This six-9s reliability requirement (or a 
probability of failure of one in a million) on the CRT for safety critical rotorcraft dynamic 
components, was established by the U.S. Army through its Light Helicopter program in the late 
1980s [5 and 6] and has been generally accepted as a standard reliability requirement in the 
rotorcraft community [7–12]. 
 
The assessment of actual reliability of the safe-life fatigue methodology up to a level of six-9s 
accuracy is an extremely challenging task because of the involvement of multiple statistical 
parameters such as the material strength; many flight conditions and usages; and the cumulative 
nature of fatigue damage. Two round-robin studies organized by the U.S. Army and American 
Helicopter Society (AHS) were conducted to resolve this reliability issue. The first round robin 
was to address the reliability of the safe-life fatigue methodology in general [6], and the second 
was aimed at addressing the reliability of using HUMS specifically [7 and 8]. Several 
methodologies have been proposed, but no one methodology has been universally accepted 
within the rotorcraft community [9–13]. 
 
This reliability issue when using HUMS for component fatigue life assessment has been one of 
the major obstacles for the wider use of HUMS in the field and was studied as a part of the 
mitigation methodologies in appendix G. Because of its complexity, it was tackled in two phases 
by separating out the probability modeling of the fatigue methodology accounting for variability 
in material strength and flight loads from the reliability issue arising out of the introduction of 
HUMS usage data in the fatigue life assessment process. 
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In this study, it was found that the proposed method of reliability-based fatigue life assessment 
provides accurate reliability trends and component lives and enables one to utilize the HUMS 
usage data with the required reliability level of six-9s. The method follows the general 
framework and a procedure of the existing safe-life approach by using S-N curves, block spectra, 
and the Palmgren-Miner (P-M) linear damage rule, but differs in that it replaces the deterministic 
fatigue damage model of key parameters with a full-fledged probabilistic model. Therefore, it is 
also practical enough to use in the field when required data are available. The method proposed 
improves quantification of the reliability of the conventional safe-life method and, with some 
modification, can also be applicable for the damage tolerance approach that models the crack 
growth, as recommended by Everett, Jr., et al. [6]. 
 
This report describes the proposed methodology in two parts: Part I describes the Probability 
Modeling of Rotorcraft Fatigue Damage in section H.3, and Part II describes the  
Reliability-Based Fatigue Life Assessment Using HUMS in section H.4. 

H.2  HISTORICAL OVERVIEW OF RELIABILITY ISSUES 

The rotorcraft industry and military operators have considered the six-9s reliability a standard 
requirement for flight critical safety items (CSIs) of rotorcraft since the U.S. Army set this 
reliability requirement in the late 1980s. The background and reasoning behind this reliability 
requirement are briefly described in section H.2.1 prior to discussing the impact of HUMS usage 
for an improved assessment of rotorcraft component lives. 

H.2.1  SIX-9S RELIABILITY REQUIREMENT 

In the late 1980s, through its Light Experimental Helicopter development program, the U.S. 
Army set a fatigue specification of reliability requirement for new rotorcraft known as the six-9s 
reliability, or a probability of failure of one in one million. The reasoning behind this was that 
“the U.S. Army operates a fleet of almost 8,000 helicopters, and each of these has on the order of 
100 flight critical components. Consequently, at any one time, almost one million of these 
critical safety components are in service, and they must serve their function safely [8].” For that 
reason, the Army and rotorcraft industry have aimed to design and operate these components 
with a risk of failure of approximately one in one million, or a reliability of six-9s [6]. 
 
The reliability of retirement times for helicopter dynamic components determined by the 
conventional safe-life approach has been an issue since as early as the 1970s because of the large 
variation of assessed lives between major manufacturers and lack of quantitative substantiation 
of their accurate reliability levels [3 and 14]. There were two round robin studies set up by the 
AHS and U.S. Army to address the concerns regarding the safe-life fatigue substantiation 
method and its reliability and to investigate a consistent reliability-based fatigue methodology 
[6–8]. 
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H.2.2  1ST ROUND ROBIN IN 1988 

In the late 1980s, the U.S. Army considered that the traditional fatigue design method of fatigue 
critical components was not adequate to address the high level of reliability, as quoted from 
Everett, Jr., et al. [6]:  
 

Traditionally, rotorcraft fatigue design has combined constant amplitude tests of 
full-scale parts with flight loads and usage data in a conservative manner to 
provide ‘safe life’ component replacement times with a high, but ‘un-quantified,’ 
reliability. The conservatism in fatigue strength is based on a one in a thousand 
probability of failure, but the conservatisms in loads and usage have not been 
quantified. 

 
As a consequence, the U.S. Army Aviation Systems Command set up an AHS round robin in 
1988 with the objectives to develop a consistent reliability analysis, evaluate the different United 
States rotorcraft industry methods in defining fatigue strength, and examine the issue of fleet 
versus individual aircraft component replacement. A further objective of the exercise was to 
contend with the probabilistic complexities associated with defining loads variability to 
demonstrate the benefits of “loads monitoring” for achieving six-9s reliability [6]. 
 
The round robin was conducted in three phases. In Phase I, the problem was defined such that 
only one numerical answer was correct. Phases II and III were set up so that the experience of 
individual contributors could show how differences in assumptions affected the results. 

H.2.2.1  Round Robin Results 

The results from Phase I confirmed that all participants could calculate approximately the same 
answers for all three problems when the S-N curve formulation, loading spectrum, and statistical 
parameters were identical. 
 
In Phase II, each participant developed an independent S-N curve, fatigue limit, and fatigue limit 
coefficient of variation (COV). 
 
As expected, there were differences in the fatigue life predictions at six-9s reliability that were as 
high as a factor of 60. The fatigue limit value and the method used for fatigue strength reduction 
(constant standard deviation [CSD] versus CCV) may have accounted for these differences. 
 
In Phase III, each industry participant was asked to use their standard linear cumulative damage 
methodology to calculate mean spectrum fatigue lives, and scatter of the predictions was 
relatively small—within a factor of four differences. 
 
As a result of this round robin, the probabilistic logic, which includes both fatigue strength and 
spectrum loading variability in developing a consistent reliability analysis, was established. 
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H.2.2.2  Concluding Remarks 

There was no attempt to incorporate confidence levels in the study. By definition (and intent), 
the results presented in the report were based upon a 50% confidence level. Most of the goals of 
this first round robin activity were achieved by only considering the expected value (i.e., 50% 
confidence) of reliability. The need to include confidence levels is a topic which may require 
further evaluation. 
 
Another purpose of this exercise was to try and quantify the benefits of individual component 
replacement versus fleet replacement. Though these preliminary results showed the potential for 
increasing mean retirement lives through loads monitoring (with commensurate reductions in 
costs), no attempt was made in this first round robin to separate usage from other sources of 
variability in the loads. Additional study is needed to examine how usage should be treated to 
properly account for operational variability. 
 
All of these questions reaffirm that much more work is needed before reliability-based fatigue 
design becomes standard industry practice. In addition to the study areas already mentioned, 
follow-on efforts to this round robin are needed to: 
 
• extend the statistical and reliability analysis complexity to account for both usage and 

other sources of load variability and to assess reliability versus confidence levels. If 
current flight data recorders largely monitor usage, what does this imply for load 
accuracy and the merit of individual part replacement? 
 

• apply the reliability methodology to metals using a damage tolerance or fracture 
mechanics approach. 
 

• repeat the P-M and Total Life Assessment approaches on other metallic materials with 
different ultimate strengths and stress concentration factors to develop confidence in the 
fatigue reliability approach. 
 

• evaluate the effects of coupon versus full-scale testing on data scatter. 
 

• investigate flight loads survey methodology to better define the variability of usage and 
pilotage (simulated mission flights versus maneuver-by-maneuver flights). 
 

• extend the reliability-based fatigue methodology to composites. 

H.2.3  2ND ROUND ROBIN IN 2004 

To resolve issues on what impact usage monitoring (UM) would have on a CRT, two round 
robin problems were set: the first by the U.S. Army Engineering Directorate Structures in 2004, 
and the second by the Fatigue and Damage Tolerance Subcommittee of the AHS in 2006 [7 and 
8]. The goal was to create a common or standard methodology for reliability consideration. 
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The first problem involved addressing the reliability impact from UM, the second entailed 
evaluating the impact of load severity on reliability. Excerpts of this 2nd round robin study are 
described in sections H.2.3.1–H.2.3.3, including conclusions and recommendations of the study 
from Brown and Chang [10]. 

H.2.3.1  Round 1 Problem 

Current safe-life practice is based on the composite worst case (CWC) usage. This will be 
replaced by an actual spectrum using the HUMS data, which is likely to be less severe. The 
concern is that the reliability of components might be reduced because of the elimination of 
usage conservatism built into the life evaluation process by CWC spectra. However, there is a 
contradicting view, in that by monitoring the usage, the uncertainty in usage can be eliminated 
for the life evaluation process. This is because knowing the exact usage eliminates usage 
uncertainty and may actually increase reliability. To resolve these two conflicting views 
pertaining to the reliability impact of UM, the Round 1 Problem was proposed to evaluate 
whether CRT based on UM decreases reliability [7]. 

H.2.3.2  Round 2 Problem 

In most flight load surveys (FLSs), the loads for each flight condition were obtained with no 
repeated flying (i.e., a single data set was collected that was not adequate to address load 
variability). The Round 2 Problem was to evaluate the impact load severity had on fatigue 
reliability by changing the top-of-the-scatter (TOS) load assumption to other percentiles of peak 
loads defined in the Round 1 Problem. 

H.2.3.3  Conclusions and Recommendations 

Based on the analysis conducted for the AHS round robin problem, it was concluded that [10]: 
 
• the component reliability will be affected by UM if the design spectrum represents a 

CWC usage. Depending on the severity of the spectrum encountered in service, the 
reliability may either increase or decrease. 

• repeated conditions should be conducted in future load surveys for flight events that are 
damaging to the low life CSI parts to achieve a high degree of system reliability. 
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The reference also repeated most of the recommendations listed in the first round robin 
conducted earlier [6], saying they are still valid today: 
 
• Develop a standardized reliability analysis that is acceptable to the U.S. Army and the 

manufacturers 
• Standardize the parameters of the fatigue strength curves. The parameters include a 

statistical model for S/N strength, material variations 
• Establish usage spectrum through flight recorder and develop statistical usage distribution 
• Quantify effect of load variability during FLSs and establish the statistical distribution for 

critical maneuvers 
• Standardize industry wide approach on cycle counting and ground-air-ground (GAG) 

evaluation methods 
• Conduct research on damage accumulation methodology 
• Develop methodology to evaluate reliability for total life which includes safe life and 

damage tolerance life 
• On-condition inspection and part replacements before they reach retirement time should 

be a factor in fleet risk evaluation 

H.2.4  RELIABILITY ISSUE IN USING HUMS 

The reliability issue brought up by using HUMS is centered on the replacement of design usage 
spectrum, or CWC usage, which is routinely used in the current CRT assessment. The CWC 
spectrum contains the highest rate of occurrence for a specific item that can occur in service for 
any mission or usage scenario anticipated for the subject helicopter. According to Adams and 
Zhao [12]:  
 

This results in a mission that cannot be flown, i.e., it is impossible to fly all of 
those turns, all of those climbs, all of those auto-rotations, all of those dives, all of 
those landings, and all of that high speed cruise in the same flight. And these high 
rates are assumed to occur for every maneuver in every flight in service for the 
life of the component. This may seem overly conservative, but it protects against 
failure when only one or two line items in the spectrum dominate the 
component’s damage calculation. 

 
This CWC usage spectrum provides approximately one-9 reliability out of six-9s, as 
demonstrated earlier [3]. The operational usage has the smallest effect on the structural reliability 
compared to other elements of the fatigue strength and flight loads but contains the greatest 
possibility of errors due to the variability of operational usages between aircraft over time. This 
created the birth of UM technology, or HUMS. 
 
Therefore, the issue around HUMS is that when the usage spectrum from the direct UM replaces 
the conservative CWC spectrum for a retirement time assessment, the one-9 reliability will be 
missing and the retirement time will have only the approximately five-9s of structural reliability 
provided by the loads and strength margins. Many believe it is required somehow to add back the 
lost one-9 to satisfy the six-9s reliability level requirement, if UM technology is to be used. 
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H.3  PROBABILITY MODELING OF FATIGUE DAMAGE 

Because the deterministic approach of current structural safe-life assessment methodology 
cannot accurately quantify the reliability of assessed CRT, a probabilistic approach is needed to 
meet the high level of reliability requirement on retirement time of rotorcraft dynamic 
components. For this effort, the probabilistic nature of fatigue damage is briefly reviewed, 
followed by the proposed probabilistic modeling in a two-phase approach: modeling of fatigue 
strength and flight loads first, followed by the use of HUMS data. 

H.3.1  PROBABILISTIC NATURE OF FATIGUE DAMAGE 

As the first S-N diagram was conceived by August Wöhler in 1870, the structural fatigue damage 
phenomena, particularly for rotorcraft dynamic components, are considered probabilistic by 
nature. The three major elements of structural fatigue damage are the material fatigue strength, 
loads applied, and the cycles or the usage of operations. Each of these elements is subject to 
great variability: scatter in test data of the fatigue material strength, severe variability of loads in 
multiple flight conditions, and different operational usages on each component installed on 
individual aircraft. 
 
Because these three major elements are the subject of probabilistic distributions, the structural 
fatigue damage is a phenomenon of joint probability, as described in Everett, Jr., et al.[6]. 
Substantial research efforts were conducted and numerous technical papers have been published 
since the 1950s to address the variability of fatigue parameters and proposed alternative 
methodologies for better ways to predict structural life than the current deterministic safe-life 
methodology, culminating in the two round robin studies described in section H.2. Figure H-1 
shows the joint probability of strength, loads, and usage based on the P-M fatigue damage model, 
presented by Brown and Chang for their equivalent total damage method in the 64th AHS forum 
[10]. 
 

 

Figure H-1. Probabilistic nature of fatigue damage (by M. Brown and J. Chang [10]) 
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H.3.2  DETERMINISTIC MODELS 

The conventional safe-life fatigue assessment methodology uses deterministic models for the key 
parameters, with intentionally imposed conservatism in them. Equation H-1 is a typical formula 
based on the Weibull failure rate equation to represent the mean fatigue strength of structural 
components: 
 
 𝑆

𝐸inf
 = 1 +  β

𝑁γ
 (H-1) 

 
where S is the stress (or load), Einf  is the endurance limit at infinity, N is the allowable number 
of cycles, and the two parameters, β and γ, define the scale and shape of the curve. In the P-M 
linear damage accumulation model, the measure of damage is simply the cycle ratio with the 
basic assumptions of constant work absorption per cycle from the constant amplitude vibratory 
load and the characteristic amount of work absorbed at failure: 
 
 𝑑 =  𝑛 𝑁⁄  (H-2) 
 
where n is the number of cycles applied. The energy accumulation, therefore, leads to a linear 
summation of cycle ratios of damages for various loads applied: 
 
 𝐷 =  ∑𝑑𝑖 =  ∑(𝑛𝑖/𝑁𝑖) (H-3) 
 
where the subscript i denotes the i-th segment of applied loads. The structure is deemed to fail 
when the accumulated damage D becomes 1. 
 
As described in section H.1, the conventional safe-life approach, the Legacy Method, uses 
deterministic values of the key parameters with intentionally imposed conservatism: a “3-sigma” 
fatigue working curve margin, a “high envelope” treatment of flight loads, and a “worst case” 
assumption on usage. This approach approximately provides the six-9 reliability level, as 
depicted in figure H-2 by D. Adams and J. Zhao [12]. As shown in the figure, three-9s come 
from strength, two-9s from loads, and one-9 from usage. 
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Figure H-2. Reliability of safe-life approach (by D. Adams and J. Zhao [12]) 

It is worthwhile to note that the worst case usage assumption in the conventional approach 
provides approximately one-9 of the six-9s reliability goal for the “average” usage, which is a 
simple conservative reduction of the worst case usage. That means that if the design usage 
spectrum is not adhered to, the six-9s reliability is no longer valid or guaranteed [6 and 12]. 

H.3.3  PROBABILISTIC MODELS 

The reliability of structural fatigue damage is very complex as described in section H.1; to 
quantify the actual reliability of measured CRT up to the level of six-9 accuracy by the simple 
and convenient deterministic model of fatigue damage described above has limitations. A 
significant effort has been taken since the first round robin in 1987 to develop an accurate and 
comprehensive probabilistic methodology that can be universally acceptable as a standard 
practice. Several promising proposals were made earlier, but no one method has been established 
as an acceptable standard reliability-based fatigue life assessment methodology [6–13]. 
 
A comprehensive probabilistic approach was studied based on the joint probability concept 
proposed during the first round robin study with new interpretations of its joint probability 
modeling. This probability modeling included implementation of the recommendations made 
during the two round robin studies listed in section H.2 to make it applicable for the use of 
HUMS for usage-based maintenance (UBM) credits. 
 
The proposed approach takes advantage of HUMS usage, which simplifies the complex 
reliability problem into a joint probability modeling of two key parameters (material strength and 
flight loads), with the assumption that the HUMS data will provide an accurate operational usage 
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without variability. The variability in usage is expected between aircraft, which is to be taken 
into account during the assessment of fleet CRTs; however, it is assumed there will be no usage 
variability from HUMS for individual aircraft other than possible minor machine errors or other 
discrepancies [12], which can be handled by proper mitigation strategies described in  
appendix G. 
 
The separation of the usage part enables the probability modeling to focus on an accurate joint 
probability modeling of material strength and multiple flight load conditions. Figure H-3 shows 
an example of this joint probability of load and strength at the 1.0 million allowable cycles. The 
overlapped area of the two probability density function (PDF) curves, or convolution, represents 
the joint probability of the fatigue damage. Here, it can be safely assumed that the load variable 
and strength variable are independent. The damage Dr incurred by each regime r is represented 
by the integral of the joint probability of the two PDFs. The two PDFs are represented by the 
convolution (*) of f and g multiplied by the damage function, as shown in equation (H-4). In the 
equation, the 𝑑ℓ and 𝑑𝓈 are the increments of loads and strength, respectively: 
 
 𝐷𝑟 (𝑛𝑟) =  ∫0

∞ ∫0
∞  𝑛𝑟

𝑁
 (𝑓 ∗ 𝑔)𝑑ℓ𝑑𝓈 (H-4) 

 
 𝐷𝑡𝑜𝑡𝑎𝑙 = ∑𝐷𝑟 (H-5) 
 

 

Figure H-3. Example of the joint probability of load and strength 

The total damage from all flight regimes, Dtotal, is the algebraic summation of the damage from 
each regime, as shown in equation (H-5). As can be seen in equation (H-4), it is also assumed 
that only the vibratory load is the concern and it does not become negative, which is a typical 
assumption used in the retirement life assessment of rotorcraft dynamic components. 
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Details of this probabilistic modeling are described in sections H.3.4 and H.3.5, and the 
generation of accurate operational usage spectrum of individual aircraft using the recorded 
HUMS data and advanced regime recognition algorithms (RRAs) is described in section H.4. 

H.3.4  MODELING OF FATIGUE STRENGTH DISTRIBUTION 

A typical structural fatigue test results in a substantial data scatter. Weibull addressed the scatter 
of fatigue strength in the early 1950s and described it as the P-Case A and P-Case B [14]. Figure 
H-4 shows example distributions of structural fatigue test data in which the probability density 
curves of the fatigue strength in vertical and horizontal directions are schematically drawn for the 
strength distribution (P-Case A) and the life distribution (P-Case B), respectively [15]. A proper 
stochastic approach needs to model both probability distributions in strength and time. 
 

 

Figure H-4. Schematics of fatigue strength distribution (Shen, Chi-liu, Ph.D. 1994 [15]) 

As discussed in section H.3.2, the material fatigue strength is typically represented by the 
formula shown in equation (H-1) using the Weibull failure rate function. For a conservative life 
assessment, it is necessary to impose conservatism in the material strength, which requires one to 
reduce the mean strength represented by the mean strength curve (see figure H-4). In the 
conventional safe-life approach, there are typically two methods to reduce the mean strength 
(i.e., vertical changes of the strength curve). 
 
However, as demonstrated in the first round robin [6], the use of different methods of constant 
coefficient of variation (CCV) or CSD could become a major source of errors in CRT estimation, 
and, as a result, it was called to establish a uniform methodology for developing a working S-N 
curve. Both approaches have pros and cons, and, currently, it is not clear which method is better, 
with the choice being left to the manufacturers. Therefore, both strength reduction methods of 
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CCV and CSD were implemented in this probability modeling as an option. But, because all 
available legacy CRT examples were assessed using the CCV method, the CRTs assessed by the 
proposed probabilistic modeling based on the CCV method were shown in this report to compare 
results on the same basis. The CRTs based on the CSD method are not included in this appendix. 
 
There is a need to implement another reduction of the mean strength curve, called life reduction 
(horizontal changes in figure H-4). This life reduction scheme is to address the slow-down of the 
S-N curve slope observed from typical metals in the low-cycle region due to the plasticity effect 
of high loads implemented by some manufacturers. In figure H-5, the working S-N curve, 
depicted in red, is composed by using the CSD method with the typical life reduction factor of 5. 
The working curve in blue is the one composed by using the CCV method with the same life 
reduction factor of 5. Note that the life reduction portion of the blue curve is hidden behind the 
red curve on the far left side because of the use of the same reduction factor. It should also be 
noted that the CSD method is a simple downward shift of the mean S-N curve in black. The 
CCV method proportionally reduces the mean S-N curve more on the low-cycle side, which 
results in the shape change of the curve. 
 

 

Figure H-5. Comparison of working S-N curves 

Equation (H-6) represents the working S-N curve obtained by modifying the formula in equation 
(H-1), where 𝑎 is the CCV strength reduction factor, 𝑏 is the CSD strength reduction factor, and 
𝑐 is the life reduction factor. Either 𝑎 or 𝑏 is to be used depending on whether the CCV method 
or the CSD method, respectively, is selected: 
 
 𝑆+𝑏𝐸

𝑎𝐸𝑖𝑛𝑓
 = 1 + 𝛽

(𝑐𝑁)𝛾
 (H-6) 
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Typically, a 3σ (three standard deviations [STDs]) is used for the strength reduction. As pointed 
out in Everett, Jr. et al. [6], different strength reduction methods could result in a big difference 
in the estimated CRTs. As an example, the estimated retirement time of the main rotor (MR) 
rotating swashplate for the helicopter model used in this study using the CCV method was 
10,011 hours, whereas the CSD method estimated 19,782 hours for the same component—
almost double the estimated retirement time when compared to the CCV method. 
 
All of these variations in S-N curve construction make the probability modeling very 
complicated. However, it is implemented in the proposed methodology as an option to accurately 
compare the result with the current Legacy Method for the purpose of verification and validation 
(V&V) of the developed model. 
 
The dashed black curve in figure H-6 represents the mean S-N curve with a life reduction factor 
of 5, whereas the blue curve represents the working S-N curve from the CCV method, and the 
dashed blue curve represents the life reduction portion of the working curve at lower cycles to 
failure. The vertical distribution of the endurance limit at 108 cycles is shown as an overlay in the 
lower right corner in figure H-6. It follows the mean S-N curve, representing the scatter of the 
material strength, according to the choice of either the CCV or CSD method. 
 

 

Figure H-6. Typical working S-N curve using the CCV method with life reduction  
factor of 5 
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As shown in figure H-7, the vertical distribution of the material strength scatter will be constant 
when the CSD method is used and will become proportionally wider when the number of cycles 
becomes smaller for the CCV method. This strength distribution can be modeled by using the 
three-parameter Weibull PDF: 
 

 𝑔(𝑥;  𝜆, 𝜅, 𝛾) = 𝜅
𝜆
�𝑥−𝛾

𝜆
�
𝜅−1

𝑒−�(𝑥−𝛾)/𝜆�
𝜅
 (3.7) 

 

 

Figure H-7. Vertical distributions of fatigue strength for CCV method and CSD method at 
selected number of allowable cycles 

Figure H-8 shows an example of a 3-dimentional view with isolines of probability densities for 
the modeled strength distribution for the same MR rotating swashplate in figures H-6 and H-7, in 
which the CCV strength reduction method with the life reduction factor 5 was used. Note that the 
blue-colored area in the plot represents small probability densities less than 10-20 for which a 
small negative value was assigned to have a better contrast. The slope change due to the life 
reduction is visible on the upper left corner. 
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Figure H-8. The 3-dimensional view of example strength distribution model using  
CCV method 

This modeling of fatigue strength distribution in the conventional allowable (cycle)-load/strength 
space was transformed into the load-strength joint probability space later, which provided a 
proper modeling and accurate numerical integration. More details are described in section H.3.6. 

H.3.5  MODELING OF FLIGHT LOAD DISTRIBUTIONS 

There is substantial variation in the magnitude of measured loads tested under the same flight 
condition. This can be caused by a number of things, including pilot skill, as shown in  
figure H-9. In the deterministic approach, a conservative value selected by the TOS or  
high-envelope approach, typically selecting a value at 95% or 2σ, is used. 
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Figure H-9. Example distribution of regime maximum vibratory loads 

Modeling of this variability of load in each flight condition, or regime, is a rather simple process 
when sufficient flight load data are available. Fortunately, there is such a case in which extensive 
flight test data have been collected, and the same mid-size utility helicopter type also has 
accumulated substantial amount of HUMS usage data. 
 
The flight test data collected for several hundred different flight conditions were grouped down 
to 57 regimes for which their fatigue damage rates per second, or per occurrence, were defined 
through fatigue substantiation tests. Multiple flight load data points for same flight regimes were 
collected during the flight test program, and the number of data points varied from a few points 
to several hundred points. Figure H-9 shows the distribution of these data points for various 
regimes. Note that each data point in the plot represents the maximum vibratory load within the 
regime cycles, an approach which is normally used in the conventional safe-life method to be 
conservative. These data points were used to generate a two-parameter Weibull PDF, shown in 
equation (H-8), for each regime: 
 

 𝑓(𝑥;  𝜆, 𝜅)  =  𝜅
𝜆

 �𝑥
𝜆
�
𝜅−1

𝑒 −(𝑥/𝜆)𝜅  (H-8) 
 
Figure H-10 shows the frequency of data points with its Weibull PDF curve for the 2.0 Pullout 
flight maneuver, as an example. 
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Figure H-10. Example probability distribution of regime vibratory loads 

There were several regimes in which not enough or no data points were available, such as some 
landing types or GAGs. For these regimes, the Weibull PDF parameters were derived based on 
the assumption that the mean +2σ values were selected in the Legacy Method, and COV of these 
regime load distributions were 8%, such that the calculated retirement times could be compared 
to the Legacy values. Typically, 4%–15% of COV have been observed from the flight test data, 
and 7% was used in the first round robin study [6]. 
 
Weibull PDF curves representing the push rod load distribution for several selected regimes are 
shown in figure H-11. A large variation can be seen in the plot: from a very narrow scatter, 
representing Taxing or Hover, to a much wider scatter of loads, such as for Pullouts. 
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Figure H-11. Example load PDF curves for selected flight regimes 

H.3.6  MODELING OF LOAD-STRENGTH JOINT PROBABILITY 

Once probabilistic models for the strength distribution and loads distributions became available, 
the fatigue damage could be calculated by introducing usage, the third element of the component 
to fatigue damage. To validate the proposed joint probability model, the same CWC block 
spectra used in the Legacy Method was used for comparison purposes. This CWC block spectra 
is described in section H.3.8. 
 
Having the probability models of loads and strength and the CWC usage spectra available, the 
fatigue damage can be calculated using the damage formula shown in equation (H-4). As can be 
seen in the formula, the joint probability, and therefore the fatigue damage, is defined in the 
physical space of allowable cycles and strength (or load). It was discovered that this approach 
was more sensitive to the increment size of numerical integration and could result in more 
damage because of the increased uncertainty on the flat side of the S-N curve, or high-cycle 
region, where it is more difficult to model both the vertical and horizontal probability 
distributions of strength. It was observed that flatter S-N curves, such as those used for Pitch 
Control Horn when compared against the ones used for MR swashplate, resulted in more errors 
in damages. 
 
Transforming the formula defined in the physical space into the load-strength joint probability 
space, as suggested in the first round robin study [6], provides a more accurate and efficient 
numerical integration. The regime damage formula of equation (H-4) was rewritten into equation 
(H-9) to be more specific and finally transformed to equation (H-10), where fr(x)*g(x) with a 
tilde is the convolution of normalized PDFs of each regime load and strength in the probability 
space. 
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 𝐷 = ∑
𝑟
∫0
1∫0

1 𝑛𝑟
𝑁𝑟(ℓ,𝓈)𝑓𝑟(𝑙) ∗ 𝑔(𝑠) 𝑑𝑙𝑑𝑠 (H-9) 

 

 D = ∑
r  ∫0

1∫0
1 nr
Nr(x,y) f̃r(x) ∗ g�(y)dxdy (H-10) 

 
Integration in the joint probability space resolves the problems related to the modeling of both 
strength and life distributions. From the joint probability/life matrix [6], one calculates the 
damage increment of each joint probability matrix cell instead of a complete damage which 
defines the retirement time corresponding to each joint probability matrix cell. Therefore, this 
methodology relaxes the condition of having the same probability level for all the regimes at 
each joint probability matrix cell, which may result in an incorrect result. By performing the 
numerical integration over the entire probability range of zero to one in two parameters of load 
and strength, as expressed in equation (H-10), the total damage is calculated. 
 
The 3-dimensional view of the joint probability density (JPD) for the same MR rotating 
swashplate is shown in figure H-12 with isolines of calculated JPD, where the x-axis is the 
strength cumulative probability density (CPD), the y-axis is the load CPD, and the z-axis 
represents the calculated JPD. To make a better contrast for the plot, a small negative value was 
assigned to the very small JPDs. The 3-dimensional view of the calculated fatigue damage 
distribution is shown in figure H-13 with damage isolines, in which the z-axis represents the 
calculated damage increment corresponding to the cumulative JPD of the cell. 
 

 

Figure H-12. The 3-dimensional view of an example JPD 
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Figure H-13. The 3-dimensional view of an example fatigue damage distribution 

The JPD and corresponding fatigue damage distribution can be calculated in the real dimensional 
space of the allowable load; however, this may not be exact. They are shown in figures H-14 and 
H-15, and, as expected, their shapes are much more complex than those of the normalized joint 
probability space in figure H-13. These plots are very informative. The humps of JPDs and 
damages from different regimes can be seen in the plots. The JPD on the high cycle region is 
high in figure H-14 but the actual damage shown in figure H-15 in that region quickly tapers 
down because the number of allowable cycles is also high. It also shows that the life reduction 
expected on the upper-left side of the low-cycle region is small. 
 

 

Figure H-14. The 3-dimensional view of an example JPD in the allowable-load space 
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Figure H-15. The 3-dimensional view of an example fatigue damage distribution in the 
allowable-load space 

H.3.7  THE CWC USAGE SPECTRA 

Once the probability model for the loads and strength is in place, CRTs can be calculated by 
adding the flight usage data, the third element of the fatigue life. 
 
In a typical Legacy Method, a block spectrum representing the design operational usage of the 
aircraft is generated and used in the component fatigue life assessment by assuming that this 
block of flight usage is repeated during the entire lifetime of an aircraft. Details of the CWC 
usage spectra can be found in appendix B and its concept is briefly described in this section. 
 
A CWC spectrum is composed of occurrences and % time of flight maneuver regimes, typically 
in 100 flight-hour block form, as shown in table H-1, in which selected regimes are listed with 
their occurrences and % times. 
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Table H-1. Selected regime list in an example CWC spectrum 

Regime No. Regime Name Mnv/100hrs Sec/Mnv %Time 
2 Rotor & Pylon Spread 70 - - 
3 Rotor & Pylon Fold 70 - - 
6 Taxi, Taxi Turns, Breaking 400 18 2.00 
7 Hover - - 6.60 

10 Left Side Flight 110 17 0.5 
12 Rearward Flight 110 17 0.5 
20 Level Flight 100% V MAX - - 6.7 
21 Level Flight 115% V MAX - - 1 
22 Partial Power Descent 500 22 3 
25 Jump Take-Off 150 2 - 
26 Rolling Take-Off (30KCAS) 50 5 - 
27 Vertical Take-Off 200 2 - 
29 Max. Cont. Power Climb - - 3 
31 Landing From Hover 160 3 - 
33 Run-On Landing 40 7 - 
34 30° AOB Left Turn 500 16 2.25 
37 45° AOB Right Turn 90 10 0.25 
44 2.0G PULLOUT 20 3 - 
45 1.5g Pullout 100 5 - 
46 Power Dive 250 15 1 
47 Auto Entry 40 2 - 
49 Auto. Recovery 40 2 - 
54 Auto. Approach & Landing 40 27 0.3 
55 DROOP STOP POUNDING 100 2 - 
57 GAG W/O RS 400 - - 

 
The histogram in figure H-16 shows the distribution of regime occurrences and % times of CWC 
spectrum. Note that the CWC maneuver list contains the highest rate of occurrence for each 
regime that can occur in service for any mission or usage scenario anticipated for the designed 
helicopter and that this results in a mission spectrum that cannot actually be flown and is overly 
conservative, as previously stated [12]. 
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Figure H-16. Example CWC spectrum with occurrences and % times of regimes 

This block spectrum approach makes regime usages interdependent of each other (i.e., all 
regimes are bound by their occurrences and % times as defined in the table, and, therefore, make 
it difficult to accurately quantify the impact of the usage spectrum on the reliability of 
component life). In addition, it is worth mentioning that the assessed life using this CWC 
spectrum is valid only when the predefined operational usage profile is maintained throughout 
the life of the component. 
 
The same CWC usage spectra that were used in the Legacy Method were also used to calculate 
fatigue damages of selected components using the proposed joint probability fatigue damage 
model to compare and validate this portion of the methodology. This set of damages constitutes 
the baseline of reliability-based CRT before introducing HUMS data. 
 
It is presumed that HUMS will provide accurate aircraft usage data, which will replace the CWC 
usage. This is discussed in section H.4. 
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H.3.8  DETERMINATION OF RELIABILITY LEVEL 

Once the probability fatigue damage model is developed and the CWC usage scenario 
established, component fatigue damage at each joint probability matrix cell of the loads and 
strength can be calculated using the formula in equation (H-10). The distribution of joint 
probabilities and corresponding fatigue damages are shown in figure H-12 and figure H-13 for 
the MR rotating swashplate. 
 
The reliability for the total component damage in equation (H-11) will be 1.0, or zero life, 
considering that the integration is carried out from zero to 1.0 cumulative probability in both the 
regime loads and material strength. From this, we can determine the component fatigue damage 
(i.e., the CRT, which meets the required reliability level of six-9s). 
 
Considering that the information of damage (i.e., life and corresponding joint probability of this 
damage are available for each joint matrix cell), the reliability level for a certain damage level 
can be obtained from the Damage-Joint Probability Vector (D-JP Vector). This requires the 
construction of a damage-joint probability pair from the joint probability matrix that is properly 
sorted to find the damage, or life, corresponding to the required reliability level [6 and 13]. 
 
This process is somewhat difficult and cumbersome when repeated analyses are required for a 
trend analysis or for multiple components or usage cases because of the involvement of several 
manual steps such as sorting, searching required reliability levels and interpolations, etc. In 
addition, this vector approach does not provide information for the source of changes in 
reliability levels. 
 
An alternate approach was investigated using the commonly used clipping method of the 
probability density curve to control the reliability level in the analysis. Here, a target reliability 
level is predetermined, “a priori,” by one-side tail-clipping of PDFs in which the two convoluting 
probability curves are engaged (i.e., the high side of the loads and the low side of the strength as 
shown in figure H-17). In the figure, PDF curves of 10 selected regimes and one strength curve 
in bold at 3.0 million allowable cycles are shown with an exaggerated tail clipping of the 95% 
reliability level on the engaged sides. 
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Figure H-17. Joint probabilities of loads and strength with tail clippings 

Equation (H-11) shows the revised formula with the engaged side tail clippings in the integration 
boundaries: 
 
 𝐷 = ∑

𝑟∫0
1−𝜀l∫𝜀𝑠

1 𝑛𝑟
𝑁𝑟(𝑥,𝑦)𝑓𝑟(𝑥) ∗ 𝑔�(𝑦) 𝑑𝑥𝑑𝑦 (H-11) 

 
where εl and εs are the tail-clipping of loads and strength, respectively. It can be expected that 
this one-side tail clipping method, called an “a priori” method, will result in a more conservative 
damage because of the clipping of engaged sides only. 
 
Reliability trends of number-of-nines versus component life for three typical dynamic 
components are shown in figures H-18–H-20. As can be seen in these figures, the reliability level 
determined by the “a priori” method is slightly more conservative compared to the vector method 
in low-life regions, which is this study’s focus. These reliability trend curves were obtained after 
the incorporation of a confidence level using the Student T-Test method to take into account the 
effect of sample size. Details of this T-Test are described in section H.3.9. 
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Figure H-18. Comparison of reliability trends – MR rotating swashplate 

 

Figure H-19. Comparison of reliability trends – pitch control horn 
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Figure H-20. Comparison of reliability trends – MR shaft 

This “a priori” method allows for control of the source of reliability changes and is a much 
simpler and automated process for multiple runs. The “a priori” method has been used in the 
subsequent studies below. 
 
Table H-2 shows the calculated CRTs for the three dynamic components using the “a priori” 
method, compared against the existing Legacy Method values. 
 

Table H-2. CRT comparison between legacy method and reliability method for  
CWC spectrum 

  Legacy 
(Deterministic) 

Reliability Based 
(Probabilistic) 

Reliability 
(Number of 9’s) 

Total 6 6 
Strength 3 5.3 
Loads 2 5.3 
Usage (CWC) 1 1 

Fatigue Life 
(Hours) 

MR Rotating Swashplate 10,011 50,319 
MR Pitch Control Horn 11,027 28,636 
MR Shaft 25,000 179,298 
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Note that the reliability for the reliability-based CRTs from the strength and loads were five-9s 
(resulting from the multiplication of two 0.999995s) and “one-nine credit” was added to make 
the final reliability to be six-9s due to the conservative CWC usage (without any statistical 
analysis). In general, the reliability-based CRTs are much greater than those of the Legacy 
Method values. Further modeling efforts to incorporate the confidence level are described in 
section H.3.9. 

H.3.9  EFFECT OF SAMPLE DATA POINTS 

For any stochastic analyses using probabilities, it is important to have a sufficient number of 
input data points to achieve a high level of confidence because the end results are greatly 
affected by the available sample size. In addition, as pointed out in the conclusion of the Round 
Robin 1 in section H.2.2, “a probability analysis will result in the expected value (i.e., the 50% 
confidence level of reliability analysis by definition, if no special attempt is incorporated)” [6]. 
 
Considering that the realities of most of the rotorcraft component fatigue tests rely on a few test 
data points, the confidence on the fatigue strength is of particular concern. Figure H-21 shows an 
example of a typical S-N curve for a rotorcraft dynamic component. 
 

 

Figure H-21. Example of typical S-N curve for a rotorcraft dynamic component 

Without including a provision of confidence level in the strength modeling, it may be difficult to 
attain the required high level of reliability due to the uncertainty from the limited number of 
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fatigue test data points. The current U.S. Army design standard requires a 95% confidence level 
in the fatigue analysis [2]. 
 
In the proposed methodology, it was attempted to incorporate the confidence level in the strength 
probability modeling to alleviate the uncertainty due to the limited number of test data points 
using the Student T-Test method. 
 
The margin of error of a component means strength can be calculated using the Student T-Test as 
shown in equation (H-12). The mean strength was reduced by the amount of error margin 
corresponding to the number of test data points in the study [2]: 
 

 �̇�𝑛 −
𝜎𝑛
√𝑛
𝑡𝛼∕2,𝑣 ≤ 𝜇 ≤ �̇�𝑛 + 𝜎𝑛

√𝑛
𝑡𝑎/2,𝑣 (H-12) 

 
The mean strength (µ) and STD (σ) are the two primary parameters defining the typical S-N 
curve formula shown in equation (H-6); even though the STD will also have its own error 
margins, the error margins of only the mean strength were considered in this first attempt at 
including confidence levels in the model. Incorporation of error margins for the STD is a subject 
of future study. 
 
The existing Legacy Method does not have any provision for confidence levels and most existing 
fatigue tests have only a few data points. Therefore, the results will be too drastic if fatigue life 
was assessed at the 95% two-sided confidence level, as stated in the “Aeronautical Design 
Standard Handbook for Condition Based Maintenance Systems for U.S. Army Aircraft” [2]. 
Therefore, a somewhat lower 90% one-sided confidence level was used in this study. In the 
future, appropriate confidence levels need further review by all parties to establish an  
industry-wide standard. 
 
In this V&V study for the development of a probabilistic fatigue damage model, the mean 
strength was reduced by the 90% one-sided error bound using the COV (σ/µ) of the fatigue test 
data. Figure H-22 shows a typical downward trend of the calculated t values and corresponding 
margin of error when the available number of data points are increasing. 
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Figure H-22. Example of margin of error bounds vs. number of specimens 

Figures H-23–H-25 show trends of margin of error bounds and corresponding CRTs with an 
increasing number of specimens for the MR Swashplate, Pitch Control Horn, and MR Shaft, 
respectively, where the 90% lower side margin of error bound was used as the mean value of 
each of the three components. In these figures, the red square symbols represent the Legacy 
CRTs of the three components assessed based on their three fatigue test data points. 
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Figure H-23. Margin of error bounds and CRT vs. number of specimens – MR swashplate 
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Figure H-24. Margin of error bounds and CRT vs. number of  
specimens – pitch control horn 

 

Figure H-25. Margin of error bounds and CRT vs. number of specimens – MR shaft 
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It can be observed from these plots that the incorporation of a confidence level by the Student  
T-Test substantially reduced the final CRTs for the three components. Still, in general, 
reliability-based CRTs are greater when compared to legacy CRTs. However, in the Pitch 
Control Horn case, the large COV (0.159) made its reliability-based CRT smaller than the legacy 
value (11,000 hours). 
 
A rapidly increasing trend of the CRT when the number of specimens is increasing provides a 
strong incentive for more fatigue tests. 
 
Table H-3 and figure H-26 show the summary of CRT comparisons between the Legacy CRTs 
with the reliability-based CRTs before and after the strength adjustment based on the number of 
fatigue test specimens. It can be seen from the table and plot that the CRTs have been 
substantially reduced after the strength adjustment. 
 

Table H-3. CRT comparison between legacy method and reliability method for CWC 
spectrum before and after the strength adjustment 

 
 Legacy 

Reliability Based 
Before After 

Reliability 
(Number of 9’s) 

Total 6 6 6 
Strength 3 5.3 5.3 
Loads 2 5.3 5.3 
Usage (CWC) 1 1 1 

Fatigue Life 
(Hours) 

MR Rotating Swashplate 10,011 50,319 20,594 
MR Pitch Control Horn 11,027 28,636 9,369 
MR Shaft 25,000 179,298 93,449 
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Figure H-26. Comparison of CRTs before and after the strength adjustment based on the 
number of test specimens 

H.3.10  RELIABILITY TREND ANALYSIS 

With the revised probability model of the fatigue strength using the Student T-Test method to 
incorporate the confidence level, we can analyze reliability trends and compare the final 
reliability-based CRTs against the Legacy CRTs by using the CWC usage spectrum. 
 
The same three dynamic components—MR Rotating Swashplate, Pitch Control Horn, and MR 
Shaft—for a mid-size utility helicopter model were selected to examine the proposed reliability 
modeling by comparing CRTs and quantified reliabilities with those of the existing Legacy 
values based on the following conditions: 
 
• Reliability-based CRTs are assessed using the joint probability model of flight loads and 

material strength 
• Effect of number of specimens are incorporated in the material strength modeling using 

the 90% one-side confidence of margin of error defined by the Student T-Test formula on 
the mean strength only 

• Other than the reliability trending analysis, the reliability level was fixed to the six-9s in 
the study using the “a priori” method 

One-nine credit was added (without any statistical analysis) to the actual reliabilities quantified 
throughout the trend study because the conservative CWC usage had previously added one-nine 
reliability to the component life [10]. 
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Figure H-27 and figure H-28 show the reliability trends of the selected three components when 
the number of reliability nines change. As can be seen in the figures, fatigue lives do not change 
much when the number of nines is greater than four, whereas the reliability level drops sharply 
with a small change in lives in this region. 
 
In the figures, the symbols represent the Legacy CRTs. Note that the Legacy CRTs of MR 
Rotating Swashplate and Pitch Control Horn are fairly close, as depicted in figure H-27, whereas 
there is a substantial difference between their reliability-based CRTs. This is due to the much 
flatter S-N curve of the Pitch Control Horn shown in figure H-21 compared to the S-N curve of 
the MR Rotating Swashplate in figure H-33 and the relatively higher COV value from having 
more scatter of the fatigue test data in the Pitch Control Horn compared to the Swashplate as 
explained in the previous section. The deterministic model in the Legacy Method could not 
accurately address these differences. 
 

 

Figure H-27. Reliability-based component fatigue life vs. reliability level for MR 
swashplate and pitch control horn 

The reliability trend shown in figure H-28 indicates a need for a more detailed study to explain 
the big difference between the reliability-based CRT and the Legacy CRT of the MR Shaft. This 
substantial difference came from the limitations of the Legacy Method in accurately calculating 
the damage when the regime load is close to the working endurance limit, as explained in detail 
in section H.3.11. 
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Figure H-28. Reliability-based component fatigue life vs. reliability level – MR shaft 
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reliability for the Legacy Method, as indicated earlier. Based on this assumption, a method was 
proposed to further reduce the mean strength from the usual 3-σ to the level of four-9s of 
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equivalent strength in figure H-1 [10]). In this sense, it is also worthwhile to investigate how the 
varying reliability levels of flight loads and fatigue strength influence the reliability of the 
assessed component life. 
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As indicated by the trend curves in figures H-29–H-31, it can be concluded that the impact of 
strength reliability on the component fatigue lives is, in general, larger than that of the loads 
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0

25,000

50,000

75,000

100,000

125,000

150,000

175,000

200,000

225,000

250,000

0 1 2 3 4 5 6 7 8

Fa
tig

ue
 Li

fe
 (H

ou
rs

)

Number of 9's

Trends of Fatigue Life with Reliability Number of 9's

MR Shaft

MR Shaft - Legacy

H-43 



 

of the S-N curve and its data scatter and the life reduction factor. Based on this observation, it is 
recommended to use equal reliability levels of the fatigue strength and loads for the CRT 
assessment considering unpredictable consequences of other cases. 
 

 

Figure H-29. Reliability trends for various combinations of reliabilities in loads and 
strength for MR swashplate 
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Figure H-30. Reliability trends for various combinations of reliabilities in loads and 
strength for pitch control horn 

 

 

Figure H-31. Reliability trends for various combinations of reliabilities in loads and 
strength for MR shaft 
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H.3.11  DAMAGES OF INDIVIDUAL REGIMES 

As indicated by the formula (H-11), the total damage is the summation of damages incurred by 
individual regime loads. These individual regime damages for the three components are 
compared between the Legacy Method and the reliability-based method shown in figures  
H-32–H-35. 
 

 

Figure H-32. Comparison of individual regime damages between legacy method and 
reliability method for MR rotating swashplate 
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Figure H-33. Comparison of individual regime damages between legacy method and 
reliability method for pitch control horn 

 

Figure H-34. Comparison of individual regime damages between legacy method and 
reliability method for MR shaft 
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As expected, a few dominant regimes produce most of the damage in both methods and, in 
general, the reliability-based regime damages are much smaller compared to the counterpart of 
the Legacy Method. 
 
Note that there are several regimes showing substantial differences between the two methods. 
For the MR Rotating Swashplate in figure H-32, the following regimes are such cases: 
 
• H-Speed L Flights (19-21) 
• Regime ID 22 (PP Descent) 
• Regime ID 30 (Approach) 

All of these regimes have their TOS loads in the Legacy Method close to the reduced endurance 
limit. In the Legacy Method, when the TOS regime loads are close to the endurance limit, the 
Legacy Method could miss potential damaging regimes entirely, or overestimate damages, “all-
or-no” damages, for these borderline regimes. 
 
Figure H-35 shows the working S-N curve of the MR Rotating Swashplate for which the reduced 
endurance limit is 1716 lb. In figure H-36, PDFs of some of the borderline regimes are shown 
together with the three PDFs of the strength at selected allowable cycles to illustrate their lightly 
overlapped joint probability situations. All of these regimes have their TOS loads used in the 
Legacy Method around the endurance limit between 1500–2000 lb. Depending on the situation 
regarding whether the load is greater than or less than the endurance limit, “all-or-no” damage 
will result in the Legacy Method. For example, if the load is greater than the endurance limit, a 
“full credit” of damage will be given; however, if the load is less than the endurance limit, no 
damage will be given. The reliability-based method will assess the damage based on its joint 
probability. Further details are provided in section H.3.12. Figures H-37 and figure H-38 show 
the similar situations for the Pitch Control Horn and MR Shaft, respectively. 
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Figure H-35. Working S-N curve for MR rotating swashplate 

 

Figure H-36. PDFs of borderline regime loads with strength PDFs at three allowable cycles 
for MR rotating swashplate 
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Figure H-37. PDFs of borderline regime loads with strength PDFs at three allowable cycles 
for pitch control horn 

 

Figure H-38. PDFs of borderline regime loads with strength PDFs at three allowable cycles 
for MR shaft 
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probability from the overlapping of the two PDFs shown in the figure produces substantial 
regime damage in the reliability-based method, as seen in figure H-33. 
 

 

Figure H-39. Borderline joint probability with TOS load and endurance  
limit – “no” damage 

The opposite situation is shown in figure H-40, in which the TOS load level of the Auto Control 
Reversal (52) maneuver regime on the MR Shaft is slightly greater than its endurance limit, 
resulting in “all” damage in the Legacy method, whereas the minimal joint probability from the 
overlapping of the two PDFs shown in the figure produces a negligible amount of regime 
damage in the reliability-based method, as seen in figure H-34. 
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Figure H-40. Borderline joint probability with TOS load and endurance  
limit – “all” damage 

The Legacy Method could miss potential damaging regimes entirely or overestimate damages for 
these borderline regimes, possibly resulting in incorrect component retirement life. 

H.3.12  SUMMARY OF THE PROBABILITY MODELING OF FATIGUE DAMAGE 

The various approaches and subsequent analyses results of the proposed probability modeling of 
flight loads and fatigue strength for the reliability-based fatigue damage assessment is 
summarized in this section. Figure H-41 shows a block diagram for the reliability-based CRT 
assessment process using CWC Spectra. 
 

 

Figure H-41. Block diagram for a reliability-based CRT assessment process using CWC 
spectra 
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A probability model of component fatigue damage was developed based on the joint probability 
of fatigue strength and flight loads. The model was revised based on the error margin of mean 
strength to incorporate the confidence level of the fatigue strength. The following are highlights 
of the methodology: 
 
• The joint probability and corresponding fatigue damage of each joint probability matrix 

cell are calculated for each regime 
• The fatigue damage for each regime is computed by a numerical integration in the joint 

probability space 
• The required reliability level is controlled “a priori” (i.e., pre-determined) by one-sided 

tail-clipping of the engaged PDF sides of loads and strength 
• The mean strength is reduced based on its error margins because of the limited number of 

fatigue test specimens to incorporate the confidence level in the process 

The fatigue lives and their reliability levels with CWC usage spectra for the selected three 
dynamic components of the MR Rotating Swashplate, Pitch Control Horn, and MR Shaft were 
assessed and compared to the Legacy Method. 
 
Reliability-based fatigue lives were generally greater than the current Legacy lives, whereas the 
reliability-based life of the Pitch Control Horn was smaller because of the high scatter in fatigue 
strength of the component. 
 
Through extensive studies, it was demonstrated that the proposed method provides accurate 
reliability trends and reference CRT values achievable by the reliability-based methodology. 
 
This reliability-based fatigue life assessment modeling will be further used in section H.4 to 
evaluate and address the reliability issues in HUMS. 

H.4  RELIABILITY-BASED COMPONENT LIFE ASSESSMENT USING HUMS 

A reliability-based methodology for structural fatigue life assessment is studied in two phases for 
the utilization of HUMS usage data by addressing the six-9 reliability requirement for its UBM 
credit 
 
In the Part I study, a probabilistic model of the rotorcraft structural fatigue damage was 
developed to address the data scatter of fatigue strength and flight loads together with other 
issues such as the incorporation of confidence level in the process. Details of this probabilistic 
model development with fairly extensive analysis results using CWC spectra are described in 
section H.3. 
 
In this Part II study, component fatigue lives were analyzed by using the probability fatigue 
damage model developed in Part I and actual aircraft HUMS usage data, which replaced the 
CWC design spectra. Details of this Part II study are described in this section. 
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H.4.1  PARADIGM OF CRT ASSESSMENT USING HUMS 

A more accurate assessment of dynamic component fatigue damage through the use of aircraft 
UM by HUMS enables an extension of fatigue lives of components for aircraft that are being 
used differently than the assumed design usage. Appendices B and C provide a general 
description of new UM paradigms, including the “one-time” CRT adjustment as a UBM credit 
and other alternative approaches for higher-level UBM credits with varying degrees of 
component tracking. 
 
In summary, there are three scenarios currently conceivable based on the frequency of 
maintenance interventions: 
 
• One-time CRT adjustment 
• Periodic CRT adjustment 
• Continual CRT update 

Figure H-42 depicts these three scenarios of CRT adjustments that are possible with increasing 
amounts of collected and processed HUMS data, which will result in increased reliability. The 
CRT adjustment can be performed for the entire fleet, an isolated subset of aircraft, or individual 
aircraft tracking. 
 

 

Figure H-42. Different approaches for CRT adjustments 

The CRT adjustment is generally pursued through the on-ground (OG) data processing with  
in-depth engineering analyses, but the CRT adjustment can be achieved onboard (OB) as well, 
which is one of the ultimate goals of the aircraft UM. Figure H-43 shows a simplified block 
diagram for the OB and OG systems for a typical HUMS. The OB data acquisition and 
processing are shown in the blue-colored group, and the OG processing is shown in the  
yellow-colored group. 
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Figure H-43. HUMS application architecture for the one-time CRT adjustment  
of UBM credit 

H.4.2  ANALYSIS APPROACH 

When the volume of collected HUMS data is sufficient enough to provide reliable usage 
statistics, it is time to revise the fleet-wide usage spectrum and adjust the existing CRT, if 
necessary. The CRT adjustment can be performed for the entire fleet, an isolated subset of 
aircraft, or individual aircraft. 
 
The operational usage is the third major parameter, following fatigue strength and flight loads, 
and defines the fatigue damage of a component. It is considered the most difficult to quantify 
regarding its impact on the reliability of the component life because of its variability between 
aircraft; subset of aircraft or fleet; and its difficulty in accurate record keeping and statistical data 
analysis. The HUMS was developed to answer this need for accurate usage tracking of aircraft. 
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The approach of using HUMS is to replace the current CWC usage spectra widely used in the 
Legacy Method by the updated usage spectra generated from the newly collected HUMS data. 
The following are the key processes for the proposed reliability-based CRT assessment 
methodology using HUMS: 
 
• Use the probability damage model developed in PART I 
• Use the same “100-Hour Block Spectrum” method 
• Use RRA to identify regimes 
• Generate a new spectrum from the HUMS usage data 
• Replace the current CWC spectra with the newly generated HUMS spectra 
• Assess the component CRTs 

During this methodology development stage, it is important to validate and verify the new 
method by comparing the result against the values from the existing method; in this instance, it is 
required to compare CRTs between HUMS and CWC usage spectra. 
 
When the CRT adjustment is for the group or fleet aircraft, another step is required to obtain a 
CRT that can represent the multiple aircraft belonging to the group or fleet. This process is 
somewhat involved and described toward the end of this section. Figure H-44 shows a general 
block diagram for the assessment of the revised CRT using HUMS based on the proposed 
reliability-based methodology, in which the input and output parts are modified from that which 
is shown in figure H-41. 
 

 

Figure H-44. Block diagram for a reliability-based CRT assessment using HUMS spectra 
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The following are the two sets of HUMS data currently available to TDA for this methodology 
development effort: 
 
• First HUMS Data Set 

 
− Medium-size utility helicopter model 
− HUMS data available from four aircraft 
− Total of 3,350 HUMS flight hours 
 

• Second HUMS Data Set 
 

− A derivative model of the first aircraft type 
− HUMS data available from 64 aircraft 
− Total of 8,800 HUMS flight hours 

 
The second HUMS set provided HUMS operational usage data collected from a fairly large 
number of aircraft, and, therefore, enabled study of the approach to adjust CRTs for a group or 
fleet of aircraft. Note that, in this second case study, the HUMS data were from the 64 derivative 
model aircraft, but the remaining information of loads and strength were for the first aircraft 
model. Therefore, the end results of the analysis do not accurately represent the second model 
aircraft; instead, it demonstrates the trend and process for the CRT adjustment. 

H.4.3  GENERATION OF OPERATIONAL USAGE SPECTRUM FROM HUMS DATA 

Generally, an operational usage spectrum consists of maneuver regimes and occurrences of 
events such as takeoffs, landings, and GAGs. The eventual load cycles, therefore, are defined by 
the duration of individual maneuvers and number of occurrences of each event. 
 
Figure H-45 shows the distribution of regime durations measured and indicates a large scatter of 
duration in each regime. The deterministic model in the Legacy Method has a limitation of 
reflecting this tendency of large scatter in the regime duration. The same tendency can be seen 
regarding the number of landings. Figures H-46 and H-47 show a variability in the number of 
landings over time for the four example aircraft and total landings of a 64-aircraft fleet, 
respectively. The red dash line represents the design landing rate of four per hour. Figure H-47 
indicates that this landing rate is fairly conservative. 
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Figure H-45. Example distribution of maneuver regimes durations 

 

 

Figure H-46. Example trend of cumulative number of landings 
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Figure H-47. Example trend of total number of landings 

When HUMS is installed, accurate operational usage data can be collected and used to generate 
updated usage spectra, which can replace the conservative CWC usage spectra used in the 
Legacy Method. 

H.4.4  FIRST HUMS CASE STUDY – 4 AIRCRAFT 

Using the available HUMS data set from the four medium-size utility helicopters, as described as 
the first HUMS data set, operational usage spectra for individual aircraft and for the fleet of four 
aircraft using the merged HUMS data were developed. These spectra were used to investigate 
various essential aspects and address the issues of the proposed reliability-based CRT assessment 
methodology. 

H.4.4.1  Generation of HUMS Usage Spectrum 

HUMS monitors and records essential flight parameters, as shown in table H-4. Using these 
parameters, an RRA can be developed to identify actual regimes flown, their durations, and 
occurrences of other events such as takeoffs and landings. At that point, an accurate flight usage 
spectrum for each individual aircraft or fleet can be generated from this RRA output, which can 
be used for the updated CRT assessment. 
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Table H-4. Example of flight parameters for HUMS 

# Flight Parameters 

 

# Flight Parameters 
1 Flight Number 20 Pedal Position 
2 Real Time (Seconds) 21 Collective Stick Rate 
3 Weight on Wheels 22 Longitudinal Stick Rate 
4 Airspeed 23 Lateral Stick Rate 
5 Roll Attitude 24 Pedal Rate 
6 Vertical Load Factor 25 Pitch Attitude 
7 Engine #1 Torque 26 Heading 
8 Engine #2 Torque 27 Roll Rate 
9 Pitch Rate 28 Radar Altitude 

10 Yaw Rate 29 GPS Longitudinal Velocity 
11 Vertical Velocity 30 GPS Lateral Velocity 
12 Pressure Altitude 31 GPS Vertical Velocity 
13 Outside Air Temperature 32 Doppler Drift Velocity 
15 Rotor Speed 33 Doppler Heading Velocity 
15 Lateral Acceleration 34 Doppler Vertical Velocity 
16 Longitudinal Acceleration 35 Main Rotor Torque 
17 Collective Stick Position 36 Side Slip 
18 Longitudinal Stick Position 37 Total Engine Torque 
19 Lateral Stick Position   

 
Usually, regime mapping is required between regimes from RRA and fatigue damage tables, as 
described in section H.3.7. In addition, certain mitigations are required for the limitation of 
HUMS data and RRA, such as the data quality control, gap-filling, and unidentified regimes, 
which are described in appendix G. 
 
Generally, because objectives of RRA are not limited to the fatigue damage calculation, 
definitions and the number of regimes in the RRA output are different from the ones defined in 
the fatigue damage table. Therefore, a regime mapping process is required after processing the 
RRA. In the first HUMS data set case, 335 distinct flight conditions were identified by the RRA 
developed by TDA based on the 37 parameter data recorded in HUMS. These flight conditions 
were mapped to the regimes defined in the damage rate table, as shown in table H-1.  
 
The HUMS data from the four aircraft were merged into one data set to create a 100-hour block 
spectra. Figure H-48 compares regime load cycles between HUMS and CWC spectra for aircraft 
#1 and the spectra from the HUMS data for all four aircraft, where the horizontal line at the 1.0 
ratio of cycles represents the CWC load cycle. 
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Figure H-48. Comparison of regime cycles (HUMS vs. CWC Spectra) 

As figure H-48 shows, actual aircraft usage spectra from HUMS show a large percentage of  
non-damaging regimes, such as 6-Taxiing, 7-Hover, 15-0.5Vh Level Flt, 23-L. Sideslip, and  
53-Auto Pull-out, whereas other damaging regimes show below the CWC values. In other words, 
in the CWC spectrum, a large percentage of flight time is intentionally assigned to the damaging 
regimes at the expense of other non-damaging regimes to make the spectrum conservative. 

H.4.4.2  Comparison of Reliability-Based CRTs: HUMS vs. CWC 

Using the developed aircraft usage spectra from the HUMS data, corresponding CRTs of the 
three components were calculated for individual aircraft and for all aircraft for which the four 
HUMS data were merged. All of the CRTs shown in table H-5 have a reliability level of six-9s. 
As explained earlier, one-nine reliability of usage credit was added to the CWC reliability to 
make it six-9s without any statistical analysis. 
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Table H-5. Comparison of CRTs (HUMS vs. CWC spectra) 

 

Legacy Reliability Based 

CWC CWC 

HUMS 
All 

Aircraft A/C #1 A/C #2 A/C #3 A/C #4 

Reliability 
(Number 
of 9’s) 

Total 6 6 6 6 6 6 6 
Strength 3 5.3 6.3 6.3 6.3 6.3 6.3 
Loads 2 5.3 6.3 6.3 6.3 6.3 6.3 
Usage 1 1 - - - - - 

Fatigue 
Life 
(Hours) 

MR Rotating 
Swashplate 10,011 20,594 33,920 36,337 33,427 31,222 35,698 

MR Pitch 
Control Horn 11,027 9,369 15,538 16,691 14,880 14,588 16,127 

MR Shaft 25,000 93,449 168,927 187,940 197,110 133,408 191,997 
 
Note that for all HUMS spectra, when their fatigue damages were calculated using the 
probabilistic model, a 6.3-9s reliability level was required for loads and strength to make their 
final reliability level equal to six-9s, and there was no entry of additional reliability credit from 
usage because the HUMS usage was considered exact. 
 
In figure H-49, CRTs between the HUMS and CWC spectra are compared and substantial 
variations in the reliability-based CRTs with HUMS usage are observed between aircraft. 
 

 

Figure H-49. Comparison of CRTs (HUMS vs. CWC spectra) 
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In table H-6 and figure H-50, reliability-based CRTs from HUMS usage spectra were normalized 
by the reliability-based CRT from the CWC spectra. It was observed that the HUMS usage 
increased CRTs by a maximum average of 81% and up to a maximum of 111% individually 
compared to the CWC usage. The NASA/Bell study in 1996 reported that the HUMS usage 
increased the CRTs by an average of 136% [16]. 
 

Table H-6. Comparison of HUMS CRTs (normalized by the CWC CRTs) 

 

Reliability Based 

CWC 
(Baseline) 

HUMS 
All 

Aircraft A/C #1 A/C #2 A/C #3 A/C #4 

Reliability 
(Number 
of 9’s) 

Total 6 6 6 6 6 6 
Strength 5.3 6.3 6.3 6.3 6.3 6.3 
Loads 5.3 6.3 6.3 6.3 6.3 6.3 
Usage 1 - - - - - 

Fatigue 
Life Ratio 
(Hours) 

MR Rotating 
Swashplate 1.00 1.65 1.76 1.62 1.51 1.73 

MR Pitch 
Control Horn 1.00 1.66 1.78 1.59 1.56 1.72 

MR Shaft 1.00 1.81 2.01 2.11 1.43 2.05 
 

 

Figure H-50. Comparison of HUMS CRTs (normalized by the CWC CRTs) 
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In figure H-51, CRTs from HUMS spectra were plotted against their corresponding flight hours. 
It shows that the CRT ratio between the individual aircraft HUMS and the CWC are scattered 
between 1.4–2.2, and no particular trends are observed with respect to the HUMS flight hours 
from the limited number of aircraft (i.e., four). 
 

 

Figure H-51. Trends of HUMS CRTs (normalized by the CWC CRTs) 
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Figure H-52. Comparison of regime damages for aircraft #1 – MR rotating swashplate 

 

Figure H-53. Comparison of regime damages for aircraft #1 – pitch control horn 
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Figure H-54. Comparison of regime damages for aircraft #1 – MR shaft 

All three figures show that there are several regimes showing substantial differences in their 
damages between the Legacy Method and the reliability-based method. “All-or-No” damage 
situations happen for the regimes with their TOS load levels close to the reduced endurance limit 
in the deterministic Legacy approach, with details and explanations in section H.3.7. 

H.4.4.4  Breakdown of Sources in CRT Changes 

As stated in section H.1, considering the complexity of the reliability-related issue of using 
HUMS for UBM credit, it was tackled in two phases to separate the probability modeling of the 
fatigue methodology for the material strength and flight loads from the reliability issue arising by 
introducing HUMS usage data in the fatigue life assessment process. This two-phase approach 
makes it possible to identify the sources that resulted in the differences of assessed CRTs and 
their reliability levels. Understanding what causes changes in a component’s life and its 
reliability level will help to make better decisions when using HUMS and improve future 
methodology. 
 
The CRTs shown in table H-6 were normalized by the Legacy CRTs to identify the sources of 
changes in life, as shown in table H-7; it can be seen that the probability modeling increased the 
CRT of the MR Shaft by 274%, while also decreasing the CRT of the Pitch Control Horn by 
15%. This increase or decrease in CRTs, shown in blue in the table, were only due to the 
probabilistic modeling of the flight loads and fatigue strength and had nothing to do with the use 
of HUMS data because the same CWC spectra were used for the CRT assessment in both the 
Legacy Method and the reliability-based method, as explained in detail in section H.3. 

0.00000

0.00025

0.00050

0.00075

0.00100

0.00125

0.00150

0.00175

0.00200

0.00225

0.00250

0.00275

0.00300

1 3 5 7 9 11 13 15 17 19 21 23 25 27 29 31 33 35 37 39 41 43 45 47 49 51 53 55 57

Da
m

ag
es

/1
00

 H
rs

Regime ID

Comparison of Regime Damages                                                        
(HUMS vs. CWC)                                                                                         

(MR Shaft)

CWC (Legacy)
CWC (Reliability Based)
A/C #1 (Reliability Based)

H-66 



 

Table H-7. Sources for the % change in CRTs (legacy CRTs are the baseline lives) 

Components 

CRT Change % 

Prob. 
Modeling 

HUMS 
All Aircraft A/C #1 A/C #2 A/C #3 A/C #4 

MR Rotating Swashplate 106 65 76 62 51 73 
MR Pitch Control Horn -15 66 78 59 56 72 
MR Shaft 274 81 101 111 43 105 
 
Table H-7 also shows that the use of HUMS changed assessed CRTs by the minimum of 51% to 
the maximum of 111%, relatively smaller than those of the probability modeling. Here, the 
percentage of CRT changes in red represents the changes of reliability-based CRTs of HUMS 
spectra from the reliability-based CRTs of CWC spectra. This confirms the earlier finding that 
the probabilistic modeling could be a major source of change in the component life  
estimation [6]. 
 
Histograms in figure H-55 show the comparison of percentage change in CRTs between aircraft 
and the “all-aircraft,” in which all the HUMS data were merged. The blue colored portions are 
from the probability modeling, which are constant for the same component. The red colored 
portions are from the HUMS. These percentage changes are summarized in table H-8 and figure 
H-56. They indicate the variability of CRTs between aircraft caused by using HUMS usage data 
is fairly substantial and using HUMS will, in general, add life. 
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Figure H-55. Comparison of % change in CRTs 
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Table H-8. Summary of % change in CRTs (legacy CRTs are the baseline lives) 

 CRT Change % 
Source of Changes ->> Prob. Modeling HUMS Total 
Low End -15 43 28 
High End 274 111 385 
Average 121 74 196 

 

 

Figure H-56. Summary of % change in CRTs 

H.4.5  SECOND HUMS CASE STUDY - LARGER FLEET SIZE 

The first case of HUMS dataset from the four aircraft provided extensive and detailed 
information for the reliability-based CRT assessment, as described above. However, with the 
limitation of fleet size, it was required to study another case which has a bigger fleet size, such 
that the trending of CRTs and fleet CRT adjustment methodology could be reliably investigated. 
This section describes the analysis results of reliability-based CRT assessment using the second 
HUMS data set with a much larger fleet size of 64 aircraft. 
 
It is important to emphasize again that the HUMS data used here were from the 64 derivative 
model aircraft that were similar to, but not the same as, the first model. Therefore, the end results 
of the analysis did not accurately represent the second model aircraft; instead, they demonstrate 
the trend and process for the CRT adjustment, even though the information of loads and strength 
were the same as the first aircraft model. 

-50

0

50

100

150

200

250

300

350

400

450

500

Low End High End Average

CR
T 

Ch
an

ge
 (%

)

Source of CRT Changes                                                        
(3 Components from 4 A/C)

HUMS

Probability Modeling

H-69 



 

H.4.5.1  Trends of Component Lives 

The same process of the reliability-based CRT assessment methodology used for the first case 
above was repeated to calculate the CRTs of individual aircraft using the HUMS data collected 
from the much larger fleet size of 64 aircraft. 
 
First, HUMS data were processed using the RRA developed specifically by TDA for this model 
aircraft. Then, the same spectrum generation process was followed to generate operational usage 
spectrum of each aircraft. Finally, using these usage spectra, CRTs for the same three 
components of individual 64 aircraft were calculated using the reliability-based CRT assessment 
methodology. 
 
Figures H-57–H-59 show the trends of CRTs along the accumulated flight hours, in which the 
dashed red lines represent CRTs from the CWC spectra of the original aircraft as references. The 
CRT trends shown in the three figures suggest that 150–200 flight hours are required as a 
minimum for the CRTs to become stable. Therefore, in the subsequent analysis of determining 
the representative CRT for a fleet-wide CRT adjustment with the limited available HUMS 
database, the 150 HUMS hours were used as a cutoff for flight hours. However, it is 
recommended that a minimum of 1000 flight hours per aircraft be collected to establish a  
fleet-wide CRT with a high level of confidence when using the reliability-based CRT assessment 
methodology. 
 

 

Figure H-57. Trend of CRTs – MR rotating swashplate 
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Figure H-58. Trend of CRTs – MR pitch control horn 

 

 

Figure H-59. Trend of CRTs – MR shaft 
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spectra). An additional mission profile study of the HUMS data revealed that this derivative 
model aircraft had far more occurrences and accumulated durations of bank turn maneuvers 
compared to the original model aircraft (see figure H-60). 
 

 

Figure H-60. Ratio of bank turns (HUMS vs. CWC Spectra) 

This high rate of bank turn maneuvers has caused an accumulation of excessive damages on the 
two dynamic components sensitive to the bank turn maneuvers. 
 
On the contrary, for the MR Shaft case, the assessed CRTs are still much higher than the CWC 
CRT (see figure 59). This is because the bank turns do not damage the MR Shaft, as shown in 
figure H-61, which indicates that the load levels of bank turns are not high enough to overlap the 
fatigue strength distributions. 
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Figure H-61. Joint probability of turn maneuvers and strength – MR shaft 

H.4.6  THE CRT ADJUSTMENT FOR FLEET AIRCRAFT 

The assessed CRTs for individual aircraft described above can be used to adjust the retirement 
time of each aircraft. However, when CRTs for a group or fleet of aircraft are to be adjusted, a 
one-time or periodic CRT adjustment based on HUMS data, a suitable representative CRT which 
meets the required reliability level, is required. The survivability curve based on the  
reliability-based CRTs of individual aircraft belonging to the group or fleet may be the first 
approach that can provide the basis for this CRT adjustment. The extreme value theory (EVT) 
can handle the limited sample size and could be used as a more elaborate method to obtain the 
basis for the CRT adjustment. These two approaches are described in this section. 
 
As mentioned earlier, individual CRTs with a minimum of 150 HUMS hours were used to 
generate the survival curve; the CRTs from lesser HUMS hours may not be stable enough to 
represent the group or fleet of aircraft (i.e., there are possibilities that a few occasions of odd 
maneuvers may drive fatigue damage to the extreme). 

H.4.6.1  Fleet CRT Adjustment Using Survivability Curve 

The survivability curve can be obtained from the distribution of CRTs from individual aircraft, 
and it may be used for the basis of fleet CRT adjustment. Because each CRT that is calculated 
with the six-9s reliability is located at the extreme left side tail of the distribution and the 
standard distribution model has limitations to accurately model minima/maxima at tails, caution 
may be required to use the result to adjust fleet CRT. Figure H-62 shows an example of the 
survival curve of the MR Rotating Swashplate constructed using the probability distribution 
curve of the selected CRTs from the 64 aircraft shown in figure H-57. 
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Figure H-62. Component survival curve – MR rotating swashplate 

A representative CRT for the CRT adjustment of group or fleet of aircraft can be selected by 
choosing a point on the survival curve corresponding to certain criteria (e.g., the point at the 90% 
reliability level or the point of the minimum CRT value among the group or fleet aircraft). The 
vertical dashed red line represents the minimum CRT value among the selected aircraft. 
 
Note that each CRT data point for the selected individual aircraft already met the six-9s 
reliability requirement by the high joint reliabilities of loads and strength (see table H-5); a 
selected reliability level from this survival curve will be an addition to the six-9s reliability. If 
the CRT at the 90% reliability point on the survival curve is selected, the final fleet reliability 
will depend on how many data points are below this 90% CRT point and the size of the fleet. 
 
Figure H-63 shows the probability distribution curve of the MR Rotating Swashplate for IAT 
data. 

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

1.1

1.2

0 5000 10000 15000 20000 25000 30000

Re
lia

bi
lit

y

CRT (Hours)

Component Survival Curve Based on IAT CRT Data                                           
MR Rotating Swashplate

Survivability Curve

Minimum CRT

H-74 



 

 

Figure H-63. Probability distribution curve of component life – MR rotating swashplate 

H.4.6.2  Incorporation of Confidence in the Fleet CRT Adjustment 

The same Student T-Test method described in section H.3.9 can be implemented in the selection 
of the representative CRT value for the adjustment of group or fleet aircraft to take account of a 
limited sample size effect and incorporate the confidence level. 
 
Figures H-64–H-66 show the revised component survival curves with the minimum CRT lines 
(dashed red vertical lines) and CRT lines of 90% reliability level (dashed green vertical lines). 
The dashed blue lines are the original component survival curves before the T-Test adjustment. 
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Figure H-64. Component survival curve after the T-Test  
adjustment – MR rotating swashplate 

 

Figure H-65. Component survival curve after the T-Test  
adjustment – MR pitch control horn 
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Figure H-66. Component survival curve after the T-Test adjustment – MR shaft 

Note that the high rate of bank turn maneuvers causes the CRT selected for the Pitch Control 
Horn to become less than 5000 hours. 

H.4.6.3  Fleet CRT Adjustment Using EVT 

In using a survival curve with the T-test methodology to incorporate the required confidence 
level in the fleet CRT adjustment, the reliability level of the adjusted fleet CRT depends on the 
number of data points below the CRT value selected with the chosen confidence level, such as 
the 90% in the example case above, and size of the fleet. Because the standard distribution 
approach has limitations to accurately model minima/maxima at tails in which CRTs of 
individual aircraft calculated with the six-9s reliability are located, it requires additional effort to 
determine the actual reliability level of the adjusted fleet CRT. Figure H-67 shows left tail sides 
of a few selected cumulative density function curves and fleet CRTs. 
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Figure H-67. Example curves of cumulative distribution functions with CRTs of selected 
aircraft shown at extreme left-side tails 

There is a more elaborate methodology called EVT, which can handle the limited number of 
CRT sample sizes and provides better modeling of possible bias at the tails of distribution curves 
[17]. The applicability of this method to develop a representative CRT for the fleet-wide CRT 
adjustment is studied and described below. 
 
The EVT provides a firm theoretical foundation on which statistical models describing extreme 
events can be built. The focus of EVT is to assess the behavior of the tails of distribution, 
providing a modeling tool for a risk management of rare events. When modeling the maxima (or 
minima) of a random variable, EVT plays the same fundamental role the Central Limit Theorem 
plays when modeling sums of random variables. In both cases, the theory tells us what the 
limiting distributions are [18]. Figure H-68 shows the unknown distribution function F of a 
random variable X (fleet CRT in this case). Estimating the distribution function Fu of values of x 
above a certain threshold u is needed in this case. 
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Figure H-68. Distribution function F and conditional distribution function Fu [18] 

The distribution function Fu is called the conditional excess distribution function (CEDF) and is 
defined as: 
 
 𝐹𝑢(𝑦) = 𝑃(𝑋 − 𝑢 ≤ 𝑦|𝑋 > 𝑢), 0 ≤ 𝑦 ≤ 𝑥𝐹 − 𝑢 (H-13) 
 
The realization of the random variable X lies mainly between 0 and u, and, therefore, the 
estimation of F in this interval generally poses no problem. The estimation of the portion Fu, 
however, may be difficult, because there are few observations in this extreme area. The EVT 
provides a powerful result regarding the CEDF, as stated in the following theorem by Pickands 
[19] and Balkema and de Haan [20]: 
 

For a large class of underlying distribution functions F, the CEDF Fu(y), for u 
large, is well approximated by 
 

Fu(y) ≈ Gξ,σ(y),  u → ∞     
 

where 

  
for y ϵ [0, (xF – u)] if ξ ≥ 0 and y ϵ [0, -σ/ξ] if ξ < 0. Gξ,σ is the so-called 
generalized Pareto distribution (GPD), where ξ is the shape paramenter or tail 
index and σ is the scaling parameter. 

 
This generalized Pareto distribution (GPD) is used to find a fleet CRT with an appropriate level 
of reliability (six-9s). Figure H-69 shows the GPD curve with the sample data points 
representing CRTs of the MR Rotating Swashplate for individual aircraft. Figure H-70 compares 
the CRTs of the swashplate of individual aircraft with the calculated fleet CRTs from the two 
approaches described above. The two fleet CRTs are very close to each other. Table H-9 
compares the adjusted fleet CRTs for the selected three components from various approaches 
described above. 
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Figure H-69. The GPD curve for MR rotating swashplate 

 

Figure H-70. Aircraft CRTs with adjusted fleet CRTs for the MR rotating swashplate 
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Table H-9. Comparison of adjusted fleet CRTs for the selected components 

Approach 
Component CRT’s (Hrs) 

MR Rotating 
Swashplate 

MR Pitch 
Control Horn 

MR 
Shaft 

CWC CRT 20,594 9369 93,449 
Minimum CRT 10,177 4811 241,996 
Weibull Distribution @ 90% 9492 4474 178,684 
EVT 9664 4495 161,657 

H.4.7  SUMMARY OF THE RELIABILITY-BASED CRT ASSESSMENT USING HUMS 

After the development of the probabilistic fatigue damage model using the joint probability of 
fatigue strength and flight loads, the updated operational usage spectra were constructed using 
the recorded HUMS data to assess the retirement times of three helicopter dynamic components. 
 
The RRAs developed by TDA for the specific helicopter models were used in the process to 
identify flown maneuver regimes. 
 
The reliability-based CRTs for two derivative aircraft models were calculated and studied: one 
had a small number of four aircraft with HUMS installed, whereas the other had a large pool of 
64 aircraft with HUMS. 
 
Detail analyses show that the probability modeling could result in a large percentage change in 
assessed CRTs, whereas the revised usage spectra—by using HUMS data—could also cause 
substantial changes in CRTs, but to a lesser degree. Substantial variations were observed 
between CRTs of individual aircraft and aircraft models depending on their operational usages. 
 
A survivability curve based on the reliability-based CRTs from a large fleet size of 64 aircraft 
was developed and used to obtain a representative CRT for a one-time or periodic CRT 
adjustment of a group or fleet of aircraft. The Student T-Test adjustment method was also 
implemented to take account of the sample size effect and incorporate a confidence level in the 
process. 
 
The more advanced EVT methodology, which can handle the limited CRT sample size and 
provides better modeling of possible bias at the tails of distribution curve, was studied to 
investigate its applicability for the fleet-wide CRT adjustment. 
 
The calculated CRTs for the fleet-wide CRT adjustment from the two approaches were found to 
be fairly close; however, it is recommended to use the EVT approach, which could accurately 
relate the adjusted fleet-wide CRT with its required reliability level. 

H.5  CONCLUSIONS AND RECOMMENDATIONS 

This two-phase study has demonstrated that the proposed method of reliability-based fatigue life 
assessment provides accurate reliability trends and CRTs and enables utilization of HUMS usage 
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data with the required reliability level of six-9s by overcoming the limitation of the deterministic 
approach of the Legacy Method in accurately quantifying the reliability of conservatively 
measured CRTs. 
 
This proposed method is practical enough to use in the field when required data are available. 

H.6  FUTURE WORK 

The reliability method proposed in this appendix is not complete. However, it demonstrates the 
capability of accurately predicting component lives and reliability levels associated with them 
using probabilistic modeling. Further V&V of the methodology are required by other experts in 
the field. 
 
There are some other items to be discussed and studied for further improvement of the 
methodology in the near future. Some of them include: 
 

• Comparison of assessed CRTs against the actual maintenance data for further V&V of 
the methodology 

• Further study on the implementation of the Student T-Test adjustment to handle small 
sample sizes, including the establishment of a standard confidence level and 
incorporation of the error bound of STD 

• Sensitivity study on the volume of HUMS data 

The regime loads commonly used in the CRT assessment could still be substantially conservative 
because of the use of a maximum vibratory load within the regime cyclic loads measured. 
Therefore, in the long run, it is necessary to study the effect of cycle-by-cycle loads on the 
component fatigue life by implementing Direct Loads Monitoring to the reliability model. 
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I.1  INTRODUCTION 

This appendix represents a continuation of previous work conducted in the processing of health 
and usage monitoring system (HUMS) data generated using onboard regime recognition (ORR). 
In appendix D, a batch process was designed to analyze HUMS data from an archive and 
calculate updated component retirement times (CRTs) based on recorded aircraft usage and 
resulting fatigue damage. 
 
Technical Data Analysis, Inc. (TDA) designed and tested the batch process originally using three 
HUMS raw data files (RDFs), each from a different military utility helicopter. These aircraft 
used the Goodrich Integrated Vehicle Health Management System (IVHMS) with ORR. During 
this analysis, TDA received more data with which to complete development. The sample archive 
grew to include 11 aircraft, in total, encompassing over 612 hours of rotor turn time. More 
recently, TDA also received HUMS usage data for a commercial helicopter fleet including 27 
aircraft representing an over 10-month period. Analysis results for these civil helicopters are also 
included in this report. 
 
The inclusion of multiple flights per aircraft allowed for error checking and improvement of the 
processing algorithms. Similarly, the large amount of data allowed TDA to explore the 
implications for individual aircraft tracking (IAT), in which individual serialized component 
lives may be updated on a flight-by-flight basis. 
 
Section I.2 describes the related analysis results of HUMS usage data for the military helicopters. 
Section I.5 describes the results for the civilian helicopter fleet. 

I.2  THE HUMS USAGE DATA PROCESS FOR MILITARY HELICOPTERS 

As discussed in appendix D, TDA was supplied with raw HUMS data from a set of military 
utility helicopters using the Goodrich IVHMS system. The overall archive contained flight data 
from 11 aircraft totaling 612 hours of rotor-turn time. This data was used in TDA’s batch process 
to complete the fatigue damage assessment of sample dynamic components. It is important to 
note that because TDA did not have access to the original equipment manufacturer (OEM) 
design damage table for these aircraft, the calculation presented here was completed using a 
notional damage table. The values presented herein should not be assumed to be actual 
assessments of this example fleet; instead, they are simply intended to highlight steps of the  
end-to-end process, per Advisory Circular 29-2C MG-15 [1]. 

I.3  REGIME SPECTRUM DEVELOPMENT FOR MILITARY HELICOPTERS 

The batch process described in appendix D used the Goodrich Mechanical Diagnostics Analysis 
Toolkit program to decrypt and extract the RDFs to a My Structured Query Language (MySQL) 
database, after which Microsoft® Excel® spreadsheets were used to query the database and 
develop the usage spectra. As discussed in appendix D, the spreadsheet is capable of 
summarizing regime sequences and spectra from individual flights, individual tail numbers, or 
the entire archive. 
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During the initial analysis, the three tail numbers each had only one flight associated with them. 
In the course of that analysis, the data management was a relatively simple task. However, when 
the archive was expanded to include eight more aircraft, with dozens of flights each, the 
processing algorithms were more thoroughly exercised. During the present analysis, it was 
discovered that two of the MySQL database queries were structured improperly within the batch 
process, which caused errors. First, the accumulated regime times were being summed 
improperly and only one flight’s worth of data was being reported per tail number. Second, the 
gross weight (GW) prorates were not correctly referenced within the Excel spreadsheet, which 
prevented the identification of high GW regimes. These errors did not affect the appendix D 
analysis because each aircraft had only one flight in the low GW prorate band. However, when 
multiple flights per aircraft were included, the errors became apparent. The database queries 
were corrected and the batch process reinitialized. 
 
The representative fleet-wide regime usage spectrum is presented in table I-1. This includes all 
11 aircraft. The GW bands as identified by the GW prorate values are as follows: 
 
1) 0 lb < GW < 13,000 lb 
2) 13,000 lb < GW < 17,000 lb 
3) 17,000 lb < GW < 20,250 lb 
4) 20,250 lb < GW < 22,000 lb 
5) 22,000 lb < GW < 24,500 lb 
6) 24,500 lb < GW < 99,999 lb 

Table I-1. Summary regime data from onboard regime recognition algorithm 

Regime 
Number Regime Names 

GW 
Prorate 

Total 
Time 
(sec) 

% Time 
per 

Regime 
1 Power On Aircraft, Rotors Not Turning 1 794  

1 Power On Aircraft, Rotors Not Turning 2 268,837  

1 Power On Aircraft, Rotors Not Turning 3 98,487  

1 Power On Aircraft, Rotors Not Turning 4 364  

2 Power On Aircraft, Rotors Turning, Taxi or Stationary 1 486 0.0% 

2 Power On Aircraft, Rotors Turning, Taxi or Stationary 2 594,825 27.0% 

2 Power On Aircraft, Rotors Turning, Taxi or Stationary 3 174,967 7.9% 

2 Power On Aircraft, Rotors Turning, Taxi or Stationary 4 831 0.0% 

3 Left Taxi Turn 2 6707 0.3% 

3 Left Taxi Turn 3 2096 0.1% 

3 Left Taxi Turn 4 33 0.0% 

4 Right Taxi Turn 2 10,202 0.5% 

4 Right Taxi Turn 3 1888 0.1% 
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Table I-1. Summary regime data from onboard regime recognition algorithm (continued) 

Regime 
Number Regime Names 

GW 
Prorate 

Total 
Time 
(sec) 

% Time 
per 

Regime 
4 Right Taxi Turn 4 13 0.0% 

5 Takeoff 2 12,391 0.6% 

5 Takeoff 3 2227 0.1% 

5 Takeoff 4 13 0.0% 

6 Landing 2 11958 0.5% 

6 Landing 3 1590 0.1% 

6 Landing 4 6 0.0% 

7 IGE Hover 2 56,249 2.6% 

7 IGE Hover 3 4329 0.2% 

7 IGE Hover 4 45 0.0% 

8 OGE Hover 2 6253 0.3% 

8 OGE Hover 3 713 0.0% 

9 Forward Flight to 0.3 VH 2 20,351 0.9% 

9 Forward Flight to 0.3 VH 3 2638 0.1% 

9 Forward Flight to 0.3 VH 4 5 0.0% 

10 Right Sideward Flight 2 30,866 1.4% 

10 Right Sideward Flight 3 3516 0.2% 

10 Right Sideward Flight 4 10 0.0% 

11 Left Sideward Flight 2 4855 0.2% 

11 Left Sideward Flight 3 575 0.0% 

12 Rearward Flight 2 47,283 2.1% 

12 Rearward Flight 3 3605 0.2% 

12 Rearward Flight 4 3 0.0% 

13 Left Hover Turn 2 5493 0.2% 

13 Left Hover Turn 3 622 0.0% 

13 Left Hover Turn 4 6 0.0% 

14 Right Hover Turn 2 3493 0.2% 

14 Right Hover Turn 3 246 0.0% 

14 Right Hover Turn 4 1 0.0% 

16 Longitudinal Reversal in Hover 2 30 0.0% 
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Table I-1. Summary regime data from onboard regime recognition algorithm (continued) 

Regime 
Number Regime Names 

GW 
Prorate 

Total 
Time 
(sec) 

% Time 
per 

Regime 
16 Longitudinal Reversal in Hover 3 6 0.0% 

17 Lateral Reversal in Hover 2 31 0.0% 

17 Lateral Reversal in Hover 3 2 0.0% 

18 Level Flight up to 0.3 VH 2 1687 0.1% 

18 Level Flight up to 0.3 VH 3 335 0.0% 

18 Level Flight up to 0.3 VH 4 3 0.0% 

19 Level Flight between 0.3 VH and 0.4 VH 2 19,251 0.9% 

19 Level Flight between 0.3 VH and 0.4 VH 3 2627 0.1% 

19 Level Flight between 0.3 VH and 0.4 VH 4 11 0.0% 

20 Level Flight between 0.4 VH and 0.5 VH 2 33,396 1.5% 

20 Level Flight between 0.4 VH and 0.5 VH 3 4371 0.2% 

20 Level Flight between 0.4 VH and 0.5 VH 4 145 0.0% 

21 Level Flight between 0.5 VH and 0.6 VH 2 64,118 2.9% 

21 Level Flight between 0.5 VH and 0.6 VH 3 8321 0.4% 

21 Level Flight between 0.5 VH and 0.6 VH 4 1513 0.1% 

22 Level Flight between 0.6 VH and 0.7 VH 2 182,815 8.3% 

22 Level Flight between 0.6 VH and 0.7 VH 3 15,804 0.7% 

22 Level Flight between 0.6 VH and 0.7 VH 4 24 0.0% 

23 Level Flight between 0.7 VH and 0.8 VH 2 235,918 10.7% 

23 Level Flight between 0.7 VH and 0.8 VH 3 37,547 1.7% 

23 Level Flight between 0.7 VH and 0.8 VH 4 48 0.0% 

24 Level Flight between 0.8 VH and 0.9 VH 2 161,465 7.3% 

24 Level Flight between 0.8 VH and 0.9 VH 3 55,355 2.5% 

24 Level Flight between 0.8 VH and 0.9 VH 4 36 0.0% 

25 Level Flight between 0.9 VH and 1.0 VH 2 19,799 0.9% 

25 Level Flight between 0.9 VH and 1.0 VH 3 11,416 0.5% 

27 Lateral Reversal in Level Flight to 1.0 VH 2 25 0.0% 

28 Longitudinal Reversal in Level Flight to 1.0 VH 2 2 0.0% 

29 Left Sideslip in Level Flight 2 149 0.0% 

29 Left Sideslip in Level Flight 3 3 0.0% 
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Table I-1. Summary regime data from onboard regime recognition algorithm (continued) 

Regime 
Number Regime Names 

GW 
Prorate 

Total 
Time 
(sec) 

% Time 
per 

Regime 
30 Right Sideslip in Level Flight 2 229 0.0% 

30 Right Sideslip in Level Flight 3 16 0.0% 

31 Best Rate of Climb 2 53,292 2.4% 

31 Best Rate of Climb 3 11,793 0.5% 

31 Best Rate of Climb 4 5 0.0% 

32 Intermediate Power Climb 2 30 0.0% 

32 Intermediate Power Climb 3 23 0.0% 

34 Left Sideslip in Climb 2 8 0.0% 

34 Left Sideslip in Climb 3 1 0.0% 

35 Right Sideslip in Climb 2 6 0.0% 

36 Left Climbing Turn 2 6542 0.3% 

36 Left Climbing Turn 3 759 0.0% 

37 Right Climbing Turn 2 6610 0.3% 

37 Right Climbing Turn 3 867 0.0% 

38 Approach 2 554 0.0% 

38 Approach 3 107 0.0% 

39 Rough Approach 2 178 0.0% 

39 Rough Approach 3 3 0.0% 

40 Autorotation 2 1069 0.0% 

40 Autorotation 3 25 0.0% 

42 Autorotation with Right Sideslip 2 2 0.0% 

47 Partial Power Descent 2 47,979 2.2% 

47 Partial Power Descent 3 4888 0.2% 

49 Longitudinal Reversal in Partial Power Descent 2 1 0.0% 

50 Lateral Reversal in Partial Power Descent 2 2 0.0% 

51 Dive 2 33 0.0% 

51 Dive 3 7 0.0% 

55 30° AOB Level Left Turn, 10° to 35° AOB - Angle of Bank 2 2 40,883 1.9% 

55 30° AOB Level Left Turn, 10° to 35° AOB - Angle of Bank 2 3 7461 0.3% 

55 30° AOB Level Left Turn, 10° to 35° AOB - Angle of Bank 2 4 724 0.0% 

  

I-9 



 

Table I-1. Summary regime data from onboard regime recognition algorithm (continued) 

Regime 
Number Regime Names 

GW 
Prorate 

Total 
Time 
(sec) 

% Time 
per 

Regime 
56 45° AOB Level Left Turn, 35° to 50° AOB - Angle of Bank 3 2 808 0.0% 

56 45° AOB Level Left Turn, 35° to 50° AOB - Angle of Bank 3 3 108 0.0% 

57 60° AOB Level Left Turn, 50° to 65° AOB - Angle of Bank 4 2 15 0.0% 

57 60° AOB Level Left Turn, 50° to 65° AOB - Angle of Bank 4 3 10 0.0% 

59 30° AOB Level Right Turn, 10° to 35° AOB - Angle of Bank 2 2 38,620 1.8% 

59 30° AOB Level Right Turn, 10° to 35° AOB - Angle of Bank 2 3 2951 0.1% 

59 30° AOB Level Right Turn, 10° to 35° AOB - Angle of Bank 2 4 6 0.0% 

60 45° AOB Level Right Turn, 35° to 50° AOB - Angle of Bank 3 2 798 0.0% 

60 45° AOB Level Right Turn, 35° to 50° AOB - Angle of Bank 3 3 116 0.0% 

61 60° AOB Level Right Turn, 50° to 65° AOB - Angle of Bank 4 2 6 0.0% 

63 30° AOB Descending Left Turn, 10° to 35° AOB - Angle of Bank 2 2 2539 0.1% 

63 30° AOB Descending Left Turn, 10° to 35° AOB - Angle of Bank 2 3 210 0.0% 

64 45° AOB Descending Left Turn, 35° to 50° AOB - Angle of Bank 3 2 85 0.0% 

64 45° AOB Descending Left Turn, 35° to 50° AOB - Angle of Bank 3 3 1 0.0% 

65 60° AOB Descending Left Turn, 50° to 65° AOB - Angle of Bank 4 2 5 0.0% 

67 30° AOB Descending Right Turn, 10° to 35° AOB - Angle of Bank 2 2 2536 0.1% 

67 30° AOB Descending Right Turn, 10° to 35° AOB - Angle of Bank 2 3 214 0.0% 

68 45° AOB Descending Right Turn, 35° to 50° AOB - Angle of Bank 3 2 72 0.0% 

68 45° AOB Descending Right Turn, 35° to 50° AOB - Angle of Bank 3 3 6 0.0% 

71 Autorotation Left Turns 2 75 0.0% 

71 Autorotation Left Turns 3 3 0.0% 

72 Autorotation Right Turns 2 53 0.0% 

72 Autorotation Right Turns 3 5 0.0% 

73 Symmetrical Pullout to 1.2 VH, Up to 1.8 Gs - Load Factor 6 2 9143 0.4% 

73 Symmetrical Pullout to 1.2 VH, Up to 1.8 Gs - Load Factor 6 3 1716 0.1% 

73 Symmetrical Pullout to 1.2 VH, Up to 1.8 Gs - Load Factor 6 4 1 0.0% 

74 Symmetrical Pullout to 1.2 VH, 1.9 to 3.0 Gs - Load Factor 7 2 16 0.0% 

74 Symmetrical Pullout to 1.2 VH, 1.9 to 3.0 Gs - Load Factor 7 3 3 0.0% 

76 Left Rolling Pullout to 1.2 VH, Up to 1.8 Gs - Load Factor 6 2 941 0.0% 

76 Left Rolling Pullout to 1.2 VH, Up to 1.8 Gs - Load Factor 6 3 109 0.0% 
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Table I-1. Summary regime data from onboard regime recognition algorithm (continued) 

Regime 
Number Regime Names 

GW 
Prorate 

Total 
Time 
(sec) 

% Time 
per 

Regime 
76 Left Rolling Pullout to 1.2 VH, Up to 1.8 Gs - Load Factor 6 4 1 0.0% 

77 Left Rolling Pullout to 1.2 VH, 1.9 to 3.0 Gs - Load Factor 7 2 13 0.0% 

79 Right Rolling Pullout to 1.2 VH, Up to 1.8 Gs - Load Factor 6 2 745 0.0% 

79 Right Rolling Pullout to 1.2 VH, Up to 1.8 Gs - Load Factor 6 3 61 0.0% 

82 Pushover to 1.2 VH, 0.3 to 0.8 Gs - Load Factor 4 2 8814 0.4% 

82 Pushover to 1.2 VH, 0.3 to 0.8 Gs - Load Factor 4 3 1733 0.1% 

83 Pushover to 1.2 VH, 0.0 to 0.3 Gs - Load Factor 3 2 52 0.0% 

83 Pushover to 1.2 VH, 0.0 to 0.3 Gs - Load Factor 3 3 1 0.0% 

84 Pushover to 1.2 VH, 0.5 to 0.0 Gs - Load Factor 2 2 13 0.0% 

85 Dynamic Yaw 2 529 0.0% 

85 Dynamic Yaw 3 72 0.0% 

85 Dynamic Yaw 4 3 0.0% 

86 Other Maneuver 1, Left Climbing Turn Exceeding AOB Limits 2 30 0.0% 

87 Other Maneuver 2, Right Climbing Turn Exceeding AOB Limits 2 19 0.0% 

87 Other Maneuver 2, Right Climbing Turn Exceeding AOB Limits 3 1 0.0% 

88 Other Maneuver 3, Level Flight exceeding 1.0 VH 2 42 0.0% 

91 Right Turn Entry 2 10,130 0.5% 

91 Right Turn Entry 3 901 0.0% 

91 Right Turn Entry 4 7 0.0% 

92 Left Turn Entry 2 11,052 0.5% 

92 Left Turn Entry 3 1276 0.1% 

92 Left Turn Entry 4 130 0.0% 

93 Right Turn Recovery 2 10,070 0.5% 

93 Right Turn Recovery 3 981 0.0% 

93 Right Turn Recovery 4 8 0.0% 

94 Left Turn Recovery 2 10,667 0.5% 

94 Left Turn Recovery 3 1350 0.1% 

94 Left Turn Recovery 4 93 0.0% 

95 Unrecognized 2 21,740 1.0% 

95 Unrecognized 3 3667 0.2% 
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Table I-1. Summary regime data from onboard regime recognition algorithm (continued) 

Regime 
Number Regime Names 

GW 
Prorate 

Total 
Time 
(sec) 

% Time 
per 

Regime 
95 Unrecognized 4 25 0.0% 

96 Undetermined 1 2 0.0% 

96 Undetermined 2 2958 0.1% 

96 Undetermined 3 1221 0.1% 

55 - 58 Level Left Turns 2 18 0.0% 

55 - 58 Level Left Turns 3 1 0.0% 

59 - 62 Level Right Turns 2 27 0.0% 

59 - 62 Level Right Turns 3 3 0.0% 

63 - 66 Descending Left Turns 2 2 0.0% 

67 - 70 Descending Right Turns 2 4 0.0% 

73 - 75 Symmetrical Pull ups 2 129 0.0% 

73 - 75 Symmetrical Pull ups 3 43 0.0% 

76 - 78 Left Rolling Pull ups 2 10 0.0% 

79 - 81 Right Rolling Pull ups 2 3 0.0% 

79 - 81 Right Rolling Pull ups 4 1 0.0% 

82 - 84 Pushovers 2 231 0.0% 

82 - 84 Pushovers 3 67 0.0% 

 
Note the small number of regimes that report an unresolved prorate (i.e., “73–75 Symmetrical 
Pull ups”). These regimes require further processing to establish the proper regime in which to 
categorize their time. As discussed in appendix D, TDA conservatively applies the most severe 
prorate for these regimes. 
 
When comparing this new spectrum to the original spectrum generated in the appendix D 
analysis, there are stark differences. As mentioned previously, the sample size for that report was 
only three flights. It was also apparent in that analysis that the three flights represented benign 
usage. In incorporating more than 700 additional hours of fleet time, the average spectrum 
represents a wider array of mission and usage types. 

I.4  FATIGUE DAMAGE CALCULATION FOR MILITARY HELICOPTERS 

As with the prior analysis, once the regime spectrum from the HUMS regime recognition 
algorithm (RRA) is reported, it must be mapped to the OEM damage table regimes to enable 
fatigue damage calculations. This mapping process remains the same as described in appendix D. 
This includes the same assumptions of 600 ground-air-ground cycles per 100-hour block and 500 
droop-stop pounding events per 100-hour block. 
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TDA has enhanced the damage calculation in this batch process to include calculations of up to 
23 components, based on the notional damage tables that have been assumed. A summary of the 
CRTs based on the fleet-wide regime spectrum is presented in table I-2. 
 

Table I-2. The CRTs based on sample fleet HUMS data 

Component Name 
CWC-Based 

Life (Hrs) 
HUMS-Based 

Life (Hrs) 
Aft Bell Crank 12,987 13,412 
Aft Support Bridge 21,739 28,516 
Aft Walking Beam 10,989 11,469 
Composite Stabilator Wing Panel 1653 1707 
Composite Stabilator WtoP Lugs 2630 6683 
IDGB Main Rotor Shaft 5220 11,511 
IO Retention Plates 19,608 39,252 
Left Tie Rod 4454 13,495 
Main Gearbox Housing 3937 12,913 
Main Rotor Growth Spindle 8000 5502 
Main Rotor Hub 3103 3202 
Main Rotor Spindle 16,393 17,801 
Main Support Bridge 5464 16,637 
MR Bifilar 13,889 14,168 
MR Blade Bolts 20,000 22,381 
MR Cuff 8475 8752 
MR Expandable Pin 7042 12,445 
MR Horn to SA Bolts 10,753 25,540 
MR Pitch Control Horn 10,753 18,292 
MR Pushrod to Swash Bolts 9009 16,993 
MR Shaft Extender 4925 11,119 
TR S.N. Attachment Hardware 1818 2310 
TR Stationary to Rotating 32,258 33,313 

 
Note again that any fatigue lives or CRTs presented are the result of an assumed notional damage 
table and are not representative of actual fleet fatigue lives. This study is intended to highlight 
the process only and not to serve as a realistic fleet assessment. 
 
It is clear that this much larger sample size has generated more realistic CRT projections, as 
opposed to the appendix D analysis. Using the small sample size of three flights, the original 
projection of the spindle CRT was 125,313 hours. When using a significantly larger archive of 
usage data, the projected CRT becomes 17,801 hours. 
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As discussed in appendix C, operators and manufacturers may choose to implement  
HUMS-based fatigue lifing on an aircraft-by-aircraft, flight-by-flight basis. Appendix C 
describes the IAT program required for implementation. Within the context of an IAT, the 
damage calculation process described here is able to be used after each flight, with some 
adjustments. 
 
In that method, a database with the history of each serialized tracked component must be created. 
As the aircraft are flown, each HUMS RDF can be processed through the regime mapping and 
damage table algorithms to calculate the accrued fatigue damage for each component after each 
flight. The accumulated fatigue life expended for each component would then be tallied and 
updated continuously in the component history database. 
 
Table I-3 summarizes the damage calculation results of the 11 aircraft. For clarification, the final 
column presents the data as a ratio of HUMS-based life to the life derived from using the 
assumed composite worst case (CWC) spectrum, which is 16,393 hours for the spindle. 
 

Table I-3. HUMS-based CRTs of spindles on individual aircraft 

Tail 
Number 

Flight 
Time 

HUMS- 
Based CRT 

Ratio of 
HUMS/CWC Life 

A/C #1 3.3 hrs 36,088 2.20 
A/C #2 2.2 hrs 62,035 3.78 
A/C #3 1.6 hrs 47,483 2.90 
A/C #4 98.5 hrs 19,487 1.19 
A/C #5 103.5 hrs 16,460 1.00 
A/C #6 129.6 hrs 18,880 1.15 
A/C #7 101.6 hrs 14,154 0.86 
A/C #8 32.0 hrs 12,188 0.74 
A/C #9 47.6 hrs 27,412 1.67 
A/C #10 58.2 hrs 21,395 1.31 
A/C #11 33.6 hrs 18,741 1.14 

 
Figure I-1 demonstrates the effect of accumulated flight time on the overall representative 
average usage of the fleet. The figure displays the calculated HUMS-based life of the spindles 
for each tail number as a function of the accumulated flight time for that aircraft. Each data point 
represents a different aircraft. Data points to the right of the figure represent aircraft with more 
flight time. The three data points at the left represent the first three aircraft in the study, with 3.3, 
2.2, and 1.6 flight hours, respectively. As discussed previously, the usage is shown to be benign 
for those aircraft. 
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Figure I-1. HUMS-based spindle retirement times vs. aircraft flight hours 

It is important to recall the rigorous aircraft configuration management and serial number 
tracking required to implement this approach. Over the lifetime of these components, they may 
be removed from one aircraft and installed on another. The usage and damage history of the 
individual serialized component must be accurately attributed to parent aircraft over its lifetime. 
A central or Web-based aircraft configuration and serialized component database is required to 
accurately account for component movement, historical usage, and fatigue damage 
accumulation. A more detailed example of this type of analysis is given in appendix J. 
 
A further consideration when implementing this type of IAT are the issues of missing or lost 
HUMS data files. Appendix G addresses procedures the operator may use to gap-fill for flights 
with missing HUMS data. 

I.5  THE HUMS USAGE DATA PROCESS FOR COMMERCIAL HELICOPTERS 

As discussed in appendix D, TDA was supplied with HUMS usage data for a fleet of AW-139 
commercial helicopters operated by Era through General Electric (GE) Aviation during the later 
stage of the program. Era is one the major helicopter operators and uses a HUMS system and 
ground station (GS) software manufactured by GE Aviation for its AW-139 fleet aircraft. The 
HUMS data include usages of 27 aircraft for over a 10-month period. These HUMS data were 
analyzed for lifing of three selected dynamic components, and the results for these civil 
helicopters are described in this report. 

I.6  REGIME SPECTRUM DEVELOPMENT FOR COMMERCIAL HELICOPTERS 

The archived HUMS data package TDA received from Era has a total of 8825 flight hours of 
operational usage data for the 27 AW-139 fleet aircraft. This data package was in a 
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decompressed form and could be accessed using the GE Aviation GS that TDA also received 
from Era. More details of HUMS data processing for Era’s AW-139 aircraft can be found in 
appendix D. 
 
The GS developed by GE Aviation has many useful functions including mechanical diagnostics, 
review of individual flight data, grouping of flights during a period of time defined by user, and 
ORR. The output of the ORR function is the main data required for the lifing of safety critical 
components as a usage-based maintenance credit of HUMS. Unfortunately, this regime output is 
in the form of a graphical display and the GS does not have a provision to export the numerical 
data of the processed regime output. As an alternative approach, several databases related to the 
record of operational usages, including flight regimes for all fleet aircraft covering the entire 
time period given to TDA, were exported and processed in the Excel spreadsheet to reconstruct 
the regime usages of individual aircraft. Through this process, it was also possible to investigate 
potential errors in the flight records and the regime data recognized onboard (OB). Because the 
GS has the capability to process the regime data recognized OB (i.e., the capability of 
constructing a usage spectrum of individual aircraft), it is conceivable that the lifing process 
itself can be implemented in the GS in the future without much problem. 
 
The RRA installed in the AW-139 HUMS box identifies a total of 56 regimes including the 
anomalous flight condition (AFC, #56) as shown in figure I-2, in which the identified regimes 
for the aircraft number 4 are compared in their percentage times of 100-hour spectra. From the 
figure, it can be found that the operation of this aircraft, for a total 565 flight hours, has been 
mostly in ground operations, level flights, and climb/descent flight conditions, as can be 
expected from commercial helicopter operations. 
 

 

Figure I-2. Comparison of regime usages in % time for aircraft #4 (as an example) 

Figure I-3 compares the percentage time of an example regime of high-speed climb condition 
(CL2, #52) between aircraft. A substantial variation in this damaging flight condition can be seen 
between the fleet aircraft. 
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Figure I-3. Comparison of durations for the high-speed climb regime  
between fleet aircraft 

In the process of combining HUMS usage data from each aircraft to create an operational usage 
spectra, it was found that there were two issues in the recorded regime data. The first issue was 
related to the AFC regime, which showed signs of hysteresis (i.e., oscillation between low-speed 
flight conditions in short durations). This issue was mitigated by reassigning the regime to the 
pre- and post-AFC regime conditions. The second issue was for the high-speed pullout/pushover 
regime (CP2), which also showed signs of hysteresis, but this time it involved oscillation 
between high-speed flight conditions in short durations. This CP2-related problem was limited 
only to aircraft #10 and, therefore, it was suspected that a faulty sensor or sensors for speed or 
altimeter could be the source of the error. Because this regime is a highly damaging condition, it 
is important to identify the source of the problem to avoid undue high-fatigue damage to the 
aircraft parts. This issue was mitigated by reassigning the CP2 condition of this particular aircraft 
to the pre-CP2 condition when the duration was less than three seconds. 
 
The flight usage of each aircraft in percentage time of 100-hour blocks was combined with the 
events such as rotor turns or breaks, landings, and GAGs in terms of cycles per 100-hour block 
to create a representative operational usage spectrum of the aircraft. The list of regimes of this 
newly created usage spectrum was then mapped into the regime list for which the fatigue damage 
rate data were available. In figure I-4, the regime spectrum for all aircraft—which was created 
from all of the fleet HUMS data combined then mapped to the regime spectrum from the similar 
size military helicopter model used before—are compared with the CWC of this military 
helicopter model. It can be seen from the figure that the commercial helicopter fleet has much 
higher usage of ground operation and high-speed level flights in narrow speed range. The regime 
number 55 represents the droop stop/pounding and is not included in the regime list for the  
AW-139 HUMS box. 
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Figure I-4. Comparison of regime cycles between the fleet HUMS regime spectrum with the 
CWC regime spectrum 

I.7  FATIGUE DAMAGE CALCULATION FOR COMMERCIAL HELICOPTERS 

Regime spectra created to represent the operational usages of individual aircraft were used to 
assess fatigue damages of the selected three dynamic components of the main rotor (MR) 
Rotating Swashplate, MR Pitch Control Horn, and MR Shaft. The notional fatigue damage rates 
from a similar military helicopter model were also used in this process. 
 
Figure I-5 shows the assessed CRT of the MR Rotating Swashplate, in which the CRT for all 
fleet aircraft in green and the CRT for the CWC usage spectrum in red are also shown as 
references. A substantial variation can be seen in the assessed CRTs between the fleet aircraft. 
The CRTs of the selected three components for aircraft #10, all aircraft, and CWC are compared 
in figure I-5. The general trend of component lives shown in figures I-5 and I-6 provides the 
basis for an adjustment of CRTs. 
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Figure I-5. Comparison of MR rotating swashplate CRTs for the AW-139 fleet aircraft 

 

Figure I-6. Comparison of CRTs for the selected three components 
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Figure I-7 compares general trends of component CRTs from different operators. It illustrates a 
more benign operation of commercial aircraft compared to that of the military aircraft. Note that 
all the CRTs shown in the figure are assessed using HUMS usage data. The CRT assessments for 
the two military fleet aircraft are discussed in section I.4. 
 

 

Figure I-7. Comparison of CRTs for aircraft from different operators 

I.8  CONCLUSIONS 

This report has demonstrated that the batch process devised for end-to-end structural usage 
tracking has been established for aircraft with ORR. The process devised in appendix D has been 
optimized for generation of a fleet-wide 100-hour block regime spectrum. Damage calculations 
were carried out with a notional damage table and CRTs were projected for 23 components of 
military helicopters and three components of commercial helicopters. 
 
Alternatively, this process may be adapted to serve as part of an IAT. However, this process 
requires the implementation of a rigorous aircraft configuration and serial number tracking 
system. Under this system, aircraft usage and derived fatigue damage must be attributed to 
installed components. Movement of serialized items from one aircraft to another must be 
properly accounted for throughout their lifetime. 

I.9  REFERENCES 

1 FAA Advisory Circular 29-2C MG-15, “Airworthiness Approval of Rotorcraft Health 
Usage Monitoring Systems (HUMS),” February 12, 2003. 
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APPENDIX J—COMPREHENSIVE ANALYSIS PROCEDURE POST-FLIGHT REGIME 
RECOGNITION 

TABLE OF CONTENTS 

J.1 INTRODUCTION J-5 
J.2 REGIME SPECTRUM DEVELOPMENT J-5 
J.3 DAMAGE CALCULATIONS J-8 
J.4 CONCLUSIONS J-11 
J.5 REFERENCES J-11 
  

J-1 



 

LIST OF FIGURES 

Figure Page 
 
J-1 Projected CRT vs. accumulated flight hours J-10 
  

J-2 



 

LIST OF TABLES 

Tables Page 
 
J-1 Usage Spectra Indicating Mission Profiles J-6 

J-2 Sample aircraft flight hour summary J-7 

J-3 Projected CRTs for sample aircraft J-9 

  

J-3 



 

LIST OF ACRONYMS 

CRT Component retirement time 
GAG Ground-air-ground 
HUMS Health and usage monitoring system 
IAT Individual aircraft tracking 
MR Main rotor 
RDF Raw data file 
RRA Regime recognition algorithm 
TDA Technical Data Analysis, Inc. 
  

J-4 



 

J.1  INTRODUCTION 

This appendix represents a continuation of previous work conducted in the processing of health 
and usage monitoring system (HUMS) data generated using a post-flight regime recognition 
algorithm (RRA). In appendix E, a batch process was designed to analyze HUMS data from an 
archive and calculate updated component retirement times (CRTs) based on recorded aircraft 
usage and resulting fatigue damage. 
 
In the execution of this task, a larger data archive of HUMS raw data from a fleet of military 
utility helicopters was supplied to Technical Data Analysis, Inc. (TDA). Given the size of this 
data archive, representing over 8000 hours from 64 tail numbers, TDA was able to implement 
two variations into the damage calculations and fatigue life projections. 
 
First, TDA implemented aspects of an individual aircraft tracking (IAT) program into the 
process. Under this scheme, aircraft usage is tracked individually and serialized components are 
assessed independent of fleet averages. Second, TDA implemented the probability-based 
reliability approach described in appendix H. This approach has been designed to satisfy the 
industry standard reliability level of 99.9999%, or six-9s [1] To implement this approach, TDA 
had to create a notional damage table using assumed probabilistic distributions of component 
load levels in each regime and material strength. The actual HUMS-based usage was then 
extracted and a projected CRT was derived for example components. 

J.2  REGIME SPECTRUM DEVELOPMENT 

The process for generating a regime usage spectrum that was developed in appendix E was 
altered slightly for this analysis. In the present analysis, the size of the raw data archive was 
increased from 12 aircraft to 64 and the total rotor turn time increased from 2725 hours to 8100 
hours. This increase in sample size provided the opportunity to implement a form of an IAT 
program. 
 
In addition to developing a fleet-wide average usage and 100-hour block spectrum for reference, 
individual aircraft usage was analyzed and tracked. As before, the raw data file (RDF) file is 
parsed, the RRA and quality control measures are applied, and the regime data is populated into 
the Oracle® database. However, damage calculations and CRT projections were performed on an 
aircraft-by-aircraft basis rather than projected fleet-wide. 
 
The expansion of the example data archive from 12 to 64 tail numbers clearly demonstrated the 
effect of sample size on the average usage. The 12 sample aircraft used in the original analysis 
conducted in appendix E were chosen for that analysis because they represented the 12 aircraft 
with the highest rotor turn times. After expanding to analyze the full archive of 64 aircraft, the 
100-hour block spectrum that was generated showed some significant changes over the task 6 
spectrum. 
 
As shown in table J-1, the 12 aircraft sample set had many more turns, flight at slower speeds, 
and landings without shutting down. This type of usage profile indicates a high concentration of 
training missions. After expanding the analysis to the full archive, the fleet-wide averages 
showed an increase in steady level flight at higher speeds and fewer turns, indicating a more 
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generalized mission pattern. Asterisks are used in the regime output format to denote  
ground-air-ground (GAG) cycles because these regimes are not part of the percent time because 
they are counted events (occurrences) added to the damage calculation. 
 

Table J-1. Usage spectra indicating mission profiles 

 
12 A/C 64 A/C % 

Change % Time/100hrs Std Dev % Time/100hrs Std Dev 
Steady30degRightTurn 4.2 0.7893 3.8 1.0990 -9.6% 
Steady30degLeftTurn 5.5 1.1061 4.5 1.6034 -19.3% 
Steady45degRightTurn 0.3 .01257 0.3 0.1412 -13.5% 
Steady45degLeftTurn 0.3 .01582 0.3 0.1611 -17.4% 
Steady60degRightTurn 0.002 0.0023 0.001 0.0031 -37.9% 
Steady60degLeftTurn 0.002 0.0025 0.002 0.0027 -20.4% 
GAGwoRotorStop 
(*occ/100hrs) 

229.6 93.6030 211.8 104.4570 -7.8% 

GAGwRotorStop (*occ/100hrs) 45.4 7.7 52.2 18.6 14.9% 
LF10-60(.4VH) 3.6 1.1 3.1 1.3 -13.9% 
LF60-80(.5VH) 6.0 2.8 4.9 2.6 -17.8% 
LF80-90(.6VH) 9.6 2.5 8.1 2.8 -16.3% 
LF90-105(.7VH) 10.2 1.4 9.9 2.4 -3.0% 
LF105-120(.8VH) 10.2 3.0 11.8 5.1 15.1% 
LF120-135(.9VH) 6.0 3.3 7.8 5.4 29.7% 
LF135-150(1.0VH) 1.1 0.6 1.6 1.7 48.1% 
LV>150(1.15VH) 0.034 0.0 0.138 0.1 310.5% 

 
* = regimes not included in the percent time because they are counted events added to the damage calculation 

 
As before, following the application of the RRA, the regimes reported by the algorithm must be 
mapped to the regimes represented in the damage table. This process occurs in the same manner 
as in appendix E. This includes the assumption of one droop-stop pounding event per flight hour. 
A summary of individual aircraft flight hours and GAG cycles is presented in table J-2. 
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Table J-2. Sample aircraft flight hour summary 

A/C # Total 
Flight Hours 

Total 
GAG Cycles 

 A/C # Total 
Flight Hours 

Total 
GAG Cycles 

1 148.4 151 33 108.5 169 
2 117.9 109 34 107.5 157 
3 29.9 41 35 102.4 91 
4 109.1 110 36 98.9 42 
5 190.8 156 37 215.1 86 
6 56.0 110 38 169.3 88 
7 36.9 39 39 195.4 94 
8 82.1 48 40 255.6 116 
9 243.8 311 41 172.2 94 

10 265.1 321 42 130.4 39 
11 195.8 292 73 161.6 70 
12 182.0 222 44 154.5 64 
13 270.6 117 45 177.6 48 
14 192.9 75 46 178.2 69 
15 295.1 148 47 170.7 45 
16 10.3 5 48 121.4 19 
17 244.3 73 49 157.5 34 
18 271.8 171 50 134.6 78 
19 239.9 212 51 107.8 43 
20 170.1 111 52 136.4 39 
21 136.1 38 53 82.2 62 
22 323.3 154 54 63.7 40 
23 46.3 35 55 39.9 30 
24 165.0 196 56 32.3 20 
25 5.1 6 57 17.5 18 
26 254.8 318 58 21.5 27 
27 95.6 96 59 24.5 3 
28 293.6 350 60 5.4 2 
29 171.7 200 61 10.7 3 
30 248.5 257 62 0.2 1 
31 251.2 196 63 6.0 7 
32 71.4 58 64 5.7 2 
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J.3  DAMAGE CALCULATIONS 

The larger dataset used in the present analysis also allowed for a more thorough implementation 
of the rigorous probability-based six-9s reliability approach discussed in appendix H. As shown 
in that procedure, a probability distribution of vibratory loads and material strength were 
combined with actual usage data to calculate component fatigue damage and derive CRTs while 
still maintaining the industry standard reliability level of 99.9999% [1]. To complete the damage 
calculations for components on each example aircraft, this procedure was adapted to the batch 
process, as described in appendix H. 
 
Three example components were analyzed in this study: (1) the Rotating Swashplate, (2) the 
Pitch Control Horn, and (3) the main rotor (MR) Shaft. It is important to note that, as with all 
other analyses conducted in this report, the details of the damage table had to be assumed. 
Additionally, in this instance, when using the probability-based reliability approach to populate 
the notional damage table, entire distributions of vibratory loads and material strength data had 
to be assumed. For these reasons, any damage calculations or projected CRTs presented are 
based on notional damage rate values and should not be taken as a factual representation. 
However, by assuming these values, the complete damage calculation process has been 
demonstrated. 
 
Table J-3 is a summary of CRTs as calculated based on individual aircraft usage. The assessed 
composite worst case retirement times of these three components—MR Rotating Swashplate, 
Pitch Control Horn, and MR Shaft—are 20,594 hours, 9369 hours, and 93,449 hours, 
respectively, as shown in table H-5 in appendix H. 
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Table J-3. Projected CRTs for sample aircraft 

A/C # 

CRT (hrs) 
MR Rotating 
Swashplate 

CRT (hrs) 
 MR Pitch  

Control Horn 

CRT 
(hrs) 

MR Shaft 

 

A/C # 

CRT (hrs) 
MR Rotating 
Swashplate 

CRT (hrs) 
 MR Pitch  

Control Horn 
CRT (hrs) 
MR Shaft 

1 21,208 9945 372,807 33 14,014 6578 223,222 
2 14,649 6802 316,513 34 11,510 5423 202,269 
3 19,586 9089 279,820 35 22,292 10,231 408,743 
4 27,845 12,871 378,218 36 17,337 8055 451,576 
5 13,561 6354 265,141 37 24,738 11,353 394,601 
6 16,678 7671 235,965 38 13,081 6116 382,238 
7 15,812 7311 282,971 39 13,151 6127 340,638 
8 17,275 8040 415,380 40 17,038 7860 485,596 
9 14,822 6923 283,673 41 20,808 9590 589,468 

10 10,968 5167 249,555 42 20,128 9301 781,419 
11 13,182 6160 241,996 43 12,254 5732 444,525 
12 14,756 6896 295,780 44 12,063 9707 622,532 
13 13,862 6453 519,869 45 10,177 4811 456,448 
14 13,619 6371 417,959 46 11,963 5619 434,631 
15 12,029 5613 470,074 47 19,009 8823 725,332 
16 21,454 9885 585,305 48 22,303 10,277 759,678 
17 13,526 6347 516,080 49 22,047 10,167 1,021,166 
18 15,412 7190 425,259 50 14,259 6629 494,751 
19 20,440 9449 430,108 51 25,869 11,943 726,846 
20 12,935 6074 431,993 52 23,340 10,777 684,631 
21 12,795 6002 481,357 53 15,825 7353 355,759 
22 16,495 7639 646,974 54 17,333 8026 491,265 
23 11,922 5599 339,291 55 26,081 11,895 431,427 
24 13,874 6497 277,540 56 26,785 12,273 478,459 
25 24,681 11,485 327,286 57 18,162 8553 310,958 
26 14,854 6891 283,057 58 30,410 13,731 408,104 
27 11,133 5250 268,893 59 43,167 19,168 1,136,661 
28 15,206 7047 288,842 60 108,873 46,398 1,154,939 
29 14,814 6881 260,407 61 47,349 21,201 684,249 
30 15,870 7342 266,120 62 268,712 122,848 135,270 
31 15,639 7253 345,830 63 32,667 15,212 347,657 
32 18,044 8340 396,073 64 11,125 5221 184,503 
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The distribution of CRTs versus accumulated aircraft flight hours is demonstrated in figure J-1 
(excluding the two outlying data points of aircraft #60 and #62). The figure displays the 
calculated HUMS-based life of the rotating swashplate for each tail number as a function of the 
accumulated flight time for that aircraft. Each data point represents a different aircraft. Data 
points to the right of the figure represent aircraft with more flight time. Note that as a general 
trend, as the aircraft accumulate more time, the scatter in the projected retirement time is 
reduced. 
 

 

Figure J-1. Projected CRT vs. accumulated flight hours 

Within the context of an IAT, the damage calculation process described here is able to be used 
after each flight. With this method, a database with the history of each serialized tracked 
component must be created. As the aircraft are flown, each HUMS RDF can be processed 
through the regime mapping and damage calculation algorithms to determine the accrued fatigue 
damage for each component after each flight. The accumulated fatigue life expended of each 
component would then be tallied and updated continuously in the component history database. 
 
It is important to recall the rigorous aircraft configuration management and serial number 
tracking required to implement this approach. Over the lifetimes of these components, they may 
be removed from one aircraft and installed on another. The usage and damage history of the 
individual serialized component must be accurately attributed to parent aircraft over its lifetime. 
A central or Web-based aircraft configuration and serialized component database are required to 
accurately account for component movement, historical usage, and fatigue damage 
accumulation. 
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A further consideration when implementing this type of IAT are the issues of missing or lost 
HUMS data files. Appendix G addresses procedures the operator may use to gap-fill for flights 
with missing HUMS data. 

J.4  CONCLUSIONS 

In this task, TDA has adapted the previously developed post-flight regime recognition and 
damage calculation batch process to incorporate aspects of IAT and demonstrate the  
probability-based reliability approach described in appendix H. 
 
It is important to note again that values presented here were derived based on assumptions of 
probabilistic component load and material strength distributions and are not meant to represent 
actual values. 

J.5  REFERENCES 

1  U.S. Army, ADS-79-HDBK, Aeronautical Design Standard Handbook for Condition 
Based Maintenance Systems for U.S. Army Aircraft, Appendix F, “Fatigue Life 
Management,” February 17, 2009. 
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K.1  INTRODUCTION 

The intent of this study is to address the suitability and completeness of Advisory Circular  
(AC)-29-2C MG-15 [1] in the context of structural usage monitoring and the fatigue assessment 
of dynamic components. As described in appendix B, the aim of the MG-15 guidance is to 
provide a framework for which an operator may track the historical usage of an aircraft and its 
components and analyze that usage within the context of fatigue life expended (FLE). The 
appendices describe in detail the end-to-end process, including aspects of component design, 
data collection procedures, usage analysis, and assessment of the component retirement time. 
 
Health and usage monitoring systems (HUMS) form the backbone of the usage assessment 
through regime recognition (RR). The current state-of-the-art in HUMS technology has advanced 
a great deal since its inception. However, the technology itself, and the end-to-end process as a 
whole, would benefit from augmentation in a few key areas: gross weight (GW) and center of 
gravity (CG) estimation; accurate measurement of airspeed in low-airspeed regimes; and 
component load measurement. In regard to each of these areas, benefits of improvement will be 
highlighted, drawbacks of current technologies described, and emerging technologies briefly 
discussed. 

K.2  GW/CG ESTIMATION 

The goal of the AC-29-2C MG-15 guidance and this appendix is to allow for a system in which 
operators can take advantage of advanced HUMS technology to analyze and track the fatigue 
lives of dynamic components based on actual usage. An important part of aircraft usage includes 
knowing the operating GW and CG location. 
 
Aircraft GW and CG have a large effect on the dynamic response of the rotor system, including 
steady load levels and vibration characteristics. There exists a complicated, non-linear 
relationship between GW, the flight regimes, and the fatigue damage of the various dynamic 
components. Some components are more adversely affected by higher GW, whereas others are 
more affected by lower GWs. Regimes in which components accumulate damage may vary 
depending on the GW range in which the aircraft is operating. To properly and accurately 
account for the FLE of any particular component, the analyst must address all aspects of the 
aircraft’s usage, including regimes flown and GW history. 
 
Because GW and CG greatly affect static and dynamic characteristics of helicopters, an accurate, 
automated assessment of helicopter GW and CG is critical for the determination of aircraft 
fatigue and life estimates. This data, in turn, will assist in the implementation of condition-based 
maintenance through usage credits and will enhance safety while reducing operating cost. An 
automated system for GW and CG will improve aircraft structural life estimation and 
performance characteristics, relieve the pilot’s burden of logging data, and improve situational 
awareness. 
 
Typically, as a starting point, empty weight is determined through a well-defined method of 
using scales to determine empty weight and CG location. The operator is then responsible for 
estimating the weights and locations of crew and payload. However, though empty weight can be 
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measured in a controlled environment, in some instances the crew and payload weights may only 
be estimates. 
 
When the aircraft HUMS is used, takeoff GW may be established by the system for that flight. 
Some systems then use the fuel burn rate to update the inflight GW over the duration of the flight 
[2]. If passengers or cargo are picked up or dropped off during the flight, the system must be 
updated to reflect the new configuration. Again, those updated payload weights may only be an 
estimate. 
 
There are several solutions currently on the market, including methods to accurately compute 
takeoff GW and CG. Some of these pre-takeoff measurement systems use pressure transducers in 
each of the landing gear struts to determine the overall GW and the CG location [3]. This 
automated technology can eliminate errors associated with payload weight estimates and other 
sources of human error, such as transcription errors or miscalculations. 
 
Though the on-ground measurement systems provide a valuable assessment of the takeoff GW 
and CG, they are not capable of providing real-time inflight updates. Other methods focus on 
calculating fuel burn rates to determine changes to GW/CG. There are several methods of doing 
this [4]: 
 
• Using a fixed, specific fuel consumption is the most simplistic. Though this method is 

easy to implement, it assumes a fixed specific fuel consumption and maximum power 
throughout the flight and can lead to an error rate of up to 50% in some cases. 

 
• A more advanced technique can use a formula to relate engine torque to fuel flow. 

However, this relationship can vary depending on air temperature and pressure altitude, 
and the torque settings must be reported for each phase of the flight. This method can 
lead to an error rate of up to 7%. 

 
• An extension of the above method would be to use performance charts to create a  

multi-dimensional relationship between fuel flow, GW, air temperature, true air speed, 
and pressure altitude. This information can be derived from performance charts in the 
aircraft flight manual and has an inherent error rate of approximately 2%. 

 
• A fourth method is to examine the power required by the rotorcraft in flight and derive 

the GW based on performance. To use this method, the exact relationship between fuel 
flow and power must be provided by the engine manufacturer. This data is not usually 
available to the operator, but may be derived by assuming the power required in the 
different phases of flight and using the published airspeed/fuel flow relationships 
contained in the flight manual. These stacked assumptions can lead to a significant source 
of error; however, the method could be improved with more accurate supporting data. 

 
As shown, the estimation techniques listed above have multiple sources of uncertainty due to 
underlying assumptions. These methods do not account for aircraft variability, performance 
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degradation over time of the individual aircraft, or performance changes as a result of engine 
overhauls. 
 
Research is currently being conducted into techniques for real-time GW estimation of individual 
rotorcraft based on HUMS and other sensor data. Some proposed techniques use aircraft hover 
performance to estimate GW. However, this requires the aircraft to be in hover conditions. 
Another technique derives actual shaft horsepower using inertial sensor air data system data, then 
adjusts the estimated GW until the actual horsepower matches the theoretical horsepower. This 
technique is easy to implement but cannot be used in real-time onboard (OB) the aircraft. 
 
Technical Data Analysis, Inc. (TDA) is currently developing a technique to derive aircraft GW 
and CG in real-time using the aircraft state parameter data and performance characteristics as 
captured through HUMS or other OB sensors [5]. This method would use a combination of 
physics-based deterministic models and data-driven stochastic models. With this technique, the 
deterministic models, which describe precise known relationships among aircraft states and 
events, are enhanced through stochastic models that define ranges for the variables and can 
account for unknowns and outside influences. 
 
In TDA’s technique, the stochastic model is a learning system. TDA is implementing an 
Advanced Neural Network augmented with a Kalman Filter to create a hybrid data-driven 
system that can be trained to account for external influences such as atmospheric disturbances 
and degraded HUMS data. 

K.3  LOW-AIRSPEED MEASUREMENTS 

The inability to accurately measure airspeed, in all directions, at low speeds has a direct effect on 
safety of flight that is well beyond the implications for fatigue life monitoring. Within the 
context of this study, however, the impact on fatigue life monitoring effectiveness is addressed 
here. 
 
Depending on the aircraft’s design and configuration, flight at low speeds can result in an 
increased shudder or vibration due to aerodynamic effects of the rotor disk in the transition flight 
region. Prolonged flight in this regime could have negative effects on the fatigue life of the rotor 
system and dynamic components. However, RR, and therefore the HUMS analyst, may not be 
able to properly quantify time spent in these regimes. In the study of HUMS data from military 
utility rotorcraft with OB RR (appendix D), it was discovered that the RR algorithm did not 
define an aircraft to be in forward flight until the forward calibrated airspeed (CAS) reached 38 
knots. As a result, the RR code registers this slow speed, “creeping” flight as a hover regime. 
 
Further examination of the regimes identified in the analysis revealed the typical airspeed range 
extends to where the recognition algorithm was unable to make an identification. Figure K-1 
shows two histograms. The larger histogram indicates that the vast majority of unrecognized 
regimes occurred at low airspeeds (below 40 knots CAS). The inset histogram indicates that the 
majority of these unrecognized regimes occurred while in the air. 
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Figure K-1. Histograms of occurrences of unrecognized regimes in sample HUMS data 

The nature of rotorcraft flight at low airspeed regimes, high angles of sideslip, quick turns, 
complex aerodynamic interactions with rotor downwash, ground effect, and recirculation, greatly 
impinge upon the effectiveness of traditional methods of airspeed measurement, such as fixed 
Pitot-static systems. A standard Pitot-static system measures the difference in dynamic and static 
pressures. This difference is proportional to the square of the velocity. Therefore, very low 
velocities are difficult to detect with this system. 
 
In addition to this inherent problem with sensitivity, the issue of orientation of the Pitot tubes is 
also key. Pitot tubes can only measure dynamic pressure and, therefore, velocity in the direction 
in which they are oriented. An advancement of the technique has led to the development in the 
1970s of a swiveling, multi-axis Pitot-static system [6]. Such a device is in use on the AH-1W/Z 
and AH-64D rotorcraft and can measure airspeed components, sideslip angle, and vertical speed 
(see figure K-2). 
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Figure K-2. Swiveling Pitot-static airspeed sensor installed on the AH-1W 

Another technology is the omni-directional Low Range Airspeed System (LORAS) that is in use 
on the HH-65A and AH-64A rotorcraft. The LORAS measures the difference in pressures in 
twin Venturi probes, which are spun in the top of the rotorcraft mast. See figures K-3 and K-4. 
Motion of the aircraft in any direction produces a difference in pressure in the two tubes, which 
is used to derive airspeed in three axes [7]. 
 

 

Figure K-3. LORAS schematic 
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Figure K-4. LORAS installed on an HH-65 

Several other alternative technologies have been developed which do not rely on airstream 
pressure measurements. These include Laser Imaging Detection and Ranging (LIDAR) and the 
Ultrasonic Wind Vector Sensor. The LIDAR technology uses multiple-aperture lasers that detect 
movement of dust particles in the path of the aircraft to gauge airspeed. Orienting the laser 
apertures at the ground below the aircraft provides accurate laser altitude information and 
vertical speeds. The ultrasonic sensor transmits an ultrasonic wave across the airstream, which is 
redirected slightly by the velocity of the flow. The resulting redirected vector is sensed and 
airspeed is computed (see figure K-5). 

 

Figure K-5. Ultrasonic low airspeed and side slip probe, Curtiss Wright Controls [8] 

K.4  DIRECT LOADS MONITORING 

As discussed in appendix F, fatigue design conservatism of dynamic components is quantified by 
the traditional six-9s reliability requirement (i.e., one failure out of one million components). The 
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elements of that reliability standard are derived from three areas: (1) material strength, (2) load 
application, and (3) aircraft usage. By implementing HUMS and tracking actual aircraft usage, 
the reliability requirement associated with usage can be addressed directly, reducing the 
necessary conservatism included in the composite worst case usage assumption. 
 
Further alleviation of conservatism can come from direct monitoring and tracking of in-flight 
loads on individual components. Currently, manufacturers assume a component is subject to a 
conservatively high load during each regime. Recording and analyzing the exact load history of 
components throughout the flight removes the need for load level assumptions. 
 
Within the context of the end-to-end life assessment process, once load histories are compiled for 
subject components, the analyst could use the material strength information to directly determine 
FLE. 
 
Many commercial and government organizations are currently conducting research into the best 
way to implement direct loads monitoring on rotorcraft. The use of slip rings on rotorcraft has 
been common practice to transmit data electronically from sensors in the rotating components in 
the rotor system to the data controller housed in the main airframe. However, slip rings can 
introduce data quality issues and are difficult to maintain. 
 
As an alternative, many firms are now exploring the use of wireless sensors in the rotorhead, 
which can then transmit data over the air to the receiver in the airframe. Challenges exist with 
data sampling rates, file sizes, and powering of the sensors. Advanced compression algorithms, 
efficient radios, and energy harvesting techniques have advanced the technology. 
 
Further, advances in rotorcraft modeling have made potential sensing systems more efficient. 
Currently, TDA is developing a technique for coupling an advanced dynamic model of the rotor 
system with real-time sensor data at a few key locations [9]. Using this method, component loads 
throughout the rotorhead can be derived, even on components without a direct sensor. An 
example dynamic model is shown in figure K-6. 
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Figure K-6. Dynamic model used in TDA’s rotor load derivation 

K.5  CONCLUSIONS 

Current HUMS systems are still limited in a few key areas which directly affect the efficiency 
and accuracy of the end-to-end structural usage process. These areas are GW and CG estimation, 
low airspeed detection, and component load estimation. 
 
This appendix has provided a basic survey of alternative technologies and techniques, both 
currently available and in development, which may be used to improve the overall fatigue life 
assessment of rotorcraft dynamic components. 
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LIST OF ACRONYMS 

AC Advisory Circular 
CBM Condition-based maintenance 
CRT Component retirement time 
FAA Federal Aviation Administration 
FHA Functional hazard assessment 
HUMS Health and usage monitoring system 
IAT Individual aircraft tracking 
OB Onboard 
OG On-ground 
ORR Oboard regime recognition 
QC Quality control 
RDF Raw data file 
RR Regime recognition 
RRA Regime recognition algorithm 
TDA Technical Data Analysis, Inc. 
UBM Usage-based maintenance 
UM Usage monitoring 
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L.1  INTRODUCTION 

The FAA Advisory Circular (AC) 29-2C MG-15, “Airworthiness Approval of Rotorcraft Health 
Usage Monitoring Systems (HUMS)” [1] provides general terms of an application process, a set 
of procedures by which rotorcraft usage data may be collected, processed, and analyzed using 
health and usage monitoring systems (HUMS) to adjust component retirement times (CRTs). 
This appendix studies the completeness, accuracy, and suitability of the AC-29-2C MG-15 for its 
general application to current and future helicopter structural usage tracking by operators of civil 
helicopter (Part 29) using HUMS. 
 
In this appendix, the research efforts to develop an application process of HUMS usage 
monitoring (UM) for usage-based maintenance (UBM) credits conducted for this appendix are 
summarized. They are compared to guidance included in AC-29-2C MG-15 to validate the 
accuracy and completeness of this guidance for its general application to helicopter structural 
usage tracking. 
 
Included in this appendix are comments and recommendations by Technical Data Analysis, Inc. 
(TDA) to improve the MG-15 guidance and allow for better implementation of the UBM 
framework. 

L.2  SUMMARY OF RESEARCH FOR VALIDATION OF GUIDANCE 

TDA conducted a series of studies to develop application procedures that follow the guidance of 
AC-29-2C MG-15 by which a commercial helicopter operator uses HUMS technology to 
establish UBM credits. 
 
The ultimate goal of the study to evaluate and validate the guidance given in AC-29-2C MG-15 
is the in-depth description of fatigue design methodologies that are currently in use for rotorcraft 
dynamic components and those that may be implemented with the aid of HUMS technology. 
This will provide a thorough analysis of section g(2) of AC-29-2C MG-15 titled “Understanding 
the Physics Involved”. 
 
Automated batch data processing procedures were developed to assess structural usage of 
example fleets of aircraft by accessing archives of raw data from various aircraft types. Methods 
of processing and applying quality control (QC) measures were devised and notional projected 
CRTs were calculated. Additionally, consideration was given to variations in processing when 
dealing with onboard (OB) and post-flight regime recognition (RR). 
 
Much effort was conducted on studying the verification of the HUMS, RR, mitigation strategies, 
and the reliability of the process as a whole. 
 
Advanced technologies that may enhance the overall effectiveness, reliability, and accuracy of 
HUMS and the UM process were also investigated. 
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L.2.1  REVIEW OF TRADITIONAL METHODOLOGIES 

Traditional methodologies of determining CRTs of rotorcraft structures were reviewed to 
provide the historical background and technical importance of key concepts and parameters 
indispensable to the legacy methodologies of determining CRTs of rotorcraft components (see 
appendix A). 
 
The following are the major topics discussed for the safe-life fatigue design of rotorcraft 
dynamic components: 
 
• Cumulative fatigue damage rules 
• Usage spectrum development 
• S-N curve generation 
• Fatigue life substantiation tests 
• Determination of CRTs 
• Fatigue life prediction and tracking 
• Flight load survey 
• Reliability requirements 

This effort shed light on the reasoning and requirements of the new approach to determine and 
predict rotorcraft CRTs using HUMS, highlighting its improvements and its limitations, resulting 
in a thorough understanding of the physics involved in the development of an end-to-end HUMS 
system, New Paradigms of Rotorcraft UM 
 
New structural usage paradigms were examined with a focus on the fatigue life extension of 
critical safety items (appendix B). Top-level functionalities and flow of data and analyses for the 
structural damage assessment based on the UM function of HUMS are described in two separate 
approaches: one for the OB damage assessment, and the other for the post-flight, on-ground 
(OG) processing. 
 
The scope of work was identified for structural UM of HUMS to seek UBM credits for civilian 
rotorcraft operators as new paradigms of the “end-to-end” structural fatigue life tracking. 
Because flight RR is one of the central processes of the structural fatigue damage assessment 
methodologies currently practiced in the rotorcraft industry, the paradigms were discussed in two 
parts: one with the OB processing of RR, and the other with the OG processing of RR. 
 
The one-time adjustment of CRTs was used as an example case for UBM credits and included 
details of the system definition, analysis processes, qualification requirements, and the credit 
validation process. 
 
The study of new paradigms in this report verifies proper and accurate definitions of the HUMS 
applications for the “Intent of Application” in AC-29-2C MG-15 e(2), “UBM Credits” in AC-29-
2C MG-15 d(3), and “End-to-End System Criticality” in AC-29-2C MG-15 e(3) among other 
guidance items. 
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L.2.2  VARIATIONS OF UBM CREDIT APPROACHES 

As a continuation of new paradigms of UM using HUMS, more advanced approaches for 
periodic or continuous UBM credit adjustments were studied (see appendix C). Details of how to 
use existing loads data in conjunction with the actual revised regime spectrum data to calculate 
CRTs were described for the three scenarios currently conceivable based on the frequency of 
maintenance interventions: 
 
1. One-time CRT adjustment 
2. Periodic CRT adjustment 
3. Continual CRT update 
 
Under this task, updating the CRTs of parts identified by their part numbers for their worldwide 
fleet operations was discussed. This was followed by a more challenging approach for 
continually updating the CRTs of components identified by their serial numbers operated on 
individual helicopters. 
 
The study results validate AC-29-2C MG-15 for system definitions and analysis processes 
involved in the advanced UM approaches, including required part tracking. 

L.2.3  COMPREHENSIVE ANALYSIS PROCEDURE USING ONBOARD RR 

Focusing on RR using HUMS data, two possible routes were studied: (1) onboard regime 
recognition (ORR), in which the installed HUMS uses aircraft state parameter data to determine 
the flight regime in near-real time, and (2) post-flight RR, in which collected aircraft state 
parameters are used in a standalone regime recognition algorithm (RRA) after the conclusion of 
the flight. 
 
A batch data processing procedure was created to analyze HUMS raw data files (RDFs), which 
contain recognized regimes as determined by the ORR algorithm and time history data of aircraft 
state parameters collected by the HUMS in flight (see appendix D). 
 
The data processing procedure using ORR addresses the following steps: 
 
• RDF handling 
• QC checks of each RDF 
• Generation of 100-hour block regime spectrum based on the library of collected RDFs 
• HUMS regime-to-damage table regime mapping 
• Generation of final 100-hour block usage spectrum after transformation through damage 

table mapping 
• Calculation of CRTs 

A small sample of three RDFs from three different military utility aircraft with a notional fatigue 
damage table created based on TDA’s experience in rotorcraft fatigue analysis were used in the 
study. 
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Additionally, a much larger sample data archive from the same aircraft type was obtained. The 
process was adjusted and updated to improve efficiency for the comprehensive analysis (see 
appendix I). 
 
The larger amount of data allowed inclusion of multiple flights per aircraft and allowed for error 
checking and improvement of the processing algorithms. In addition, it allowed for the ability to 
explore the implications for individual aircraft tracking (IAT), in which individual serialized 
component lives may be updated on a flight-by-flight basis. 
 
This study validates and verifies many aspects of HUMS applications, particularly for the 
integrity of the ORR method for its data processing in AC-29-2C MG-15 d(6), QCs in AC-29-2C 
MG-15 f(1)(iii), mitigation activities in AC-29-2C MG-15 f(1)(ii), and software required for the 
fatigue damage calculations both OB in AC-29-2C MG-15 f(2)(i)(B) and OG AC-29-2C MG-15 
f(3)(ii)(D)(2) among many other guidance items. 

L.2.4  COMPREHENSIVE ANALYSIS PROCEDURE USING POST-FLIGHT RR 

Beginning with a small data set from a military utility aircraft, a batch data processing procedure 
was created to analyze HUMS RDFs through a post-flight RRA and a flight-by-flight QC check 
of the computed regime output (see appendix E). 
 
The data processing procedure for fleet-wide CRT updates using post-flight RR addressed the 
following steps: 
 
• RDF handling 
• Post-flight RRA processing 
• QC checks of each RDF 
• Generation of 100-hour block regime spectrum based on the library of collected RDFs 
• HUMS regime-to-damage table regime mapping 
• Generation of final 100-hour block usage spectrum after transformation through damage 

table mapping 
• Calculation of CRTs 

In this scenario, aircraft state time histories and HUMS raw data were collected during flight and 
processed with an RRA after the completion of the flight. There are several advantages to this. 
First, revisions to algorithms can be applied much faster and more efficiently because the 
software will be applied to a ground-based system rather than installed on individual aircraft. 
Second, if an algorithm revision is completed, the entire historical data set could be reprocessed. 
 
A larger data set of RDFs from the same military utility aircraft was then obtained and used in 
the study with a notional fatigue damage table created based on TDA’s experience in rotorcraft 
fatigue analysis. With this larger data set, the process was adjusted and updated to improve 
efficiency for the comprehensive analysis (see appendix J). Given the size of this data archive, 
TDA was able to implement two variations into the damage calculations and fatigue life 
projections. 
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First, an IAT program was implemented into the process. Under this scheme, aircraft usage is 
tracked individually and serialized components are assessed independent of fleet averages. 
 
Second, a probability-based reliability approach described in appendix H was implemented into 
the process. The actual HUMS-based usage was extracted and processed to predict CRTs for 
example components using these two approaches. 
 
This study validates and verifies many aspects of HUMS applications for an end-to-end system. 
Particularly for the integrity of the post-flight RR method for its data processing in AC-29-2C 
MG-15 d(6), QCs in AC-29-2C MG-15 f(1)(iii), mitigation activities in AC-29-2C MG-15 
f(1)(ii), and software required for the fatigue damage calculations both OB in AC-29-2C MG-15 
f(2)(i)(B) and OG AC-29-2C MG-15 f(3)(ii)(D)(2).  

L.2.5  VALIDATION OF END-TO-END SYSTEM FIDELITY 

In appendix F, the system fidelity and accuracy of the OB and OG RRAs for HUMS were 
studied, because the accuracy of a revised fatigue life of a component depends on the accuracy of 
the regimes identified or recognized. 
 
The common criteria of airborne and ground-based processes were discussed first. Following 
that were separate discussions of the two systems to address the need to identify ways to prove 
that the RR results were accurate and the methodology was reliable. Verification and validation 
limitations, and other issues of RRAs for HUMS application in the fidelity point of view, were 
discussed in detail based on TDA’s experience of RR code development for military utility 
helicopter models. 
 
This detailed review of RRAs validates the performance of the key data processing of HUMS for 
its accuracy in AC-29-2C MG-15 f(1)(iii) and integrity in AC-29-2C MG-15 f(3)(i) & AC-29-2C 
MG-15 f(3)(ii) toward the validation of end-to-end HUMS system fidelity among many other 
guidance items. 
 
The system fidelity and integrity levels depend on the assessment of the criticality level required 
for the application through a proper functional hazard assessment (FHA) in AC-29-2C MG-15 
e(3). However, because of the wide range of applications covered in this study for structural 
usage tracking paradigms, no FHA was performed for a specific application. For this, a few 
previous research efforts are recognized for their excellent and in-depth FHA analysis [2–4]. 

L.2.6  MITIGATION METHODOLOGIES 

Within the end-to-end process of data collection, transfer, processing, and archiving, there exists 
opportunities for data to be missed or corrupted. Steps that may be taken to mitigate any  
real-world imperfections associated with the data collection and processing steps are described in 
appendix F. Examples of such imperfections include sensor signal drop-out, unrecognized 
regimes, or missing or corrupt flight data files. Each of these types of shortcomings must be 
mitigated in a conservative way to ensure that the required level of structural integrity is 
maintained. These steps have been integrated into the example batch processing procedure. 
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Additionally, a methodology for a reliability-based component fatigue life assessment was 
developed, using probabilistic modeling of both flight loads and material fatigue strength to 
guarantee the traditional requirement of six-9s reliability when using HUMS (see appendix H). 
Fatigue lives of rotorcraft components are required to ensure a reliability of at least six-9s, which 
represents only one allowable failure in the service lives of one million components. 
 
The mitigation strategies described in appendices F and H validate the overall accuracy and 
integrity requirements from AC-29-2C MG-15 f(1)(ii) and AC-29-2C MG-15 f(1)(iii), among 
other guidance items. 

L.2.7  ENHANCED TECHNOLOGY TOOLKIT DEVELOPMENT 

The potential utility of developing advanced technologies was studied to augment current 
HUMS. Three key areas are identified in which prospective improvements would enhance the 
prescribed end-to-end process of structural UM and component fatigue assessment. 
 
Areas of interest specifically identified in this were the estimation of aircraft gross weight and 
center of gravity position during flight, the accurate detection of airspeed in low airspeed 
regimes, and the implementation of direct load measurements (see appendix K). In each of these 
three areas, benefits of improvement were highlighted, drawbacks of current technologies were 
described, and emerging technologies were discussed. 
 
Implementation of these advanced technologies into the future end-to-end HUMS system will 
address the transition of qualified levels of integrity and criticality assessment of the system in 
AC-29-2C MG-15 e(4). 

L.3  SUB-SECTION FOR UM 

AC-29-2C MG-15 is intended to provide guidance for achieving airworthiness approval of 
HUMS for two distinct functionalities: health monitoring and UM. These two functions are 
separate and distinct, and have different goals. This appendix only addresses UM in 
AC-29-2C MG-15. 
 
A typical objective of UM is to record operational flight usage data at a relatively low frequency 
rate over a long period of time and update/revise the original usage spectrum to adjust the rather 
conservative initial component life by reflecting actual usage of aircraft for UBM credits. 
 
It was observed that the current AC-29-2C MG-15 does not clearly specify the high reliability 
requirement for dynamic component life assessment and the fidelity guidance for RR. It is 
recommended that both the reliability requirement of the component life and the fidelity 
guidance for RR be provided in the AC-29-2C MG-15. 
 
The UM of HUMS for data collection is a low-risk process, as described in appendix B of  
ADS-79 [5]: “Usage monitoring (of HUMS) is not flight critical; if the system fails, the 
alternative is to apply the most current Design Usage Spectrum and the associated fatigue 
methodology for any period of flight time in which the usage monitor data is not available.” In 
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addition, when seeking a UBM credit for a one-time revision of the CRT based on HUMS data, a 
few missed flights may not impact the overall new spectrum generation. 
 
To address these requirements and flexibility on software unique to the UM described above, it is 
recommended that a subsection be possibly added in “c(2) Background/HUMS” and “g Credit 
Validation.” 

L.4  SPECIFIC COMMENTS ON AC-29-2C MG-15 

After reviewing AC-29-2C MG-15, the following changes are recommended: 
 
1. In “b. References and Related Documents,” the RTCA/DO-254/ED-80 “Design 

Assurance Guidance for Airborne Electronic Hardware” should be added to the list 
because this DO-254 was formally recognized by the FAA in 2005 [6]. 
 

2. In “d. Definition,” recommend the following terms be added to clarify these common 
terminologies frequently used in the HUMS community to cover rapidly evolving and 
diversifying HUMS applications with the advancement of related technological fields: 

a. Condition-Based Maintenance (CBM): The application and integration of 
appropriate processes, technologies, and knowledge-based capabilities to improve 
the reliability and maintenance effectiveness of aircraft systems and components. 
CBM uses a systems engineering approach to collect data, enable analysis, and 
support the decision-making processes for system acquisition, sustainment, and 
operations [5]. 

 
b. UBM: The application and integration of appropriate processes, technologies, and 

knowledge-based capabilities, particularly knowledge of actual aircraft 
operational usage data, to improve the reliability and maintenance effectiveness of 
aircraft systems and components. UBM typically includes HUMS to collect 
operational usage data, RRAs to identify usage profiles, and fatigue analysis to 
adjust the CRTs as a UBM credit [4]. 

 
3. In “d. Definition (5) Criticality (1309),” change “(1309)” to “(CFR-14 29.1309)” to 

clarify the governing regulation. 
 

4. In “f(2)(i)(A),” revise the last sentence “Equipment qualification must consider 
environmental qualification (RTCA/DO-160/ED 14) including high intensity radiated 
fields (HIRF) and lightning” to “Equipment development must use design assurance 
guidance RTCA/DO-254/ED-80 as a standard, and equipment qualification must consider 
environmental qualification (RTCA/DO-160/ED 14) including high intensity radiated 
fields (HIRF) and lightning.” See item 1. 
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5. In “g. Credit Validation,” it is stated that “If changes are proposed to an approved system, 
reevaluation is required to ensure existing credit(s) are not invalidated.” This may limit 
the HUMS application of adjusting CRTs based on the actual usage data of aircraft 
collected by HUMS UM functionality, one of the two HUMS main purposes. For 
example, if the “existing  credit(s)” are narrowly interpreted as the current CRTs then this 
may limit HUMS applications for adjusting retirement times. Recommend revising this 
sentence to, “If changes are proposed to an approved system, reevaluation is required to 
ensure existing credit(s) are not invalidated and maintain the existing safety and 
reliability levels as a minimum.” 
 

6. Typos in “h(2)(ii)(D), (E) and (H).” Change “j(1)(i)(C)” to “h(1)(i)(C),” “j(1)(ii)” to 
“h(1)(ii),” and “j(1)(i)(H)” to “h(1)(i)(H).” 

L.5  CONCLUSIONS AND RECOMMENDATIONS 

The latest version of AC-29-2C MG-15 is the result of revisions by experts backed by in-depth 
research studies. It is considered thorough and well thought out guidance covering the subject 
applications. 
 
A few comments and recommendations on the current version of AC-29-2C MG-15 are made in 
section L.4 based on the previous studies TDA has conducted, which may help improve its 
completeness, accuracy, and suitability as guidance for HUMS certification. 
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